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Abstract
This paper reports a new concurrent graph data structure that supports updates of both edges and
vertices and queries: Breadth-first search, Single-source shortest-path, and Betweenness centrality.
The operations are provably linearizable and non-blocking.
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1 Introduction

Dynamic graph data structures with concurrent query operations and updates can readily
boost important real-world applications such as social networks [6], semantic-web [5], biolo-
gical networks [10], blockchains [3], and many others. The existing libraries of graph queries,
which support dynamic updates, for example, Stinger [12], GraphOne [16], GraphTinker [15],
Kineograph [9], GraphTau [14], Kickstarter [18], Aspen [11], etc. face limitations such as
blocking concurrency, no native support for vertex updates, and high memory-footprint.

In this paper, we describe the design and implementation of a graph data structure,
which provides (a) three useful operations – breadth-first search (BFS), single-source shortest-
path (SSSP), and betweenness centrality (BC), (b) dynamic updates of edges and vertices
concurrent with the operations, (c) non-blocking progress with linearizability [13], and (d)
a light memory footprint. We call it PANIGRAHAM a: Practical Non-blocking Graph
Algorithms. In a nutshell, we implement a concurrent non-blocking dynamic directed graph
data structure as an adjacency-list formed by a composition of lock-free sets: a lock-free
hash-table and multiple lock-free binary search trees (BSTs). The set of outgoing edges Ev

from a vertex v ∈ V is implemented by a BST, whereas, v itself is a node of the hash-table.
Addition/removal of a vertex translates to the same operation in the lock-free hash-table,

a Panigraham is the Sanskrit translation of Marriage, which undoubtedly is a prominent event in our
lives resulting in networks represented by graphs.
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1: Operation Op(v)
2: tid ← GetThId();// get thread-id
3: if (isMrkd(v)) then
4: return NULL; //Vertex is not present
5: return Scan(v, tid);//Invoke Scan

6: Method Scan(v, tid)
7: list⟨SNode⟩ ot, nt ; //Trees to hold the nodes
8: ot ← TreeCollect (v, tid); //1st Collect
9: while (true) do //Repeat the tree collection

10: nt ← TreeCollect (v, tid); //2nd Collect
11: if (CmpTree (ot, nt)) then
12: return nt;//return if two collects are equal
13: ot ← nt;
14: Method CmpTree(ot, nt)
15: if (ot = NULL ∨ nt = NULL) then
16: return false;
17: oit ← ot.head, nit ← nt.head;
18: while (oit ̸= ot.tail ∧ nit ̸= nt.tail ) do
19: if (oit.n ̸= nit.n ∨ oit.ecnt ̸= nit.ecnt ∨

oit.p ̸= nit.p) then
20: return false; //Both the trees are not equal
21: oit ← oit.nxt; nit ← nit.nxt;
22: if (oit.n ̸= nit.n ∨ oit.ecnt ̸= nit.ecnt ∨ oit.p
̸= nit.p) then //Both the trees are not equal

23: return false ;
24: else return true ; //Both the trees are equal

25: Method ChkVisit(adjn, tid, count)
26: if (adjn.oi.VisA [tid] = count) then
27: return true;
28: else return false ;
29: Method TreeCollect(v, tid)

30: queue ⟨SNode ⟩ que; //Queue used for traversal
31: list⟨SNode ⟩st; cnt ←cnt + 1; //List to keep

of the visited nodes
32: v.oi.VisA [tid] ← cnt;
33: sn←new CTNode(v,NULL,NULL,

v.oi.ecnt);//Create a new SNode
34: st.Add(sn);que.enque(sn);
35: while (¬que.empty()) do //Iterate all vertices
36: cvn ← que.deque(); // Get the front node
37: if (isMrkd (cvn)) then
38: continue;// If marked then continue
39: itn ← cvn.n.enxt; //Get the root ENode
40: stack ⟨ENode ⟩ S; // stack for inorder traversal
41: /*Process all neighbors of cvn in the order of
42: inorder traversal, as the edge-list is a BST*/
43: while (itn ∨ ¬S.empty()) do
44: while (itn ) do
45: if (¬isMrkd(itn)) then
46: S.push(itn); // push the ENode

47: itn ← itn.el;
48: itn ← S.pop();
49: if (¬isMrkd(itn)) then //Validate it
50: adjn ← itn.ptv;
51: if (¬isMrkd (adjn)) then //Validate it
52: if (¬ChkVisit (adjn, tid, cnt)) then
53: adjn.oi.VisA [tid] ← cnt; //Mark it
54: //Create a new SNode
55: sn ← new CTNode(adjn,

cvn,NULL,adjn.oi.ecnt);
56: st.Add(sn); //Insert sn to st

57: que.enque(sn); //Push sn into the que

58: itn ← itn.er;
59: return st; //The tree is returned to the Scan

Figure 1 Framework interface operation for graph queries.

whereas, addition/removal of an edge translates to the same operation in a lock-free BST.
The operations – BFS, SSSP, BC – are implemented by specialized partial snapshots. In a
dynamic concurrent setting, we apply multi-scan/validate [1] to ensure the linearizability of
a partial snapshot. We prove that these operations are non-blocking. The empirical results
show the effectiveness of our algorithms.

2 PANIGRAHAM

Algorithm Overview. We implement an ADT A = S ∪ Q, wherein the set operations
S := {PutV, RemV, GetV, PutE, RemE, GetE} use lock-free hash-table and BST and
the queries Q := {BFS, SSSP, BC} use partial snapshot. To de-clutter the presentation,
we encapsulate the three queries in a unified framework with an interface operation Op–
presented in pseudo-code in Figure 1. Op is specialized to the requirements of the three
queries. We have explained the pseudo-code using line-comments in Figure 1. For detail of
the ADT operations please see the full version [8], wherein we also present their proofs of
linearizability and non-blocking progress.

Experimental Results and Discussion. We experimentally evaluate our non-blocking graph
against two well-known existing batch analytics methods: (a) Stinger [12], and (b) Ligra [17].
To analyze the trade-off between consistency and performance, in addition to the presented
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linearizable algorithm PANIGRAHAM (PG-Cn), we include its inconsistent variant (PG-
Icn). The results are based on a standard dataset R-MAT graphs [7]. Each micro-benchmark
displays the latency of an end-to-end run of 104 operations on a loaded graph, assigned
in a uniform random order to the threads. We used a range of workload distributions.
A sample label, say, 2/49/49 on the top of a column of performance plots refers to a
distribution {Op : 2%, {PutV : 24.5%, RemV : 24.5%}, {PutE : 24.5%, RemE : 24.5%}}.
We used a multi-core system with 28 cores (56 logical threads). The results shown in Figure
2 demonstrate the scalability of the proposed methods. We observe that the presented
algorithm outperforms Stinger and Ligra in several cases by orders of magnitude. In the full
version [8] we present additional results on real-life graphs as well as experimental comparison
of the memory-footprints of the methods that further highlights the efficacy of our method.
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Figure 2 Latency of the executions containing Op: (1) BFS ((a), (b), and (c)) on a graph of size
|V |= 131K and |E|= 2.44M , (2) SSSP ((d), (e), and (f)) on a graph of size |V |= 8K and |E|= 80K,
and (3) BC ((g), (h), and (i)) on a graph of size |V |= 16K and |E|= 160K. X-axis and Y-axis units
are the number of threads and time in second, respectively.

Complexity Analysis. Given a graph G = (V, E), denote |V |= n, |E|= m, maxv∈V (δv) = δ,
where δv is the degree of vertex v. Define the (static) state of a graph G as a tuple
SG = (n, m, δ). Let X be a concurrent execution given as a set of operations. Thus, for
an o ∈ X, type(o) ∈ A , where type(o) denotes the type of o and A is the ADT. Let Io

and Co be the interval contention [2] and point contention [4], respectively, for an o ∈ X.
Denote Ĩo = (Io − 1), the total number of concurrent operation calls other than o itself
(those responsible for a possible cost escalation) that were invoked between the invocation
and response of o. Denote the worst-case cost of o, given o is invoked at an atomic time
point when state of G was SG by Wo,SG

. Wo,SG
for each operation type is given in Table 1

of [8]. The states of G, being tuples, are ordered by dictionary order. In a dynamic setting,
Wo,SG

is upper-bounded by the worst-case cost of o as performed in a static setting over the
worst-case state, during the lifetime of o, of G. It can be shown that the worst-case state of
G that o can encounter is SG,o = (O(n + Ĩo), O(m + Ĩo), O(δ + Ĩo)).
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▶ Theorem 1.Denote Q={BFS, SSSP, BC}, MV ={PutV, RemV}, ME={PutE, RemE},
and M = MV ∪ ME. Let δe be the degree of vertex whose edge modification happens. Denote
XU = {o ∈ X | type(o) ∈ U , U ⊆ A }, where A is the ADT as defined before. Let
Io,U and Co,U denote the interval and point contentions, respectively, of o pertaining to the
operation calls o ∈ {XU ∪ {o}}. Accordingly, Ĩo,U = Io,U −1. Considering the queries q ∈ Q

performed by PG-Cn, the worst-case amortized cost per operation AX for an execution X s.t.
type(o) ∈ M ∪ {q} ∀o ∈ X, and q ∈ Q is AX = AX(M ) + Co,M

|X|
∑

o∈XQ

(
Wo,SG,o

+ Ĩo,M

)
,

where AX(M ) = Co,MV

|X|
∑

o∈XMV
Wo,SG,o

+ 1
|X|

∑
o∈XMX

Wo,SG,o
+ Co,ME

|X|
∑

o∈XME
O(δe).

The proof of Theorem 1 is available in the full version [8].
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