
The Polaron at Strong Coupling
Classical and Quantum Behavior

by

Dario Feliciangeli

July, 2021

A thesis submitted to the
Graduate School

of the
Institute of Science and Technology Austria
in partial fulfillment of the requirements

for the degree of
Doctor of Philosophy

Committee in charge:
Edouard Hannezo, Chair

Robert Seiringer
Jan Maas

Rupert Frank





The thesis of Dario Feliciangeli, titled The Polaron at Strong Coupling, is approved by:

Supervisor: Professor Robert Seiringer, IST Austria, Klosterneuburg, Austria

Signature:

Co-supervisor: Professor Jan Maas, IST Austria, Klosterneuburg, Austria

Signature:

Committee Member: Professor Rupert Frank, California Institute of Technology, Pasadena,
USA

Signature:

Defense Chair: Professor Edouard Hannezo, IST Austria, Klosterneuburg, Austria

Signature:

Signed page is on file





© by Dario Feliciangeli, July, 2021
CC BY-ND 4.0 The copyright of this thesis rests with the author. Unless otherwise indicated,
its contents are licensed under a Creative Commons Attribution-NoDerivatives 4.0 International
License. Under this licence, you may copy and redistribute the material in any medium or
format for both commercial and non-commercial purposes. This on the condition that: you

credit the author and do not distribute modified versions of the work.

IST Austria Thesis, ISSN: 2663-337X

I hereby declare that this thesis is my own work and that it does not contain other people’s
work without this being so stated; this thesis does not contain my previous work without
this being stated, and the bibliography contains all the literature that I used in writing the
dissertation.

I declare that this is a true copy of my thesis, including any final revisions, as approved by my
thesis committee, and that this thesis has not been submitted for a higher degree to any other
university or institution.

I certify that any republication of materials presented in this thesis has been approved by the
relevant publishers and co-authors.

Signature:

Dario Feliciangeli
July, 2021

Signed page is on file

https://creativecommons.org/licenses/by-nd/4.0/
https://creativecommons.org/licenses/by-nd/4.0/




Abstract

This thesis is the result of the research carried out by the author during his PhD at IST
Austria between 2017 and 2021. It mainly focuses on the Fröhlich polaron model, specifically
to its regime of strong coupling. This model, which is rigorously introduced and discussed
in the introduction, has been of great interest in condensed matter physics and field theory
for more than eighty years. It is used to describe an electron interacting with the atoms of
a solid material (the strength of this interaction is modeled by the presence of a coupling
constant α in the Hamiltonian of the system). The particular regime examined here, which is
mathematically described by considering the limit α→∞, displays many interesting features
related to the emergence of classical behavior, which allows for a simplified effective description
of the system under analysis. The properties, the range of validity and a quantitative analysis
of the precision of such classical approximations are the main object of the present work. We
specify our investigation to the study of the ground state energy of the system, its dynamics
and its effective mass. For each of these problems, we provide in the introduction an overview
of the previously known results and a detailed account of the original contributions by the
author ([32, 33, 35, 36], the content of Chapters 2, 3, 4 and 5, respectively). Here a short
overview.

• Ground State Energy: we are particularly interested in the second order expansion
in α, as α → ∞, of the ground state energy of the system. In order to understand
it, one needs to go beyond the first order classical approximation of the system and
factor in the full quantum nature of the problem. The first work successfully dealing
with this question is [41], which works in the case of a polaron confined to a bounded
domain. In collaboration with the PhD supervisor, the author of this thesis proves in
[32] the validity of some assumptions made in [41]. Moreover, [33] represents the first
investigation of the problem carried out in a translational invariant setting, namely a
three dimensional torus.

• Dynamics: in the limit α → ∞, the dynamics of the polaron is approximated by
simpler evolution equations, called Landau–Pekar (LP) equations. In [35], a set of initial
states is identified, such that the validity (in time) of such approximation is extended in
comparison to previously known results ([73, 74]).

• Effective Mass: [36] represents a recent attempt of investigating the effective mass of
the system looking at its effective evolution equations, i.e. the LP equations.

Finally, the appendix is dedicated to [34], a project carried out by the author in the very
different field of optimal tranport. It accounts for a successful attempt of extending techniques
from commutative optimal transport to the quantum (and non-commutative) framework. In
this sense, the appendix can be seen as yet another instance of interplay between the classical
and the quantum world.
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CHAPTER 1
Introduction

Ubiquitously in mathematics and physics, one encounters situations in which the problem
under consideration, in some specific regime of its parameters, displays particular or simplified
behavior. A particular instance of such phenomena, arguably among the most fascinating
and somewhat magical in our disciplines, is the one of a very complicated system effectively
described by some simpler equation or law, again in some specific range of parameters. This
case is very common in physics, where several models do simplify drastically in particular
limiting regime (e.g., small or large temperature or density). Furthermore, in quantum many-
body systems, where a precise study of the full system is often too complicated to be carried
out, this kind of analysis is sometimes the only one possible, at the same time still being
extremely interesting: it sheds light on the emergence of particular behavior and on the
range of validity and the precision of approximate descriptions, like classical approximations of
quantum systems. This leads, with both aesthetical and scientific motivations, to the model
considered in this work, which is a prime example of these latter situations: the polaron model,
particularly its strong coupling regime.

1.1 The Polaron Model
Consider a negatively charged particle, an electron, embedded in a sea of neutral particles
arranged in lattice configuration, a crystal. Through its electrical field, the electron polarizes
the neutral particles, which naturally arrange themselves as dipoles pointing towards the
electron and generate a dipole potential on it, affecting its state. Through this interaction,
the electron is coupled to the neutral particles and the resulting system is very complicated to
describe in quantum-mechanical terms. In the following, we shall refer to the neutral particles
and to the dipoles associated to them as phonons and to the whole system as the polaron.

We specialize to the case of a large polaron, namely one where the lattice is so fine that its
spacing is much smaller than the De Broglie wavelength of the electron and therefore can be
approximated by a continuous medium. In this case the relevant Hamiltonian for the system is
the Fröhlich Hamiltonian, introduced in [47] and defined below in (1.1.13). A first rigorous
attempt of studying this model was carried out by Landau in [67]. Later, H. Fröhlich and S.
Pekar (see [48] and [95]) and Landau again (see [66]) were the main early contributors to lay
the foundations of the polaron theory. It was Pekar who also coined the name polaron to
describe this newly introduced quasi-particle.
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1. Introduction

The model, which we shall always consider in three dimensions but in a few different settings,
has one dimensionless coupling constant α, which models the strength of the interaction
between the electron and the neutral particles. This constant heavily influences the analysis of
the system, there being a big difference between the two regimes of weak and strong coupling,
respectively corresponding to small and large α. At weak coupling, the system is well described
by perturbation theory and its behavior was rigorously understood quite early on (see [37], [60],
[69], [68], [83]). At strong coupling, the polaron model displays instead the kind of classical
simplifications we mentioned above and, even if some heuristic guesses (which turned out to
be correct) were already made in the 50s (see [95] and [66]), it was not before the 80s that
the first rigorous results were proven in this regime (see [30]). We shall thoroughly explain
this after having rigorously introduced the model.

1.1.1 State Spaces
We first introduce the state spaces of the electron and of the phonons in the case of an
unconfined polaron on R3. For the electron the situation is simple enough and the state space
is given by L2(R3). On the other hand, the state space of the phonons is a bosonic Fock
space over L2(R3), denoted by F(L2(R3)) and defined by

F(L2(R3)) :=
∞⊕
n=0

hn, (1.1.1)

where hn = ⊗nsym.L
2(R3) denotes the permutation symmetric functions in ⊗nL2(R3). A first

motivation to use this space is given by the fact that the phonons have to be treated as a
quantum field of excitations (the collective displacements of the neutral charges which arrange
themselves as dipoles) but we shall below further justify this choice. Before, we recall some
general facts about the bosonic Fock space. We call vacuum the only normalized element
of ⊗0L2(R3) = C, this is customarily denoted by the symbol Ω. Furthermore, we define
the number operator N as the operator on F(L2(R3)) acting on each hn as n11. Given any
f ∈ L2(R3), the corresponding bosonic annihilation operator is defined by

a(f) : hn → hn−1

Ψn 7→
√
n
∫
R3
f(xn)Ψn(x1, . . . , xn)dxn, (1.1.2)

and its adjoint, the corresponding bosonic creation operator, is defined by

a†(fj) : hn−1 → hn

Ψn−1 7→
1√
n

(f ⊗sym. Ψn−1) := 1√
n

n∑
k=1

f(xk)Ψn−1(x1, . . . ,�xk, . . . , xn). (1.1.3)

These operators satisfy the Canonical Commutation Relations (CCR)

[a(f), a†(g)] = 〈f |g〉L2(R3) , [a(f), a(g)] = 0. (1.1.4)

Note that one often formally writes

a†(f) =
∫
R3
dx f(x)a†x =

∫
R3
dk f̂(k)a†k, (1.1.5)

where f̂ is the Fourier transform of f , a†x are operator valued distributions satisfying

[ax, a†x′ ] = δ(x− x′), [ax, ax′ ] = 0, (1.1.6)

2



1.1. The Polaron Model

and a†k denotes, in a somewhat sloppy but quite useful notation, the Fourier transform of a†x.
Either using this formalism or defining a†j := a†(fj) and aj := a(fj) for a given orthonormal
basis {fj}j∈N ⊂ L2(R3), the number operator N introduced above can equivalently be written
as

N =
∑
j

a†jaj =
∫
R3
dk a†kak. (1.1.7)

Observe that, given an orthonormal basis {fj}j∈N ⊂ L2(R3), hn ⊂ F(L2(R3)) is generated by
all the words of length n in the symbols {a†j}j∈N, modulo the permutation group Sn, applied
to the vacuum Ω.

To further justify the choice of F(L2(R3)) as a state space for the phonons, we first need to
realize that a classical state of the phonon field is nothing else than a function which at any
point in y ∈ R3 (recall that in a large polaron the lattice can be approximated by a continuous
medium) gives the intensity, positive or negative, of the dipole moment centered at y (recall
as well that the dipole is assumed to automatically align with the direction of the electron
charge and therefore only the absolute value and the sign of its moment are relevant). As a
second step, we need to introduce the Q-space representation of the bosonic Fock space (we
shall here use a quite formal approach, we refer to [100] for a rigorous discussion). The key
idea behind this construction is already contained in the case of a simple harmonic oscillator
on R. Given the Hamiltonian

Hh.o. = −∂
2
x

2 + x2

2 on L2(R), (1.1.8)

it is well known that there exists a basis {ϕj}∞j=0 of eigenfunctions of Hh.o. of respective
eigenvalue 1/2 + j and that there exist two operators a† and a such that a†ϕj =

√
j + 1ϕj+1

and aϕj =
√
jϕj−1. Therefore,

L2(R) = span{ϕj}∞j=0 ' F(C), (1.1.9)

with the isomorphism explicitly given by ϕj = (j!)−1/2(a†)jϕ0 = (j!)−1/2(a†)jΩ, and the
number operator which in this representation reads N = Hh.o. − 1/2. Similarly, one can see
that

L2(RN) = ⊗NL2(R) ' ⊗NF(C) = F(CN), (1.1.10)

with the difference that here there are N creation operators a†1, . . . , a†N to apply to the
vacuum to build F(CN), each one corresponding to one of the variables in L2(RN). The
number operator on F(CN) can be written in this representation as N = ∑N

k=1 a
†
kak =∑N

k=1[(Hh.o.)xk − 1/2] = −∆RN/2 + ‖x‖2/2−N/2. This construction, which is rigorous as
long as one deals with a finite number of factors, can be extended to the infinite dimensional case
with some modifications and some extra effort (see [100]). Therefore, fixing an orthonormal
basis {fj}∞j=1 ⊂ L2(R3) and considering the associated a†j and aj , allows, at least formally, to
define an isomorphism between F(L2(R3)) = F(C∞) and L2(R∞). In light of this discussion,
an element of F(L2(R3)) can be considered as a function of infinitely many variables yj (we
shall use the variable x for the spacial coordinate of the electron and prefer, to avoid confusion,
to use the variables y for the position coordinates of the phonons), each one associated to
the creation operator a†j corresponding to fj . This finally allows to close the circle and justify
the use of F as a quantum state space for the phonon field. Indeed, from this point of view,

3



1. Introduction

the modulus squared of any Ψ ∈ F(L2(R3)) can be thought of as a probability distribution
over functions in L2(R3), i.e. classical states of the phonon field, where the expectation w.r.t.
to yk expresses the expected k-th coefficient in the fixed basis {fj}∞j=1. Note that this is in
complete analogy with the case of the electron, whose classical states are positions x ∈ R3

and quantum states are functions in L2(R3) (i.e. functions whose modulus squared represent
a probability distribution over classical states of the electron). Finally observe that the number
operator can be written in this representation as

N =
∞∑
j=1

(−∂2
yj
/2 + y2

j/2− 1/2). (1.1.11)

Note that this expression has to be handed carefully, since the summands are not summable
individually.

1.1.2 Fröhlich Hamiltonian
Once we have introduced and discussed the state space of the electron and of the phonons,
the state space of the full composite system is naturally given by the tensor product

SR3 = L2(R3)⊗F(L2(R3)). (1.1.12)

We are now ready to introduce the Fröhlich Hamiltonian [47] on SR3 , it reads

Hα = −∆⊗ 11 + 11⊗
(∫

R3
a†kakdk

)
−
√

α

2π2

∫
R3

dk

|k|
(
ake

ik·x + a†ke
−ik·x

)
. (1.1.13)

The first term accounts for the kinetic energy of the electron and the second, in which the
number operator appears, for the field energy of the phonon field. The third term is an operator
on F(L2(R3)) indexed by x, the position variable of the electron, and has to be understood
as a multiplication operator on L2(R3). It explicitly depends on the coupling constant α and
couples the electron with the phonons, accounting for the energy of their interaction.
For fixed x ∈ R3, the interaction term can be written as

−a(
√
αvx)− a†(

√
αvx) (1.1.14)

with v̂x(k) = (2π2)−1/2|k|−1e−ik·x, or equivalently

vx(y) = (π3)−1/2|x− y|−2 = 2π1/2(−∆)−1/2(x, y). (1.1.15)

Note that vx(y) coincides, up to constants, with the dipole potential exerted in the point x by
a dipole pointing to x and center of mass in y. Recalling the physical picture that the polaron
model describes, this makes perfect sense. Formally, we can write Hα using the Q-space
representation introduced above for F(L2(R3)) and this justifies further its explicit expression.
Fix an orthonormal basis {fj}∞j=1 ⊂ L2(R3) and think of any element in SR3 as a function
Ψ(x, y1, . . . , yn, . . . ) of infinitely many variables, where x is the variable corresponding to the
electron and the yj-s are the infinitely many variables corresponding to the phonons. Using
that in Q-space one has 1√

2(a†(fj) + a(fj)) = yj (see [100]), we can then write Hα as

Hα = −∆x +
∞∑
k=1

(
−∆yk

2 + |yk|
2

2 −
√

2
〈√

αvx
∣∣∣fk〉

L2(R3)
yk − 1/2

)
= −∆x + N + V (x, y1, . . . , yn, . . . ), (1.1.16)

4



1.1. The Polaron Model

where V (x, y1, . . . ) is understood as a multiplication operator which at any point (x, y1, . . . )
represents, up to an α-dependent constant, the dipole potential generated at x by the classical
dipole field ∑∞j=1 yjfj. Looking at the first expression in (1.1.16), we see that the model
morally corresponds to a system of infinitely many harmonic oscillators, each interacting with
the charge distribution of the electron via a dipole potential.
Going back to a more rigorous discussion of Hα, we now consider its well-posedness and
domain. Since vx 6∈ L2(R3), the definition of Hα is a priori ill-posed. Nevertheless, the
presence of the Laplacian allows to make sense of Hα via its quadratic form, which can be
shown to be closed and bounded from below. One way to show this is to use a technique which
goes back to [83], known as Lieb-Yamazaki bound. The key idea is to exploit the following
commutator identity

ak
|k|
eik·x =

3∑
j=1

[
pj,

kj
|k|3

ake
ik·x
]
, (1.1.17)

where p = −i∇. With some effort (we refer to [83, 82, 109] for details) this allows to apply
an ultraviolet cutoff to the interaction term (i.e. restricting the integration only to |k| ≤ Λ,
for some finite Λ), at the price of a small kinetic energy contribution, which can be easily
reabsorbed in Hα. Finally, this allows to show that

Hα ≥ −Cα2 − 3/2. (1.1.18)

Note that we always use the letter C to denote a generic positive constant independent of the
other parameters of the problem, whereas we use the notation Cp to emphasize the dependence
on a parameter p. This bound, as we shall see in Section 1.2.2, is not optimal (even if of the
right order in α) but it is sufficient to show the stability of Hα and imply its well-posedness.
We emphasize the importance of the Lieb-Yamazaki bound, which is used again in Section
1.2.3 in a more sophisticated manner (an idea introduced in [41] which basically consists in
applying the Lieb-Yamazaki bound three times instead of just once). Another way of showing
the well-posedness of the Fröhlich Hamiltonian, which also gives information about its explicit
domain, utilizes a Gross transformation [58, 94], a unitary transformation on SR3 of the form

U = ea(fx)−a†(fx), (1.1.19)

for an appropriate family of functions fx ⊂ L2(R3) indexed by x ∈ R3. This approach (we
refer to [57] for the details) allows to conclude

(1 + ε)‖H0Ψ‖+ Cε‖Ψ‖ ≤ ‖UHαU
†Ψ‖ ≤ (1− ε)‖H0Ψ‖ − Cε‖Ψ‖, (1.1.20)

where H0 = −∆ + N, 0 < ε is arbitrary small and Cε is a suitable α-dependent constant. In
particular, this bound shows, when ε < 1, that the domain of UHαU

† coincides with the one
of H0.
Once we have discussed the well-posedness of Hα, we can define its ground state energy

eα := inf specHα, (1.1.21)

and the associated Schrödinger equation [47], which drives the dynamics of a large polaron
and reads

i
d

dt
Ψt = HαΨt. (1.1.22)

5



1. Introduction

We shall see, in Sections 1.2.2 and 1.3 respectively, that both eα and equation (1.1.22) display
classical behavior in the strong coupling regime.
The previous definitions and discussions apply also to the case of a confined polaron, with
a few modifications which we discuss here. In particular, we are interested in the cases of a
polaron confined to a bounded domain Ω ∈ R3 with Dirichlet boundary conditions or to a
three dimensional torus T3

L of linear size L. The state spaces to consider are respectively

SΩ := L2(Ω)⊗F(L2(Ω)), ST3
L

:= L2(T3
L)⊗F(L2(T3

L)), (1.1.23)

and the Fröhlich Hamiltonian reads

Hα,Ω = −∆Ω ⊗ 11 + 11⊗ NΩ − a(
√
αvΩ

x )− a†(
√
αvΩ

x )
Hα,T3

L
= −∆L ⊗ 11 + 11⊗ NT3

L
− a(
√
αvLx )− a†(

√
αvLx ). (1.1.24)

Here −∆Ω and ∆L denote respectively the Dirichlet Laplacian on Ω and the periodic
Laplacian on T3

L, NΩ and NT3
L
are the number operators on F(L2(Ω)) and F(L2(T3

L)),
vΩ
x = C(−∆Ω)−1/2 and vLx = C(−∆L)−1/2. Note that (−∆L)−1/2 is understood to be 0 on
the kernel of −∆L.
Before moving on to discuss the strong coupling regime of the polaron, we want to emphasize
that the Fröhlich Hamiltonian for the polaron is part of a quite large family of similar
Hamiltonians appearing often in physics and used as toy models for quantum field theory.
These Hamiltonians are of the form

H = −∆−
∫
R3
dk v(k)

(
ake

ik·x + a†ke
−ik·x

)
+
∫
R3
ω(k)a†kak, (1.1.25)

and depend on the choice of v and ω. Examples are given by the Nelson model for quantum
electrodynamics (where v(k) ∝ |k|−1/2 and ω(k) ∝ |k| or more generally ω(k) ∝

√
|k|2 +m2

for m ≥ 0 [94]), and the spin bosons model [61] and the angulon model [107], in which the
modifications are more substantial and involve also the state spaces and the couplings eik·x.

1.1.3 The Strongly Coupled Polaron
As mentioned above, the system displays different behavior at weak and strong coupling. From
now on, we specify to the regime of strong coupling, at which a very interesting classical
simplification occurs. To be more precise, it is the quantum phonon field that in this regime
can be treated classically, while the electron is still quantum.
We begin this discussion by giving an alternative form of Hα, retrieved by a simple change of
variables. These new strong coupling units are the best suited to treat the strong coupling
regime and immediately identify the right scalings as α→∞, as we see below. We apply the
following transformation

x 7→ α−1x, ak 7→ α−1/2aα−1k. (1.1.26)

A simple computation shows that in these units Hα = α2Hα, where

Hα = −∆⊗ 11 + 11⊗ N− a(vx)− a†(vx). (1.1.27)

We see immediately that, in strong coupling units, all the terms of the Hamiltonian explicitly
scale the same in α, namely as α2, the prefactor relating Hα and Hα. Nevertheless, the α
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1.2. The Polaron Ground State Energy at Strong Coupling

dependence is also present implicitly in the commutation relations of the rescaled creation and
annihilation operators, which now satisfy

[a(f), a†(g)] = 1
α2 〈f |g〉 , [a(f), a(g)] = 0. (1.1.28)

Consequently, the spectrum of the number operator appearing in Hα is also rescaled and
coincides with α−2{0, 1, 2, . . . }. Note that, in (1.1.28), the factor α−2 plays the role of an
effective Planck constant, hinting to the classical behavior of the phonon field in the limit
α→∞, manifested by almost commuting field operators.
A multitude of questions naturally arise at this point: how can we exploit the rescaled
commutation relations (1.1.28)? Is it possible to make rigorous the intuition, so far only
heuristically justified, that classical behavior should arise in the limit α→∞? Which properties
of the system are we interested in investigating and which ones do we expect to be affected
by a classical simplification in this regime? We shall carry out this discussion in three different
parts, related to the three main properties of the system we are interested in:

• the first part concerns the ground state energy of the system, as defined in (1.1.21),
and is the content of Section 1.2,

• the second part concerns the dynamics of a polaron, driven by equation (1.1.22), and is
the content of Section 1.3

• the third part is related to the problem of defining and computing an effective mass of
the polaron which, a priori, is not explicitly present in the model. This is the content of
Section 1.4

1.2 The Polaron Ground State Energy at Strong
Coupling

We begin with some heuristic computations, which serve as a bridge to then explain the main
known results related to the computation of eα in the strong coupling regime.
We emphasize that, instead of computing eα, we prefer to work with

Eα := inf specHα = α−2eα, (1.2.1)

since this quantity is order 1 to leading order in α, as we shall see. Note that the bound
(1.1.18) already shows Eα ≥ −C, i.e. that Eα is at most order 1 in α as α→∞.

1.2.1 C-numbers Substitution and Classical Pekar Functionals
The rescaled commutation relations (1.1.28) suggest a classical approximation for the phonon
field and this amounts to substituting the annihilation and creation operators a†k and ak with
complex valued functions z(k) and z∗(k) respectively. This approach, often called C-numbers
substitution in physics, was firstly adopted by Pekar in our context [95] and leads to the
definition of the classical functional corresponding to Hα, for this reason customarily called
Pekar functional. For ϕ a complex valued functions, we write z as the Fourier transform of ϕ,
i.e.

z(k) = (2π)−2/3
∫
R3
dx(Reϕ(x) + i Imϕ(x))e−ik·x, (1.2.2)
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1. Introduction

and use this ansatz for the computation of the energy. This way, we arrive to the Pekar
functional, which reads

G(ψ, ϕ) :=
∫
R3
|∇ψ(x)|2dx− 2

∫ ∫
R6

|ψ(x)|2 Reϕ(y)
π3/2|x− y|2

dxdy +
∫
R3
|ϕ(y)|2dy. (1.2.3)

Note that G is minimized for real valued ϕ. Moreover, since (−∆)−1/2(x, y) = (2π2)−1|x− y|−2,
we can equivalently write

G(ψ, ϕ) = ‖ϕ‖2
2 + 〈ψ|hϕ|ψ〉 , (1.2.4)

where

hϕ := −∆ + VReϕ, VReϕ := −4π1/2(−∆)1/2 Reϕ. (1.2.5)

By a simple completion of the square, for fixed ψ the optimal ϕ is given by

σψ := 2(π)1/2(−∆)−1/2|ψ|2, (1.2.6)

and we arrive at

E(ψ) := inf
ϕ
G(ψ, ϕ) =

∫
R3
|∇ψ(x)|2dx−

∫ ∫
R6

|ψ(x)|2|ψ(y)|2

|x− y|
dxdy. (1.2.7)

Similarly, for fixed ϕ the optimal ψ is given by the ground state of hϕ, if it exists, and we
arrive at

F(ϕ) := inf
ψ
G(ψ, ϕ) = ‖ϕ‖2

2 + inf spechϕ. (1.2.8)

We shall refer to G, E and F as Pekar functionals, even if strictly speaking the classical
functional corresponding to the Hamiltonian Hα is only G. We can here also define the Pekar
energy as

EP := inf
ψ,ϕ
G(ψ, ϕ) = inf

ψ
E(ψ) = inf

ϕ
F(ϕ). (1.2.9)

The same discussion can be carried out in the case of a polaron confined to a bounded domain
Ω or to a torus T3

L, arriving to the corresponding functionals (which clearly feature −∆Ω and
−∆L in place of of −∆) and Pekar energies. We shall distinguish these from the full-space
counterparts with a subscript Ω or T3

L, respectively. The Pekar functionals and their properties
are extremely important to understand the behavior of the polaron in the strong coupling
regime, as we shall see. A study of the functional E was carried out in [76], obtaining the
following result.

Theorem 1.2.1 (Lieb 1977, [76]). There exists a positive and radial minimizer ψP of E under
the constraint ‖ψ‖2 = 1, which is unique up to translations and changes of phase.

If we denote the sets of minimizers of E and F respectively asME andMF , Theorem 1.2.1
implies that

ME =
{
eiθψyP | θ ∈ [0, 2π), y ∈ R3

}
,

MF =
{
ϕyP | y ∈ R3

}
, (1.2.10)
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1.2. The Polaron Ground State Energy at Strong Coupling

where ϕP := σψP and f y(x) := f(x − y). In particular, the classical approximation leads
to a self-trapping of the electron (manifested in the existence of a minimizer despite the
translation invariance of the problem) which is not expected to occur in the full quantum
problem [52, 31]. Note that the uniqueness part of Theorem 1.2.1 is far from trivial, as the
functional is not convex. Its proof (see also [115, 84]) relies heavily on radial symmetry and is
very specific to the case of the Coulomb potential, the only generalizations known involving
small perturbations of either the non-linearity [122] or of the potential [103]. We shall discuss
in Section 1.2.4 the modifications of Theorem 1.2.1 in the case of a bounded domain Ω or a
torus T3

L, as these are part of the original contributions of the author.
Before moving on with the discussion, we also present another important property of the
functional E , which was proven in [70] (see also [119]): the Hessian of E at its minimizers is
strictly positive above the trivial zero modes resulting from the invariance under translations
and changes of phase. This further implies the validity of estimate (1.2.11) below, which is
not stated explicitly in [70] but can be obtained by standard arguments as a consequence of
the results therein contained (see, e.g., [35, Appendix A], [43]). There exists a constant τ > 0,
such that, for any L2-normalized f ∈ H1(R3)

E(f)− E(ψP ) ≥ τ dist2
H1(R3)

(
ME , f

)
= τ inf

y,θ
‖ψ − eiθψyP‖2

H1(R3). (1.2.11)

Again, we shall discuss in Section 1.2.4 the validity of (1.2.11) in the case of a bounded
domain Ω or a torus T3

L, as also this is part of the original contributions of the author.

1.2.2 Leading order of Eα, Pekar Asymptotics
At this point, to verify the validity of the classical approximation in the strong coupling regime,
we expect Eα to agree with EP , at least to leading order in α (note that EP does not depend
on α). This is indeed the case, as it is possible to prove that, as α→∞,

Eα = EP + o(1). (1.2.12)

The expansion (1.2.12) is called Pekar asymptotics and was already formulated by Pekar in the
50s [95]. It is relatively simple to provide an upper bound for Eα that agrees with (1.2.12). In
particular, it is sufficient to assume what is sometimes called Pekar ansatz, i.e. a decoupling
between the electron and the phonons. Mathematically, this amounts to minimizing Hα over
product states ψ ⊗ Φ, with ψ ∈ L2(R3) and Φ ∈ F(L2(R3)). By a simple computation, one
gets

〈ψ ⊗ Φ|Hα|ψ ⊗ Φ〉 = 〈ψ|−∆|ψ〉+ 〈Φ|N|Φ〉 −
∫
R3
|ψ(x)|2 〈Φ|a(vx) + a†(vx)|Φ〉 dx.

(1.2.13)

For fixed ψ the optimal choice of Φ is given by the coherent state

Φ = W (α2σψ) := ea
†(α2σψ)−a(α2σψ)Ω, (1.2.14)

where W denotes the Weyl operator and we recall that σψ, defined in (1.2.6), is the optimal
classical state of the phonon field for a fixed ψ and that Ω ∈ h0 ⊂ F(L2(R3)) is the vacuum.
This choice of Ψ yields the desired upper bound

Eα ≤ inf
ψ⊗Φ
〈ψ ⊗ Φ|Hα|ψ ⊗ Φ〉 = inf

ψ
E(ψ) = EP . (1.2.15)
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Looking at this computation in Q-space leads to a very nice, but again formal, interpretation.
Indeed, if we recall expression (1.1.16) and that Φ ∈ F(L2(R3)) can be interpreted as a
probability distribution over classical states of the phonon field, then we see that (1.2.13) can
equivalently written as

〈ψ ⊗ Φ|Hα|ψ ⊗ Φ〉 = 〈ψ|−∆|ψ〉+ 〈Φ|N|Φ〉 −
∫
R3
|ψ(x)|2Vα−2E|Φ|2 (ϕ)(x)dx, (1.2.16)

where we denote by E|Φ|2(ϕ) the expected classical field associated to the distribution |Φ|2.
In words, this says that, as long as one assumes decoupling between the electron and the
phonons, the electron is only affected (through a dipole potential) by the expected field of the
distribution Φ. We can hence split the minimization in two: first minimizing N over states Φ
with a given expected field α2ϕ̄ and then minimizing over α2ϕ̄. Since N is simply a rescaled
harmonic oscillator in Q-space, its minimum, over states with fixed expected field α2ϕ̄, equals
‖ϕ̄‖2

2 and is achieved by a Gaussian centered at α2ϕ̄, i.e. the coherent state W (α2ϕ̄). This,
equivalently to the previous computation, allows to conclude

Eα ≤ inf
ψ⊗Φ
〈ψ ⊗ Φ|Hα|ψ ⊗ Φ〉 = inf

ψ,ϕ̄
inf
ψ⊗Φ

E|Φ|2 (ϕ)=α2ϕ̄

〈ψ ⊗ Φ|Hα|ψ ⊗ Φ〉

= inf
ψ,ϕ̄

〈
ψ ⊗W (α2ϕ̄)

∣∣∣Hα

∣∣∣ψ ⊗W (α2ϕ̄)
〉

= inf
ψ,ϕ̄
G(ψ, ϕ̄) = EP . (1.2.17)

The situation is much more complicated for the lower bound needed to prove (1.2.12). It was
only in the 80s, 30 years after Pekar’s original conjecture, that this was first proved rigorously
in [30]. Therein, Feynman’s path integral formulation of the problem [37] is used (see [91, 92]
for a rigorous definition of the Pekar process [111]). Later, this lower bound was proved also in
[82], using a completely different approach that leads to the quantitative bound, as α→∞,

Eα ≥ EP −O(α−1/5). (1.2.18)

The approach used in [82] uses relatively simple operator techniques: the Hamiltonian is
substituted with one to which an ultraviolet cutoff (for the phonons) and a localization
(for the electron) are applied and the errors stemming from such substitution are precisely
estimated using Lieb-Yamazaki bounds and IMS localization, respectively. Using the new
effective Hamiltonian, it is possible, with some extra work, to make the C-numbers substitution
approach rigorous. This method is robust enough to allow generalizations and, in particular, it
can be used to show that Pekar asymptotics is valid also in the case of a confined polaron.
With this, we conclude the discussion about the leading order of Eα as α → ∞, described
by the Pekar asymptotics (1.2.12). This shows that indeed the system, or more precisely the
phonon field, behaves classically in its strong coupling regime.

1.2.3 Second Order of Eα, Quantum Corrections
A natural question to ask here is whether the lower bound (1.2.18) is sharp or, more generally,
what is the next order expansion of Eα as α→∞. This is still an open problem, at least in the
case of R3. Nevertheless, the next term in the expansion of Eα is conjectured to be O(1) both
in the mathematical literature (see [109]) and the physical literature (see [2, 3, 59, 114]), with
the guess involving an explicit constant, as we shall see and justify below. Investigating this
problem sheds more light on the precision and range of validity of the classical approximation
and leads to a deeper understanding of the system. It is interesting, indeed, to see how the
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1.2. The Polaron Ground State Energy at Strong Coupling

answer to this question needs to take the quantum nature of the phonon field into account
again: it is only to leading order that it behaves classically, while the fluctuations around this
limit are again governed by quantum mechanics.
We again begin with an heuristic computation. Going beyond the Pekar ansatz, which assumes
decoupling between electron and phonons, we need to minimize Hα over states which factor
in correlation. We can write any such state in Q-space as

Ψ = ψ(x, y1, . . . , yk, . . . )Φ(y1, . . . , yk, . . . ) = ψ(x, y)Φ(y), (1.2.19)

where we use for simplicity the notation y to denote the infinitely many variables of the
phonons. Recalling the expression of Hα in Q-space (1.1.16) and plugging states of the form
(1.2.19), we obtain

〈ψΦ|Hα|ψΦ〉 = 〈Φ|N + 〈ψ|hy|ψ〉|Φ〉 , (1.2.20)

where hy = −∆ + Vy, as defined in (1.2.5). Therefore, to minimize Hα, we take ψ(x, y) =
ψy(x), where we formally denote by ψϕ the g.s. of hϕ (note that this does not always exist).
Recalling the expression of N in Q-space (1.1.11) and the modified rescaled commutation
relations (1.1.28) as well as the definition of the Pekar functional for the phonons F (1.2.8),
this choice leads to

inf
ψ,Φ
〈ψΦ|Hα|ψΦ〉 = inf

Φ
〈Φ|N + inf spechy|Φ〉

= inf
Φ
〈Φ|− 1

4α4 ∆y + ‖y‖2
2 + inf spechy|Φ〉 −

∞∑
j=1

1
2α2

= inf
Φ
〈Φ|− 1

4α4 ∆y + F(y)|Φ〉 −
∞∑
j=1

1
2α2 . (1.2.21)

At this stage, this is only a formal expression, as in infinite dimensions the last term is simply
infinite. Nevertheless, if we try to push this computation forward, we note that the scaling
α−4 in front of the Laplacian suggests (one should show this rigorously) that only the y-s close
toMF , the set of minimizers of F , play a role in this analysis. Recalling that Theorem 1.2.1
implies thatMF = {ϕzP | z ∈ R3}, we can formally Taylor expand F around its minimizer ϕP
(since the minimizer is not unique, this is another tricky part of this computation), obtaining

inf
ψ,Φ
〈ψΦ|Hα|ψΦ〉 ≈ EP + inf

Φ
〈Φ|− 1

4α4 ∆y + 〈y − ϕP |D2F(ϕP )|y − ϕP 〉|Φ〉 −
∞∑
j=1

1
2α2 .

(1.2.22)

At this point, since ϕP is the minimum of F and therefore D2F(ϕP ) is non-negative (one
should rigorously take care of the eventual zero modes), it is possible to exactly minimize the
expectation appearing above by plugging in the renormalized Gaussian

Φ(y) = G(y)
‖G‖

, where G(y) := exp
(
−α2 〈y − ϕP |

√
D2F(ϕP )|y − ϕP 〉

)
, (1.2.23)

the minimizer of a system of harmonic oscillators of frequencies given by the eigenvalues of
D2F(ϕP ). This finally yields

inf
ψ,Φ
〈ψΦ|Hα|ψΦ〉 = EP −

1
2α2 Tr

(
11−

√
D2F(ϕP )

)
, (1.2.24)
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where the infinite sum appearing before has been reabsorbed in the trace. Note that the
Hessian of F at ϕP can be computed using second order perturbation theory (see for example
[41] for its computation in the case of a bounded domain), obtaining

D2F(ϕP ) = 11− 4(−∆)−1/2ψP
Q

hϕP − µP
ψP (−∆)−1/2 =: 11−K, (1.2.25)

where µP = 〈ψP |hϕP |ψP 〉 is the bottom of the spectrum of hϕP and Q = 11 − |ψP 〉 〈ψP |
(hence Q

hϕP−µP
is simply the reduced resolvent of hϕP ). This implies that the right hand side

of (1.2.24) is finite and well defined, since the operator K can be shown to be trace class.
Therefore, it makes sense to conjecture

Eα = EP −
1

2α2 Tr
(

11−
√
D2F(ϕP )

)
+ o(α−2), (1.2.26)

unveiling the second order term in the α-expansion of Eα, which appears to be of order α−2

and negative (clearly K ≥ 0).
The previous computation allows to formulate conjecture (1.2.26), while at the same time
singling out a strategy to prove it. In particular, the following points are formal and need
rigorous justification:

(i) The computation cannot be carried out in infinite dimensions, as it immediately displays
the infinite correction ∑∞j=1

1
2α2 . On the other hand, we have seen above that it is

possible to apply an ultraviolet cutoff (w.r.t. the phonons) to the Hamiltonian. This
might allow to perform the previous computation in finite dimension and overcome this
difficulty.

(ii) The lack of uniqueness of minimizers of F on R3 makes the Taylor expansion of F
problematic. Therefore, one needs to expand F w.r.t. to the whole surfaceMF (which
also includes finding a sensible way of doing it). Note that restricting to the case of
a bounded domain Ω with Dirichlet boundary conditions breaks translation invariance
and gives hope, at least under reasonable assumptions on Ω (e.g., convexity), to have
uniqueness of minimizers.

(iii) In order to perform the Taylor expansion of F , one needs to first understand how to
split L2(R3) in a region close toMF and in one distant from it, and then to show that
only the first contributes relevantly to Eα. For this purpose, it is necessary to prove a
global lower bound on F that shows it grows rapidly enough moving away fromMF .

(iv) Finally, it is also necessary to study the properties of D2F at its minimizers, dealing
with its degenerate directions. Note that translation invariance, which holds on R3 and
T3
L, implies that D2F(ϕP ) has at least three zero modes.

A first successful attempt to carry out this program is the content of [41], of which we here
give a short overview as a final part of this section.
The case considered is the one of a polaron confined to a bounded domain Ω, exactly to
overcome the difficulties explained in points (ii), (iii) and (iv). More precisely, it is assumed
that Ω is nice enough to guarantee

(a) the validity of an analog of Theorem 1.2.1,

12



1.2. The Polaron Ground State Energy at Strong Coupling

(b) the validity of an analog of estimate (1.2.11).

Note that the validity of both (a) and (b) has been verified by the author of this thesis,
in collaboration with Robert Seiringer, in the case of Ω being a ball [32], as we explain in
detail in Section 1.2.4, and is conjectured to hold under rather general assumptions on Ω
(e.g., convexity). Being more precise, assumption (a) concerns the uniqueness of minimizers
of the functional EΩ, which is assumed to hold up to changes of phase only, and not up to
translations (which are in any case not available on a bounded domain). Assumption (a) also
guarantees that there exists a unique ϕΩ ∈ C∞(Ω) ∩H1

0 (Ω) minimizing FΩ and solves the
difficulties explained in point (ii). A rather simple Lemma shows instead that assumption (b)
also implies that for some κ > 0

F(ϕ)−F(ϕΩ) ≥ 〈ϕ− ϕΩ|11− (1 + κ(−∆Ω))−1/2|ϕ− ϕΩ〉 . (1.2.27)

This can be used to easily show that the Hessian of F is strictly positive, solving problem (iv).
To solve problem (iii), instead, the authors apply IMS localization in Fock space, thus splitting
L2(R3) in a region close to ϕΩ and one distant from it. Using again (1.2.27), together with
quite some extra work, they manage to show that indeed the region away from the unique
minimizer is negligible. Note that the fact that (1.2.27) is enough to solve point (iii) is a
specific feature of the confined polaron, as the analog bound on R3 is not good enough
because of the lack of compactness of (−∆)−1/2. Finally, problem (i) is overcome in [41]
by applying an ultraviolet cutoff to the Hamiltonian (w.r.t. the phonons). Note that, on a
bounded domain, applying the cutoff instantly makes the number of phonon modes finite, by
the spectral properties of −∆Ω (this is not true on R3, indeed in [82] a further localization
procedure has to be performed w.r.t. the electron, as we explained in Section 1.2.2). To
quantify the error of the cutoff, the authors then use an approach which combines a triple
Lieb-Yamazaki bound [83] and a Gross transformation [58, 94], already introduced in Section
1.1.2. Note that this approach is inspired by [82], but it is much more refined as the needed
bounds on the error stemming from the ultraviolet cutoff are much stronger if one is interested
in capturing the second order term in the expansion of Eα.

We conclude here our account of the problem (and previous literature related to) the compu-
tation of the ground state energy of the polaron in the strong coupling regime. It is in this
background that the author made some of his original contributions, as we explain next.

1.2.4 Contributions by the Author
The study of problems related to the computation of the ground state energy of the polaron in
its strong coupling regime, in particular to its second order expansion in α, is the main focus
of this PhD thesis. In this area, the novel results proven by the author can be divided into two
directions of research:

• Study of the properties of the functionals ET3
L
and EBR , where for any R > 0

BR := {(x1, x2, x3) ∈ R3 |
√
x2

1 + x2
2 + x2

3 < R}. (1.2.28)

In particular, the proof of analogous results to Theorem 1.2.1 and estimate (1.2.11). As
discussed above, such results also allow to infer properties of the functionals FΩ and
FT3

L
, which are fundamental for a rigorous proof of the second order expansion of Eα.
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• Extension of the results contained in [41] to the case of a torus T3
L. This can be seen

as an intermediate step between the case of a bounded domain Ω with Dirichlet b.c.
and the case of R3 (at present, still open): considering the problem on T3

L reintroduces
translational invariance and allows to understand how to treat the case ofMF being a
surface, at the same time keeping the problem on a compact domain.

Even if we are interested in understanding the same properties for both EBR and ET3
L
, the

two situations are very different. The first displays radial symmetry, which is a key ingredient
of the proof of Theorem 1.2.1 and estimate (1.2.11) in the case of R3, and this allows to
simply adapt the approach used on R3 to deal with boundary conditions. T3

L, instead, does
not display radial symmetry and this calls for a novel approach: the key idea is to compare
T3
L, for large L, with R3 and infer properties of ET3

L
by showing that it ’converges’ to E in

a suitable sense. In particular, this only allows to show our results for L sufficiently large,
whereas we can prove our results for balls of any size.
The study of EBR is carried out in

• Dario Feliciangeli and Robert Seiringer. Uniqueness and nondegeneracy of minimizers of
the Pekar functional on a ball. SIAM Journal on Mathematical Analysis, 52(1):605–622,
2020,

which is the content of Chapter 2. We prove the following two theorems.

Theorem 1.2.2 (Existence and Uniqueness of Minimizers of EBR). For any R > 0, there
exists a radial and decreasing minimizer 0 < ψR ∈ C∞(BR) ∩H1

0 (BR) such that

EBR(ψR) = EBR := inf{EBR(ψ) : ψ ∈ H1
0 (BR), ‖ψ‖2 = 1}. (1.2.29)

Moreover,

ME
BR

:= {ψ ∈ H1
0 (BR), ‖ψ‖2 = 1 | EBR(ψ) = EBR} = {eiθψR | θ ∈ [0, 2π)} (1.2.30)

Theorem 1.2.3 (Coercivity of EBR). For any R > 0, there exists KR > 0 such that, for any
L2-normalized ψ ∈ H1

0 (BR),

EBR(ψ)− EBR ≥ KR min
θ∈[0,2π)

∫
BR
|∇(eiθψR − ψ)|2dx = KR dist2

H̊1
0 (BR)(ψ,M

E
BR

). (1.2.31)

Note that these two results coincide with the assumptions made in [41] (as explained in the
previous Section) and complete the discussion about the second order expansion of Eα, at least
in the case of Ω being a ball. We also emphasize that, as shown in [41], Theorems 1.2.2 and
1.2.3 imply analogous properties for FBR , in particular the non-degeneracy of its Hessian and
estimate (1.2.27). We conjecture the analog of Theorems 1.2.2 and 1.2.3 to hold on general
domains Ω (under suitable assumptions, e.g., convexity) even if a new approach to prove
them is needed (for lack of radial symmetry). Note that there exist cases of domains Ω for
which the two results fail (see Chapter 2 for more details). The proofs of Theorem 1.2.2 and
Theorem 1.2.3 follow closely the approaches used in [76] and [70], respectively. Modifications
are needed, though, in order to deal with the boundary conditions. Both proofs rely heavily
on radial symmetry and take advantage of Newton’s shell Theorem, which can be used to
deal with the non-locality of the Euler–Lagrange equation related to the minimization of EBR .

14



1.2. The Polaron Ground State Energy at Strong Coupling

Radial symmetry is fundamental also in our proof of Theorem 1.2.3. Indeed, this result is a
standard consequence of the non-degeneracy of the Hessian of EBR at ψR (always understood
up to the trivial zero mode given by invariance under changes of phase) and the latter is
proven by splitting the space in spherical harmonics and analyzing each sector separately.
The study of ET3

L
and the extension of the results of [41] to the case of T3

L are instead both
carried out in

• Dario Feliciangeli and Robert Seiringer. The strongly coupled polaron on the torus:
quantum corrections to the Pekar asymptotics. arXiv preprint arXiv:2101.12566, 2021,

which is the content of Chapter 3. In this work, we prove the following two results.

Theorem 1.2.4 (Properties of ET3
L
). There exist L1 > 0 and a positive constant κ1 indepen-

dent of L, such that for L > L1 there exists 0 < ψL ∈ C∞(T3
L) such that

ET3
L
(ψL) = ET3

L
:= inf{ET3

L
(ψ) | ψ ∈ L2(T3

L), ‖ψ‖2 = 1}. (1.2.32)

Moreover

ME
T3
L

:= {ψ ∈ L2(T3
L), ‖ψ‖2 = 1 | ET3

L
(ψ) = ET3

L
} = {eiθψyL | θ ∈ [0, 2π), y ∈ T3

L}.
(1.2.33)

Finally for any L2-normalized f ∈ H1(T3
L),

ET3
L
(f)− ET3

L
≥ κ1 inf

y,θ
‖eiθψyL − f‖2

H1(T3
L) = κ1 dist2

H1

(
ME

T3
L
, f
)
. (1.2.34)

Again, Theorem 1.2.4 implies the validity of an analog result for the functional FT3
L
(see

Corollary 3.2.1 in Chapter 3).

Theorem 1.2.5 (Second Order Expansion of EL
α ). For any L > L1, we denote by EL

α the
ground state energy of the strong coupling units Fröhlich Hamiltonian confined to T3

L and
define ϕL := 2(π)1/2(−∆L)−1/2|ψL|2. Then, as α→∞

EL
α = ET3

L
− 1

2α2 Tr
(
11−

√
D2FT3

L
(ϕL)

)
+ o(α−2). (1.2.35)

We can actually provide precise L-dependent bounds on the error term in expression(1.2.35)
(see Theorem 3.2.2 in Chapter 3), which unfortunately are not good enough to allow for a
straightforward generalization of our result to R3, or in other words do not allow to take
the joint limit L, α → ∞. Note that the L1 appearing in Theorem 1.2.5 is the same of
Theorem 1.2.4, a simple manifestation of the importance of the properties of the classical
Pekar functionals in the study of second order fluctuations of the ground state energy of the
system. We can prove both Theorems 1.2.4 and 1.2.5 also in the regime of very small L, i.e.
L < L0 for an appropriate L0. This regime is much less interesting though, since the unique
minimizer of FT3

L
is the null function and this allows to directly use the approach of [41] (see

also Remark 3.2.3 in Chapter 3).
We emphasize that both the proof of Theorem 1.2.4 and of Theorem 1.2.5 need a novel
approach on T3

L, compared to previously known results, as we shall now illustrate.
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1. Introduction

As mentioned above, the proof of Theorem 1.2.4 in the previously known cases (R3 and BR)
relies on radial symmetry, not available for T3

L. The idea here is to compare ET3
L
with E , for

large L, and this is why the result is only valid for L > L1. The first step is to show that
ET3

L
→ EP as L → ∞ and to show that all the states relevant to the minimization of ET3

L

localize, up to translations, around a suitable localization to T3
L of ψP , the full space minimizer

(see Proposition 3.3.1). The next step is concerned with the Hessian of ET3
L
at its minimizers,

which again by comparison with E can be shown to be non-degenerate uniformly in L, up
to trivial zero modes (see Proposition 3.3.2). Combining these two results allows to show
uniqueness up to translations of minimizers, for L > L1, and finally standard arguments can
be used to show local and global coercivity.

The proof of Theorem 1.2.5, instead, follows quite closely the proof of the analog Theorem
for Ω contained in [41], but with a fundamental difference: on T3

L, for L > L1 the set of
minimizers of FT3

L
is actually a three-dimensional surface. This is related to point (ii) at

the end of Section 1.2.3, the second problem listed in relation to to the formal computation
leading to the conjecture for the second order expansion of Eα. Like in [41], IMS localization
is performed in Fock space in order to separate the two regions close and distant toMF

T3
L
, but

in light of the structure ofMF
T3
L
this turns out to be a localization to the tubular neighborhood

of a surface, rather than the localization to a ball centered at ϕΩ. A totally new approach is
needed to deal with this situation: first, we need to carry out a precise study of the surface
MF

T3
L
and its neighborhoods (see Lemma 3.3.11), then we introduce a diffeomorphism 3.4.1,

which we call Gross coordinates (since it is inspired by [59]) and use it to straighten the tubular
neighborhoods ofMF

T3
L
and treat them as if they were tubular neighborhoods of a flat torus.

Note that this is carried out in dimension N →∞, where N is the number of phonon modes
unaffected by the T3

L-analog of the ultraviolet cutoff mentioned above and already used in
[41]. We also note that, on T3

L, the IMS localization has to be performed w.r.t. to a weighted
and α-dependent norm. Indeed, using the norm ‖f‖2

∗ := 〈f |(−∆T3
L

+ 1)−1/2|f〉, the one that
identifies the region where it is possible to perform the Taylor expansion of FT3

L
and also the

one used in [41], is not enough to control the error term resulting from the region distant to
MF

T3
L
.

In conclusion, the contributions of the author in the context of the computation of the second
order expansion of the ground state energy of a polaron serve both as a justification of
previously known results and as a step forward in the understanding of the system in both its
classical and quantum nature. Indeed, [32] verifies the validity of the assumptions made in
[41] and allows to completely settle the problem at least in the case of Ω being a ball, while
[33], besides proving new properties about the functional ET3

L
and FT3

L
, is the first known

result that manages to compute the g.s. energy of the polaron to second order in α in a
translational invariant setting and represents a stepping stone for any approach that aims to
do the same on R3: at present, the main open problem in this context.

1.3 Effective Dynamics of the Polaron at Strong
Coupling

We discuss here the dynamics of the polaron, which are driven by the Schrödinger equation
introduced in (1.1.22). As anticipated above, in the strong coupling regime, it is well-described
by a system of coupled non-linear effective equations, called Landau–Pekar (LP) equations
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(see, e.g., [66, 8, 27]). For initial conditions (ψ0, ϕ0) ∈ L2(R3)⊗L2(R3), these are defined by

i∂tψt = hϕtψt,

iα2∂tϕt = ϕt + σψt ,
(1.3.1)

where hϕ, Vϕ and σψ are defined in (1.2.5) and (1.2.6). These equations already consider the
situation in which the phonons are treated classically. They display, through the different α-
dependence in the equations driving the electron and the phonon evolutions, a clear separation
of time scales (sometimes called adiabatic decoupling [113]): as α→∞, the electron tends to
be the fast variable of the system and the phonon field the slow one. Note that the electron is
subject to a simple Schrödinger equation, which features the dipole potential generated by the
time-evolving dipole field ϕt. The classical Pekar functional G, introduced in (1.2.3), represents
also the classical energy functional corresponding to (1.3.1) and is therefore conserved along
solutions (see [38], Lemma 2.1).

In recent years, several rigorous studies of these equations have been carried out, aimed at
understanding both their relation to the full quantum Schödinger equation and their own
properties.

1.3.1 Effectiveness of Landau–Pekar Equations
It is possible to show that, for initial conditions of the form

ψ0 ⊗W (α2ϕ0)Ω (1.3.2)

where W is defined in (1.2.14) and Ω is the vacuum, the quantum dynamics driven by
(1.1.22), or more precisely the Schrödinger equation related to Hα, is approximated by the
Landau–Pekar equations with initial condition (ψ0, ϕ0). A multitude of results have been
derived in this context (see [40, 38, 39, 56, 73, 87]), varying in the time-range of validity of
the Landau–Pekar description and the assumptions on the initial states (ψ0, ϕ0). In particular,
all these results concern times t� α2. Recently, it was shown in [74] that in order to obtain
a norm approximation valid for times of order α2, one needs to implement correlations among
phonons, which are captured by a suitable Bogoliubov dynamics acting on the Fock space of
the phonons only. In fact, considering initial data satisfying

ϕ0 ∈ L2(R3), inf spechϕ0 < 0, (1.3.3)

[74, Theorem I.3] proves that there exist constants C, T > 0 (depending on ϕ0) such that

‖e−iHαtψϕ0⊗W (α2ϕ0)Ω−e−i
∫ t

0 ds ω(s)ψt⊗W (α2ϕt)Υt‖L2(R3)⊗F ≤ Cα−1 for all |t| ≤ Tα2,
(1.3.4)

where ψϕ0 denotes the ground state of hϕ0 (which exists by assumption (1.3.3)), ω(s) =
α2 Im〈ϕs, ∂sϕs〉 + ‖ϕs‖2

2, (ψt, ϕt) is the solution of the LP equations with initial condition
(ψϕ0 , ϕ0) and Υt is the solution of the dynamics of a suitable Bogoliubov Hamiltonian on F
(see [74, Definition I.2] for a precise definition). We emphasize that the restriction to times
|t| ≤ Tα2 results from the need of a spectral gap of hϕt of order one (compare with [74,
Remark I.4]), which under the sole assumption (1.3.3) is guaranteed only for |t| ≤ Tα2 (see
[73, Lemma II.1]).
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1.3.2 Adiabatic Theorem
The separation of time scales, between the electron and the phonons, is an immediately
interesting property displayed by the LP equations. It suggests the validity of an adiabatic
theorem in the large α regime, rigorously capturing the intuitive picture according to which,
for initial conditions of the form (ψϕ0 , ϕ0), the phonon field ϕt evolves slowly (on times of
order α2) while the extremely fast electron (which moves on times of order 1) instantaneously
arrange its motion to follow the evolving ground state of hϕt . A similar result was first proven
in [38, 39], in one dimension, and later established in three dimensions in [73]. Again under
assumption (1.3.3) and denoting by (ψt, ϕt) the solution of the Landau–Pekar equations
(1.3.1) with initial data (ψϕ0 , ϕ0), [73, Thm. II.1 & Rem. II.3] proves that there exist constants
C, T > 0 (depending on ϕ0) such that

‖ψt − e−i
∫ t

0 ds inf spechϕsψϕt‖2
2 ≤ Cα−4 for all |t| ≤ Tα2, (1.3.5)

where ψϕt denotes the unique positive and normalized ground state of hϕt and. Also here, the
restriction on |t| in (4.1.9) is due to the need of ensuring that the spectral gap of the effective
Hamiltonian hϕt does not become too small for initial data satisfying (1.3.3), which is only
proven (in [73, Lemma II.1]) for times |t| ≤ Tα2.

1.3.3 Contributions by the Author
The contributions of the author in this context are contained in

• Dario Feliciangeli, Simone Rademacher, and Robert Seiringer. Persistence of the spectral
gap for the Landau–Pekar equations. Letters in Mathematical Physics, 111(1):1–19,
2021,

which is the content of Chapter 4. This work is concerned with finding a set of initial data
(ψ0, ϕ0) for the Landau–Pekar equations such that the spectral gap of the evolving effective
Hamiltonian hϕt stays open for all times. In light of the discussion in the previous two sections,
for such initial states it is possible to extend the validity of (1.3.4) and (1.3.5) to times larger
than Tα2, as this restriction was solely due to the need of ensuring that the spectral gap of
the evolved Hamiltonian would not close.
We here sketch the strategy used to find such states, which consists in exploiting the analytical
properties of the classical Pekar functionals G, E and F , together with the conservation of G
along solution of the Landau–Pekar equations. Starting from the coercivity bounds (1.2.11)
known for E , we first show in Lemma 4.2.7 that there exists τ > 0 such that

F(ϕ)− EP ≥ τ dist2
L2(MF , ϕ), ∀ϕ ∈ L2(R3). (1.3.6)

Note that, because of the L2-norm appearing in the RHS, this bound is different from the
coercivity bounds for F we introduced and used in Section 1.2 (both (1.2.27) and its full
space counterpart). Combining (1.3.6) with the conservation of G, it is then easy to see that
for any ε > 0 there exists δε such that, if the initial conditions (ψ0, ϕ0) satisfy

G(ψ0, ϕ0) < EP + δε, (1.3.7)

then the corresponding solution (ψt, ϕt) of (1.3.1) satisfies

distL2(ϕt,MF) < ε, ∀t ∈ R. (1.3.8)
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Using thatMF = {ϕyP | y ∈ R3} and that the spectral gap of hϕyP is open and independent
of y, together with the stability of the spectral gap of hϕ under L2-perturbations, we can
finally show (see Theorem 4.1.1) that for initial conditions (ψ0, ϕ0) satisfying (1.3.7) with δε
sufficiently small, the spectral gap of hϕt never closes. For such states, we can hence extend
the validity of (1.3.4) and (1.3.5) to larger times (see Corollary 4.1.2 and Corollary 4.1.1,
respectively), going beyond the somewhat artificial restriction |t| ≤ Tα2.

A natural question to ask here, which at present does not have an answer, is whether the
restriction (1.3.7) is sharp in order to ensure that hϕt possess a spectral gap of order 1 for all
times. In other words, our result is purely ’geometrical’ and does not take into account the
LP equations at all. Might it be that the equations intrinsically tend to preserve the spectral
gap of hϕ0 and that, therefore, assuming (1.3.7) is not needed?

1.4 Effective Mass of the Polaron at Strong Coupling
The last property of the polaron with which this work is concerned is its effective mass. The
very first observation to make is that the model does not display explicitly a notion of mass
and, therefore, it is first necessary to find a meaningful way of defining it. One way of doing
this is to exploit the fact that the Fröhlich Hamiltonian Hα is translation-invariant and hence
commutes with the total momentum operator

P = −i∇x + Pf , Pf =
∫
R3
ka†kak dk. (1.4.1)

This allows to write Hα in its fiber decomposition as

Hα =
∫ ⊕
R3
dpHp

α, (1.4.2)

where Hp
α formally denotes the restriction of Hα to states with total momentum p. Defining

Eα(p) := inf specHp
α, one can then define implicitly the effective mass of the polaron as

Eα(p) = Eα(0) + p2

2m + o(|p|2), as p→ 0, (1.4.3)

or explicitly as

m :=
(

2 lim
p→0

Eα(p)− Eα(0)
p2

)−1

. (1.4.4)

Another equivalent (as shown in [80]) way of defining the mass of the polaron is to compare,
as λ→ 0, the ground state energy of

Hα,λ := Hα + λ2W (λx), (1.4.5)

to the ground state energy of the Schrödinger operator −∆/m+ λ2W (λx).

The Physics literature contains several formal computations of m (see [66, 37, 111, 27]),
which lead to conjecture that

m = 2
3‖∇ϕP‖

2
2α

4 + o(α4), as α→∞. (1.4.6)
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Nevertheless, the only rigorous result concerning this question which is possible to find in the
mathematical literature is contained in [81], where the authors manage prove an explicit upper
bound on Eα(p)− Eα(0), obtaining

lim
α→∞

m =∞. (1.4.7)

Recalling the physical picture described by the Fröhlich model, it makes sense that the effective
mass of the polaron diverges as α→∞. Indeed, in suggestive physical terms, one could say
that the electron is slowed down, progressively more strongly as α → ∞, by the cloud of
phonon excitations that it induces.

1.4.1 Contributions by the Author
The contributions of the author in this context are contained in

• Dario Feliciangeli, Simone Rademacher, and Robert Seiringer. Effective mass of the
polaron via Landau-Pekar equations. arXiv preprint arXiv:2107.03720, 2021,

which is the content of Chapter 5. In this work, we consider a different approach and a
different definition of the effective mass of the system. Instead of looking at the mass in the
full quantum setting, we prefer to set ourselves in the classical approximation of the dynamics
of the polaron: the Landau–Pekar equations. Hence, we set out to understand if the mass
actually shows up in these equations (which, a priori, is not clear) and if its computation allows
to verify (1.4.6), at least on a classical level.
Since in this case it is not possible to define m via the energy-momentum relation E(p), we
investigate how the energy of the system changes in relation to its velocity, instead. Indeed,
since we are dealing with an evolution equation, it makes sense to try to define a notion of
position, and consequently velocity, of the system at time t. For the electron the situation is
simple, as the state ψt can already be considered as a probability distribution over positions.
Therefore, we define

Xel(t) := 〈ψt|x|ψt〉 , Vel(t) := d

dt
Xel(t) = 2 〈ψt|−i∇x|ψt〉 . (1.4.8)

For the phonons the situation is more complicated, since ϕt does not encode any notion of
position by itself. Nevertheless, we can turn to ideas already discussed in Section 1.3.3 to find
a way of defining the position of the phonon field. By the coercivity of F , the conservation
of G and the local properties of MF (see Lemma 5.2.1), there exists δ > 0 such that, if
G(ψ0, ϕ0) < δ, then ϕt admits an unique L2-projection ϕy(t)

P ontoMF for all times (recall
thatMF = {ϕyP | y ∈ R3}) and moreover y(t) is a differentiable function. We can hence use
the unique projection to define, admittedly in a quite implicit fashion, the position and the
velocity of the phonon at time t as

Xph(t) := y(t), Vph(t) := d

dt
Xph(t) = ẏ(t). (1.4.9)

At this point, we can derive an expression for the energy of the system in terms of its velocity
by minimizing the energy functional related to the LP equations, i.e. G, over initial states
(ψ0, ϕ0) with initial instantaneous velocity v (compare with (5.2.16) for the precise definition
of the set of initial states with velocity v). This leads, as shown in Theorem 5.2.1, to

E(v) = EP + 1
2

(2
3‖∇ϕP‖

2
2α

4 + 1
2

)
v2 +O(v3), as v → 0. (1.4.10)
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This expression implicitly defines m and allows to conclude

m = 2
3‖∇ϕP‖

2
2α

4 + 1
2 , (1.4.11)

showing that m satisfies (1.4.6) and even providing a guess for the second order expansion in
α of m, which we now proceed to justify (compare with Section 5.4.1). For α = 0, the LP
equations degenerate into the so-called Choquard equation, only affecting the electron. The
existence of explicit traveling waves solutions for the Choquard equation, i.e. solutions of the
form

(ψt) = (e−ievt(ψ0)vt), v ∈ R3, (1.4.12)

allow to derive an energy-velocity relation and obtain m = 1/2 for α = 0. We see this as a
justification of (1.4.11), since taking the limit α→ 0 in (1.4.11) also yields m = 1/2. Note
that this approach for the definition of m is not available for any α > 0, as we conjecture
travelling waves solutions to not exist for α 6= 0. Nevertheless, formally assuming their
existence also for α > 0, one arrives again at (1.4.11).

1.5 Appendix: Non-Commutative Entropic Optimal
Transport

We finally say a few words about Appendix A, which considers a completely different framework
compared to the other results discussed in this thesis. It consists of the work

• Dario Feliciangeli, Augusto Gerolin, and Lorenzo Portinale. A non-commutative entropic
optimal transport approach to quantum composite systems at positive temperature.
arXiv preprint arXiv:2106.11217, 2021.

The objects under study are composite and finite dimensional quantum systems at positive
temperature. In particular, we investigate the problem of computing their ground state energy
conditionally to the knowledge of the states of all their subsystems.
More precisely, we consider a composite system h = h1⊗· · ·⊗hN , composed by N subsystems
{hj}Nj=1 each of which is a finte dimensional Hilbert space. We denote by H the Hamiltonian
to which the whole system is subject and suppose that H = H0 +Hint, where H0 is the non-
interacting part of the Hamiltonian, i.e. H0 = ⊕N

j=1 Hj := H1⊗11 · · ·⊗11+· · ·+11⊗· · ·⊗11⊗HN

with Hj acting on hj, and Hint is its interacting part. We also suppose to have knowledge of
the states γ = (γ1, . . . , γN) of the N subsystems, where each γj is a density matrix over hj.
Hence, we consider the problem of minimizing the energy of the system at temperature ε > 0,
i.e.

inf
Γ 7→γ
{Tr(HΓ) + εS(Γ)} =

N∑
j=1

Tr(Hjγj) + Fε(γ)

:=
N∑
j=1

Tr(Hjγj) + inf
Γ7→γ
{Tr(HintΓ) + εS(Γ)} , (1.5.1)

where the shorthand notation Γ 7→ γ denotes the set of density matrices over h with j-th
partial trace equal to γj, and S(Γ) := Tr (Γ log(Γ)) is the opposite of Von Neumann entropy
of Γ (note that we adopt the mathematical sign convention).
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Our approach for the study of Fε(γ) borrows ideas from optimal transport and convex analysis,
and takes the following observation as a starting point: the minimization appearing in Fε

can be cast as a non-commutative entropic optimal transport problem. Indeed, one looks for
an optimal non-commutative coupling Γ, with fixed non-commutative marginals (i.e. partial
traces) γ, which minimizes the sum of a transport cost (given by Tr(HintΓ)) and an entropic
term. In light of this interpretation, setting the quantum problem at positive temperature ε
corresponds to consider an entropic optimal transport problem with parameter ε.
The main contributions of this work consist in

• Theorem A.2.1, which represents a duality result for the functional Fε. Theorem A.2.1
also includes the characterization of the optimizers of Fε (and of its dual functional).

• The introduction of a non-commutative Sinkhorn algorithm, which can be used to
compute the aforementioned optimizers. We also prove convergence and robustness of
this algorithm in Theorem A.2.2.

• The generalization of Theorem A.2.1 to the case of bosonic or fermionic systems, stated
in Theorem A.2.3. This also allows to give an interesting variational characterization of
the Pauli exclusion principle (see Proposition A.2.2).

Our results are based on a novel, noncommutative notion of (H, ε)-transform, which takes
inspiration from the recent contribution of Di Marino and Gerolin [29] in the classical setting.
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CHAPTER 2
Uniqueness and Non-degeneracy of

Minimizers of the Pekar Functional on
a Ball

This Chapter contains the work

• Dario Feliciangeli and Robert Seiringer. Uniqueness and nondegeneracy of minimizers of
the Pekar functional on a ball. SIAM Journal on Mathematical Analysis, 52(1):605–622,
2020.

Abstract

We consider the Pekar functional on a ball in R3. We prove uniqueness of minimizers, and
a quadratic lower bound in terms of the distance to the minimizer. The latter follows from
non-degeneracy of the Hessian at the minimum.

2.1 Statement of the Problem and Main Results
The Pekar functional arises as a classical approximation of the ground state energy of the
Fröhlich polaron model. Works of Donsker and Varadhan [30] and Lieb and Thomas [82] show
that this approximation is correct, up to lower order corrections, in the strong coupling limit.
Motivated by [41], where quantum corrections to the classical approximation were studied
in the case of a polaron confined to a bounded subset of R3, we consider here the Pekar
functional on a ball. Our goal is to extend the results of [76] and [70], where the problem
is treated on R3, to this case. In particular, we refer to the existence and uniqueness of
minimizers (proved in [76]) and to the coercivity around these minimizers (proved in [70]).

Let BR denote the open ball of radius R centered at the origin. We will consider Dirichlet
boundary conditions on BR, which corresponds to working with functions φ ∈ H1

0 (BR). The
Pekar functional is

ER(φ) =
∫
BR
|∇φ|2dx− 4π

∫
BR

∫
BR

(−∆BR)−1(x, y)|φ(x)|2|φ(y)|2dxdy , (2.1.1)
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where (−∆BR)−1(x, y) denotes the integral kernel of the inverse of the Dirichlet Laplacian on
BR. Explicitly,

(−∆BR)−1(x, y) = 1
4π

 1
|x− y|

− 1∣∣∣ |y|
R
x− R

|y|y
∣∣∣
 . (2.1.2)

For completeness, we note that (−∆BR)−1 is symmetric and positivity improving, i.e. (−∆BR)−1(x, y) =
(−∆BR)−1(y, x) > 0 for all x, y ∈ BR.

Our main results are as follows:

Theorem 2.1.1. For any R > 0, there exists a minimizer 0 ≤ φR ∈ C∞(BR)∩H1
0 (BR) such

that
ER(φR) = ER := inf{ER(φ) : φ ∈ H1

0 (BR), ‖φ‖2 = 1}. (2.1.3)

Moreover, φR is the unique positive minimizer, it is strictly positive, radial and decreasing.
Any other minimizer of ER differs from φR by multiplication by a constant phase.

Theorem 2.1.2. For any R > 0, there exists a KR > 0 such that the coercivity estimate

ER(φ) ≥ ER(φR) +KR min
θ∈[0,2π)

∫
BR
|∇(eiθφR − φ)|2dx. (2.1.4)

holds for any L2-normalized φ ∈ H1
0 (BR).

The study of this problem is motivated by the recent work [41], where lower order corrections
to the ground state energy of the Fröhlich polaron model in the strong coupling limit are
investigated. In particular, in [41], Theorem 2.1.1 and, in a slightly weaker form, Theorem
2.1.2 are taken as assumptions and are conjectured to hold for a large class of domains (e.g.
convex domains). The goal of our work is to show that, at least in the case of balls, these
assumptions hold true.

Remark 2.1.1. Our results apply equally if we consider instead of ER the Pekar functional on
the full space R3 restricted to H1

0 (BR). This amounts to considering, for φ ∈ H1
0 (BR) with

‖φ‖2 = 1, the functional

ẼR(φ) =
∫
BR
|∇φ|2dx−

∫
BR

∫
BR

|φ(x)|2|φ(y)|2

|x− y|
dxdy . (2.1.5)

The necessary modifications in the proofs will be explained in Remark 2.4.3.

Remark 2.1.2. In the context of nonlinear Schrödinger equations with local nonlinearities
the non-degeneracy of linearizations is a well known fact (see [120], [17]). Our model does
not fall into this category since the linearization we have to deal with has a non-local nature.
Nevertheless, using similar techniques as the ones used in [70] and [119], the radial symmetry
of the problem still allows to conclude non-degeneracy. Uniqueness and non-degeneracy of
ground states has also been addressed in a similar setting in [103] (with modifications to the
interaction term) and in [122] (with modifications to the power of the non-linearity). In both
latter references the problem is set on R3.

24



2.2. Existence and Properties of Minimizers

2.2 Existence and Properties of Minimizers
We start by showing that minimizers exist. This can be done with standard techniques; the
proof is actually easier on balls (because of compactness) than it is on the whole space. It will
be convenient to introduce the notation

TR(φ) =
∫
BR
|∇φ|2dx, WR(φ) = 4π

∫
BR

∫
BR

(−∆BR)−1(x, y)|φ(x)|2|φ(y)|2dxdy .
(2.2.1)

Proposition 2.2.1. For any R > 0, there exists an L2-normalized φR ∈ H1
0 (BR) such that

ER(φR) = ER.

Proof. Let φ ∈ H1
0 (BR). By the Hardy–Littlewood–Sobolev, Hölder and Sobolev inequalities,

WR(φ) ≤
∫
BR

∫
BR

|φ(x)|2|φ(y)|2

|x− y|
dxdy ≤ C‖φ2‖2

6/5 ≤ C‖φ‖6‖φ‖3
2 ≤ C‖∇φ‖2‖φ‖3

2 (2.2.2)

for suitable constants C (which may take different values at different appearances). Hence

ER(φ) = TR(φ)−WR(φ) ≥ 1
2‖∇φ‖

2
2 − C‖φ‖6

2 . (2.2.3)

We conclude that the functional is bounded from below for L2-normalized functions, and that
any minimizing sequence is bounded in H1

0 (BR). The Rellich–Kondrachov and Banach–Alaoglu
Theorems allow us to conclude that any minimizing sequence φn has a subsequence that
converges to some φR, strongly in Lp(BR) for every p ∈ [1, 6) and weakly in H1

0 (BR). Hence
we have ‖φR‖2 = 1 and, by lower semicontinuity of the norm w.r.t. weak convergence,
TR(φR) ≤ lim infn→∞ TR(φn). Moreover, with ρn := |φn|2 and ρ := |φR|2 we have

|WR(φn)−WR(φR)| = 4π
∣∣∣ 〈ρn|−∆−1

BR
|ρn〉 − 〈ρ|−∆−1

BR
|ρ〉
∣∣∣

= 4π| 〈ρn − ρ|−∆−1
BR
|ρn + ρ〉 | ≤ CR‖ρn − ρ‖2‖ρn + ρ‖2 → 0. (2.2.4)

Here, we used that −∆−1
BR

is a bounded operator (actually compact) on L2(BR) and that
ρn → ρ in L2. Putting these pieces together, we conclude that φR is a minimizer, since

ER(φR) ≤ lim inf
n→∞

ER(φn) = ER, φR ∈ H1
0 (BR) and ‖φR‖L2(BR) = 1 . (2.2.5)

Remark 2.2.1. We point out that this proof extends verbatim to any bounded domain, the
fact that we are working on BR does not play any role. This is not true for the uniqueness
statements that will come in the next sections, however.

Having established existence, we proceed to investigate properties of minimizers.

Lemma 2.2.1. Let φ ∈ H1
0 (BR), ‖φ‖2 = 1 and ER(φ) = ER. Then φ satisfies the equation

(−∆− eφ − 2Vφ)φ = 0 (2.2.6)

on BR, with
eφ := TR(φ)− 2WR(φ) (2.2.7)

and
Vφ(x) := 4π

∫
BR

(−∆BR)−1(x, y)|φ(y)|2dy > 0. (2.2.8)

Moreover, φ ∈ C∞(BR) and if φ ≥ 0 then φ > 0 on BR.
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2. Pekar Functional on a Ball

Proof. Eq. (2.2.6) is the Euler–Lagrange equation associated to our minimization problem
and its derivation is standard. The strict positivity of Vφ follows immediately by the fact that
(−∆BR)−1 is positivity improving and since φ is L2-normalized.

Since φ ∈ H1
0 (BR), |φ|2 is in L2 (by Sobolev embeddings). Moreover, the function y 7→

(−∆BR)−1(x, y) is bounded in L2(BR) uniformly in x. Indeed, by the explicit form of
(−∆BR)−1(x, y) (given in (2.1.2)) and by its positivity, we have, for any x ∈ BR∫

BR
|(−∆BR)−1(x, y)|2dy < 1

(4π)2

∫
BR

1
|x− y|2

dy ≤ 1
(4π)2

∫
BR

1
|y|2

dy = R

4π . (2.2.9)

Therefore, we can conclude that Vφ ∈ L∞(BR). Since φ solves (2.2.6) and is in H1
0 (BR), it

satisfies
φ(x) =

∫
BR

(−∆BR + λ)−1(λ+ eφ + 2Vφ(y))φ(y)dy (2.2.10)

for any λ > − inf spec(−∆BR), and by bootstrapping we can conclude that φ ∈ C∞(BR).
Finally, suppose φ ≥ 0. Choosing λ > −eφ and exploiting the fact that (−∆BR + λ)−1 is
positivity improving, (2.2.10) implies that φ > 0.

Next we shall exploit the radial symmetry of the problem. Similarly to [76], we will make
use of the tool of symmetric decreasing rearrangement [78, Chapter 3]. For any measurable
positive function f , we will denote its symmetric decreasing rearrangement as f ∗. If f is
complex-valued, we will denote f ∗ = |f |∗. We recall the following Theorem, known as Talenti’s
Inequality [112]. In the strict form stated here, it is proved in [4, Theorem 3] (see also [64]
and [65]). The result in [4, Theorem 3] is actually more general, but for simplicity we only
state the version needed for our purposes.

Theorem A (Talenti’s Inequality). Let 0 ≤ f ∈ L2(BR), and let u, v ∈ H1
0 (BR) solve−∆u = f x ∈ BR,

u = 0 x ∈ ∂BR,
and

−∆v = f ∗ x ∈ BR,

v = 0 x ∈ ∂BR.
(2.2.11)

Then u∗ ≤ v a.e. in BR. If additionally u∗(x0) = v(x0) for some x0 with |x0| = t ∈ (0, R),
then u(x) = v(x) and f(x) = f ∗(x) for all x with t ≤ |x| ≤ R.

With these tools in hand, we can show the following key Proposition, which will be essential
to prove uniqueness of minimizers.

Proposition 2.2.2. Let φ ∈ H1
0 (BR) be a minimizer of ER. Then |φ| = φ∗ and there exists

θ ∈ [0, 2π) such that φ = eiθ|φ|.

Proof. Clearly, for any ψ ∈ H1
0 (BR), WR(ψ) = WR(|ψ|), and it is easy to see ([78, Theorem

7.8]) that TR(ψ) ≥ TR(|ψ|). Hence, ER(ψ) ≥ ER(|ψ|). To proceed, we exploit the properties
of symmetric decreasing rearrangements. The Pólya–Szegő inequality [78, Lem. 7.17] states
that

TR(|ψ|) ≥ TR(ψ∗). (2.2.12)

We claim that also
WR(|ψ|) ≤ WR(ψ∗), (2.2.13)
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2.3. Uniqueness of Minimizers

with equality if and only if |ψ| = ψ∗. To see this we define

u(x) :=
∫
BR

(−∆BR)−1(x, y)|ψ(y)|2dy and v(x) :=
∫
BR

(−∆BR)−1(x, y)ψ∗(y)2dy.

(2.2.14)
These functions satisfy (2.2.11) with f(x) = |ψ(x)|2. By Theorem A, we conclude that
u∗ ≤ v. Applying first this estimate and then the Hardy–Littlewood rearrangement inequality
[78, Thm. 3.4], we obtain

WR(ψ∗) = 4π
∫
BR
ψ∗(x)2v(x)dx ≥ 4π

∫
BR
ψ∗(x)2u∗(x)dx

≥ 4π
∫
BR
|ψ(x)|2u(x)dx = WR(|ψ|). (2.2.15)

To have equality in (2.2.15), we must have v = u∗ on the support of ψ∗, which contains a
non-empty ball centered at the origin. Hence the second part of Theorem A implies that
v = u and thus |ψ| = ψ∗ on BR, as claimed. For any ψ ∈ H1

0 (BR), we conclude that
ER(ψ) ≥ ER(ψ∗), with equality if and only if |ψ| = ψ∗.

If now we take φ to be a minimizer, we then immediately obtain |φ| = φ∗. Moreover, by
the previous Lemma, |φ| ∈ C∞(BR) and |φ| > 0. It remains to show that φ = eiθ|φ|. This
follows from the fact that both φ and |φ| are eigenfunctions of the Schrödinger operator
−∆− 2Vφ. Since the latter function is strictly positive, eφ must be the ground state energy
of this operator, and is a simple eigenvalue.

2.3 Uniqueness of Minimizers
In the previous section we have shown that any minimizer, up to a multiplication by a constant
phase, must be real, strictly positive, C∞ and radial. To show uniqueness of minimizers it is
then sufficient to show uniqueness among functions with these properties. The big advantage
of this restriction, as already utilized in [76], is that the Euler–Lagrange equation for minimizers
can be written in the following convenient form.

Remark 2.3.1. Throughout this paper, we shall make a convenient abuse of notation, and
write equivalently φ(x) or φ(r) if φ is a radial function and x ∈ R3 with |x| = r.

Lemma 2.3.1. Let φ ∈ H1
0 (BR) be a radial function with ‖φ‖2 = 1. Then φ satisfies

Eq. (2.2.6) if and only if φ satisfies
[
− d2

dr2 −
2
r

d

dr
+ 2Uφ(r)

]
φ(r) = νφφ(r) , (2.3.1)

where

• Uφ(r) :=
∫ r

0 K(r, s)|φ(s)|2ds, with K(r, s) = 4πs2(1
s
− 1

r
) ≥ 0 for s ≤ r,

• νφ = eφ + 2I(φ)− 2
R
> 0, with I(φ) :=

∫
BR
|φ(x)|2
|x| dx.
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2. Pekar Functional on a Ball

Proof. The proof of this Lemma is just a straightforward application of Newton’s Theorem
[78, Thm. 9.7] to the nonlocal term Vφ. Indeed, with r = |x| we have

Vφ(x) =
∫
BR

|φ(y)|2

|x− y|
dy −

∫
BR

|φ(y)|2∣∣∣ |y|
R
x− R

|y|y
∣∣∣dy

= 1
r

∫
Br
|φ(y)|2dy +

∫
BR\Br

|φ(y)|2

|y|
dy − 1

R

= −Uφ(r) + I(φ)− 1
R
. (2.3.2)

Recalling the original form of the Euler–Lagrange equation (2.2.6), this identity immediately
implies our claim. To show νφ > 0 one just needs to integrate the equation against φ and use
the positivity of Uφ and of −∆BR .

It is important to note that the nonlocal term Uφ(x) only depends, at a fixed x, on the values
of φ on B|x| and not on the whole ball BR. By using ODE techniques, as in [76, 70] (see also
[115]), this will allow us to conclude uniqueness of solutions.

Proposition 2.3.1 (Uniqueness of minimizers). For any R > 0, there exists a unique positive
and L2-normalized minimizer of ER.

Proof. From Lemma 2.2.1 and Proposition 2.2.2 we deduce that any positive minimizer is
in C∞(BR), is radially decreasing and strictly positive. Moreover, by the previous Lemma, it
satisfies (2.3.1). Suppose that φ1 and φ2 are two distinct positive L2-normalized minimizers.
We distinguish two cases: νφ1 and νφ2 can either be equal (first case) or not (second case).

First case: Note that φ′i(0) = 0 for i ∈ {1, 2}, since φi is smooth and radial. If φ1(0) = φ2(0)
it follows from standard fixed point arguments (explained for completeness in Section 2.5)
that φ1 = φ2 on BR. W.l.o.g. we can hence suppose that φ1(0) > φ2(0). By integrating the
Euler–Lagrange equation using that φ′i(0) = 0, we find

(
φ1

φ2

)′
(r) = 2

r2φ2
2(r)

∫ r

0
s2φ1(s)φ2(s) [Uφ1(s)− Uφ2(s)] ds. (2.3.3)

Exploiting the fact that Uφ(s) only depends on the values of φ in [0, s), and it does so
monotonically, we conclude that if φ1 > φ2 on [0, t) for some t > 0, then (φ1/φ2)′(t) > 0.
This readily implies that φ1 > φ2 on BR, which is a contradiction to our assumption that both
functions are L2-normalized.

Second case: W.l.o.g. we assume that νφ1 > νφ2 > 0. Let λ =
√
νφ1/νφ2 > 1 and consider

the function φ̃2(x) := λ2φ2(λx) defined on BR/λ ⊂ BR. Its L2-norm equals
√
λ > 1 and it

satisfies [
− d2

dr2 −
2
r

d

dr
+ 2Uφ̃2

(r)
]
φ̃2(r) = λ2νφ2φ̃2(r) = νφ1φ̃2(r) (2.3.4)

on BR/λ. Hence φ1 and φ̃2 satisfy the equation with same eigenvalue on BR/λ and we have
reduced the problem to the first case. In particular, we have that either φ1 > φ̃2 or φ1 < φ̃2
or φ1 = φ̃2 on the whole of BR/λ. Each of these possibilities yields a contradiction since φ̃2
has L2-norm strictly larger than φ1 and is supported on a smaller ball.
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In combination with Prop. 2.2.2, Prop. 2.3.1 proves Thm. 2.1.1.

The unique positive minimizer will henceforth be denoted by φR. It is natural to expect that,
as R→∞, it converges to a minimizer of the problem on the full space R3. This is indeed
the case, as detailed in Section 2.6.

While the proof of existence of minimizers extends to general domains in R3, as discussed in
Remark 2.2.1, the proof of uniqueness relies heavily on symmetric decreasing rearrangement
and hence cannot be easily generalized. Extending the uniqueness result to more general
domains is hence an open problem. As the following counterexample shows, uniqueness can
actually fail on particular domains. Nevertheless, we believe that uniqueness holds generically,
in the sense that if Ω is any domain for which different minimizers exist, then a generic
perturbation of Ω should still lead to a unique minimizer (up to phase). We conjecture that
convexity of Ω is a sufficient condition to ensure uniqueness.

Remark 2.3.2. Consider two disjoint balls of the same size in R3, B1 := BR(x1) and
B2 := BR(x2), with |x1 − x2| > 2R. Let Ω = B1 ∪ B2 and consider the Pekar functional
defined on Ω:

EΩ(φ) =
∫

Ω
|∇φ|2dx− 4π

∫
Ω

∫
Ω

(−∆Ω)−1(x, y)|φ(x)|2|φ(y)|2dxdy = TΩ(φ)−WΩ(φ).
(2.3.5)

Here (−∆Ω)−1(x, y) denotes the integral kernel of the inverse Dirichlet Laplacian on Ω. Any
L2-normalized φ ∈ H1

0 (Ω) can be written as φ =
√
tφ1 +

√
1− tφ2, for some t ∈ [0, 1] and

L2-normalized φ1 ∈ H1
0 (B1), φ2 ∈ H1

0 (B2). For general functions f1, f2,

〈tf1 + (1− t)f2|−∆−1
Ω |tf1 + (1− t)f2〉

= t 〈f1|−∆−1
Ω |f1〉+ (1− t) 〈f2|−∆−1

Ω |f2〉 − t(1− t) 〈f1 − f2|−∆−1
Ω |f1 − f2〉 . (2.3.6)

By the positivity of −∆−1
Ω as an operator, the last term is strictly negative unless t ∈ {0, 1}

or f1 = f2. In other words, 〈·|−∆−1
Ω |·〉 is strictly convex, which holds true for general Ω, in

fact. In particular

EΩ(φ) = t
∫
B1
|∇φ1|2dx+ (1− t)

∫
B2
|∇φ2|2dx−WΩ

(√
tφ1 +

√
1− tφ2

)
≥ tEB1(φ1) + (1− t)EB2(φ2) ≥ ER (2.3.7)

and the first inequality is strict unless t = 0 or t = 1. We conclude that any minimizer of EΩ
is obtained by translating a minimizer of ER by x1 or x2. In particular, uniqueness up to phase
does not hold on Ω.

The fact that Ω has two distinct connected components is not essential in our argument. The
lack of uniqueness would still hold, by continuity, if B1 and B2 were connected by a sufficiently
narrow corridor, respecting the symmetry between the two balls. On the other hand, a generic
perturbation of Ω (or of Ω connected by a corridor) would restore uniqueness up to phase of
minimizers, since it would break the symmetry.

2.4 Study of the Hessian
Recall that for given R > 0, φR denotes the unique L2-normalized positive minimizer of ER
on BR. In this section we study the Hessian of ER at φR, following ideas in [70] (see also
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[119]). Let φ be any function in H1
0 (BR). A straightforward computation shows that

ER

(
φR + εφ

‖φR + εφ‖2

)
= ER(φR) + ε2HR(φ) +O(ε3) (2.4.1)

as ε→ 0, where

HR(φ) = 〈Im(φ)|L−|Im(φ)〉+ 〈Re(φ)|QL+Q|Re(φ)〉 , (2.4.2)

Q = 11− |φR〉〈φR|, and the operators L± are given by

L− := −∆BR − 2VφR − eφR , L+ = L− − 4X (2.4.3)

with
(Xf)(x) := 4πφR(x)

∫
BR

(−∆BR)−1(x, y)φR(y)f(y)dy . (2.4.4)

We recall that eφR = TR(φR) − 2WR(φR). Moreover Vφ is defined in (2.2.8). Since φR is
smooth, it is not difficult to see that both VφR and X are bounded operators. In particular,
the domain of L± equals the domain of ∆BR , namely H2(BR) ∩H1

0 (BR). Using (2.1.2), we
find it convenient to decompose X as X = X1 −X2 with

(X1f)(x) := φR(x)
∫
BR

φR(y)f(y)
|x− y|

dy , (X2f)(x) := φR(x)
∫
BR

φR(y)f(y)∣∣∣ |y|
R
x− R

|y|y
∣∣∣dy . (2.4.5)

Note that φR ∈ kerL− by the Euler–Lagrange equation (2.2.6). Since QφR = 0, clearly also
φR ∈ kerQL+Q. Our aim is to show that 0 is a simple eigenvalue for both QL+Q and L−.
This will imply the strict positivity of the Hessian on ranQ. Indeed, by minimality of φR,
both operators are non-negative and, since the domain under consideration is bounded, have
compact resolvents and discrete spectrum.

The simplicity of 0 as an eigenvalue of L− follows from the fact that L− is a Schrödinger
operator with inf specL− = 0 (since the corresponding eigenfunction φR is positive). Note
that the non-triviality of kerL− is a consequence of the U(1)-symmetry of ER leading to
uniqueness up to phase of the minimizer only. Indeed, purely imaginary perturbations of φR
by functions in span{φR} correspond to phase rotations of φR.

The analysis of kerQL+Q is more tricky. The presence of the projection Q does not allow
the use of standard arguments to show simplicity of the least eigenvalue based on positivity. It
will be essential to utilize that L+ commutes with rotations. We recall that

L2(BR) =
∞⊕
l=0

Hl, (2.4.6)

where Hl := L2([0, R], r2dr)⊗Yl, Yl = span{Ylm}lm=−l is the (2l+1)-dimensional eigenspace
corresponding to the eigenvalue l(l + 1) of the negative spherical Laplacian on L2(S2) and
Ylm is the m-th spherical harmonic of angular momentum l. The fact that L+ commutes with
rotations implies that L+ acts invariantly on each Hl, i.e., it can be decomposed as

L+ =
∞⊕
l=0

L+|Hl =:
∞⊕
l=0

L
(l)
+ . (2.4.7)
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Since φR is radial, also Q leaves each Hl invariant (in particular Q|Hl = 11 if l ≥ 1), hence

QL+Q =
∞⊕
l=0

(QL+Q)|Hl =
(
QL

(0)
+ Q

)
⊕
( ∞⊕
l=1

L
(l)
+

)
. (2.4.8)

Identifying the kernel of QL+Q is equivalent to identifying the kernels of QL(0)
+ Q and of L(l)

+

for l ≥ 1. We start with the study of QL(0)
+ Q, the only operator in which Q still appears,

complicating the analysis. The operators L(l)
+ , in which Q does not appear, will be studied

with more standard arguments below.

Proposition 2.4.1.
ker

(
QL

(0)
+ Q

)
= kerQ = span{φR}. (2.4.9)

Proof. Since ker(QL(0)
+ ) ∩ ranQ = {0} implies kerQL(0)

+ Q = kerQ, our strategy will be
to show that ker(QL(0)

+ ) does not contain any non-null functions that are in ranQ. Since
all operators are real (i.e., commute with complex conjugation), it is sufficient to consider
real-valued functions. We consider a f ∈ domL

(0)
+ (which in particular implies f ∈ H0, i.e.,

f radial) and observe that, by Newton’s Theorem,

(L+f)(r) = (L+f)(r)− σ(f)φR(r), (2.4.10)

with
(L+f)(r) := (L−f)(r) + 4φR(r)

∫
Br

(
1
|y|
− 1
r

)
φR(y)f(y)dy,

σ(f) := 4
∫
BR

(
1
|y|
− 1
R

)
φR(y)f(y)dy .

(2.4.11)

Any f ∈ domL
(0)
+ is in ker(QL(0)

+ ) if and only L+f = λφR for some λ ∈ R and, by (2.4.10),
this is true if and only if

L+f = µφR for some µ ∈ R. (2.4.12)

The operator L+ can be naturally defined on the extended domain H2(BR) (without Dirichlet
boundary conditions at R) and it will be convenient to do so in the following. From the above
discussion we infer that f ∈ ker(QL(0)

+ ) must be of the form f = v + cϕ, with c ∈ R, v a
solution of L+v = 0 and ϕ being a particular solution of (2.4.12), with µ 6= 0. While f needs
to satisfy Dirichlet boundary conditions, i.e., f ∈ H1

0 (BR), this need not be the case for v and
ϕ separately, however. In the following, we will exhibit a particular solution ϕ that is radial,
hence we are only interested in radial solutions of L+v = 0.
We begin by studying the radial solutions of L+v = 0. A bootstrapping argument shows that
any such v must be in C∞(BR). Moreover, by Newton’s Theorem, v satisfies

v′′(r) + 2
r
v′(r) = a(r)v(r) + b(r), (2.4.13)

where

a(r) := −2VφR(r)− eφR , b(r) := 4φR(r)
∫
Br

(
1
|y|
− 1
r

)
φR(y)v(y)dy . (2.4.14)

By the regularity of v, we have v′(0) = 0. Arguing as in the proof of Lemma 2.5.1, we see
that the equation possesses no non-trivial solution that vanishes at the origin.
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Recall that φR satisfies
φ′′R(r) + 2

r
φ′R(r) = a(r)φR(r) . (2.4.15)

By applying the same computations as in the proof of Thm. 2.3.1, using v′(0) = φ′R(0) = 0,
we obtain (

v

φR

)′
(r) = 1

r2φ2
R(r)

∫ r

0
s2b(s)φR(s)ds . (2.4.16)

Note that b(r) ≥ 0 if v ≥ 0 in [0, r). Assuming that v(0) > φR(0) this implies that v > φR
on BR. In other words, any non-trivial radial solution of L+v = 0 has a multiple which is
strictly larger than φR on BR. In particular any non-trivial radial solution must have constant
sign.
Consider now the radial function ϕ(r) := 2φR(r) + rφ′R(r). We observe that ϕ 6∈ ranQ,
since 〈φR|ϕ〉 = 1/2 as an argument using integration by parts shows. A straightforward
computation shows that L+ϕ = λφR for some λ ∈ R, which implies that also L+ϕ = µφR
for some µ ∈ R. We claim that µ 6= 0, which is an immediate consequence of our previous
findings about radial solutions of L+v = 0. Indeed, ϕ(0) > 0 whereas ϕ(R) < 0 (a proof of
this last statement is given in Lemma 2.5.2 in Section 2.5), hence ϕ does not have constant
sign and cannot be in kerL+. We conclude that ϕ is a particular solution of (2.4.12) and this
implies, by the previous discussion, that any f ∈ ker(QL(0)

+ ) must be of the form f = v + cϕ,
for some v ∈ kerL+ and some c ∈ R. The case v ≡ 0 immediately yields f = 0, since ϕ does
not satisfy the boundary condition f(R) = 0. All the other solutions v have constant sign,
thus the boundary condition f(R) = 0 is satisfied if and only if c has the same sign of v. In
particular,

〈φR|f〉 = 〈φR|v〉+ c

2 6= 0 (2.4.17)

unless f = 0, i.e., f ∈ ranQ if and only if f = 0. We conclude that kerQL(0)
+ ∩ ranQ = {0},

as claimed.

We now proceed with the study of kerL(l)
+ for l ≥ 1. We first investigate the explicit

expressions of these operators. We note that the action of L+ is not only invariant on
Hl = L2([0, R], r2dr)⊗Yl, but it also acts as the identity on the second factor. Hence we can
identify the operators L(l)

+ with operators acting on L2([0, R], r2dr) only, which we will denote by
the same symbol for simplicity. That is, if φ ∈ Hl is of the form φ(rω) = ∑m=l

m=−l φm(r)Yml(ω)
for ω ∈ S2, then

L+φ = L
(l)
+ φ =

m=l∑
m=−l

(L(l)
+ φm)Yml , (2.4.18)

where he operators L(l)
+ are defined on L2([0, R], r2dr) by

L
(l)
− = − d2

dr2 −
2
r

d

dr
+ l(l + 1)

r2 − eφR − 2VφR (2.4.19)

and L(l)
+ = L

(l)
− − 4X(l) with X(l) = X

(l)
1 −X

(l)
2 , where

(X(l)
1 φ)(r) = 4π

2l + 1φR(r)
∫ R

0
φ(s)φR(s)s2 min{r, s}l

max{r, s}l+1ds,

(X(l)
2 φ)(r) = 4π

2l + 1φR(r)
∫ R

0
φ(s)φR(s)s2 (rs)l

R2l+1ds.

(2.4.20)
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This follows from a straightforward computation, using the multipole expansion (see, for
example [23])

1
|x− y|

= 4π
∞∑
k=0

k∑
n=−k

1
2k + 1

min{|x|, |y|}k

max{|x|, |y|}k+1Ykn(ωx)Y ∗kn(ωy) . (2.4.21)

Let us define the operator L̃+ := L− − 4X1, and the corresponding restriction to Hl,
L̃

(l)
+ := L

(l)
− − 4X(l)

1 .

Lemma 2.4.1. For l ≥ 1 the operators L(l)
+ and L̃(l)

+ satisfy the Perron–Frobenius property,
i.e., their least eigenvalue is simple and there exists a corresponding eigenfunction which is
strictly positive on (0, R). This eigenfunction is in C∞((0, R)) and has strictly negative (left)
derivative at r = R.

Proof. We will give the proof for the operators L(l)
+ ; it will be important that X(l) = X

(l)
1 −X

(l)
2

is positivity improving, which can be checked easily using the explicit form (2.4.20). The proof
for L̃(l)

+ works in exactly the same way, using simply that X(l)
1 is positivity improving instead.

It will be convenient to introduce the unitary and positive transformation

U : L2([0, R], r2dr)→ L2([0, R], dr) with (Uf)(r) = rf(r) (2.4.22)

which satisfies
UL

(l)
+ U

−1 = − d2

dr2 + l(l + 1)
r2 + V,

V := −eφR − 2VφR − 4UX(l)U−1.

(2.4.23)

Since U is positive, it is equivalent to show the Perron–Frobenius property for UL(l)
+ U

−1.

Since V is bounded, the operators UL(l)
+ U

−1 have compact resolvent and eigenfunctions
corresponding to the least eigenvalue certainly exist. By bootstrapping, we conclude that they
are C∞((0, R)). Moreover, if φ ≥ 0 is such an eigenfunction, then φ > 0 on (0, R). Indeed, if
we suppose that φ is not strictly positive, then there exists an r0 ∈ (0, R) such that φ(r0) = 0.
Evaluating the Euler–Lagrange equation at r0 we find, using that U is positive and X(l) is
positivity improving,

− φ′′(r0) = 4(UX(l)U−1φ)(r0) > 0. (2.4.24)

This is clearly a contradiction since φ attains a minimum in r0. From this, we can conclude by
standard arguments that the Perron–Frobenius property holds.

Finally, we need to show that φ′(R) < 0 if φ is the positive ground state function. We already
know that φ(R) = 0 and φ′(R) ≤ 0 (since φ is positive). If by contradiction φ′(R) = 0
standard uniqueness arguments along the lines of Lemma 2.5.2 imply that φ ≡ 0. Note also
that this property is preserved by U since φ(R) = 0.

Remark 2.4.1. From this Lemma and the fact that X(l)
2 is positivity improving we conclude

that for each l ≥ 1 we have inf specL(l)
+ > inf spec L̃(l)

+ . Thus, in order to show that
kerL(l)

+ = {0} for l ≥ 1, it is sufficient to show inf spec L̃(l)
+ ≥ 0 for l ≥ 1. It is actually even

possible to show inf spec L̃(l)
+ > 0 for l ≥ 1, which is the content of the next Proposition.

This is going to be relevant for Remark 2.4.3 at the end of this section.
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2. Pekar Functional on a Ball

Proposition 2.4.2. For any l > 1, we have

inf spec L̃(l)
+ > inf spec L̃(1)

+ > 0. (2.4.25)

In particular, kerL(l)
+ = {0} = ker L̃(l)

+ for all l ≥ 1.

Proof. For i ∈ {1, 2, 3}, we have ∂
∂xi
φR(x) ∈ H1, with

∂

∂xi
φR(x) = φ′R(r)xi

r
=

1∑
m=−1

cimφ
′
R(r)Y1m(ω) (2.4.26)

for suitable cim. Since φ′R(R) < 0, this function is not in the domain of L̃(1)
+ . As in the proof

of Prop. 2.4.1, we can however consider the extension of L̃(1)
+ to H2(BR) ∩Hl (ignoring the

Dirichlet boundary condition). A straightforward computation shows that

L̃
(1)
+ φ′R = 0 (2.4.27)

i.e., φ′R is in the kernel of the extended operator.

Let φ denote the unique positive ground state of the original, unextended L̃(1)
+ , with ground

state energy ẽ1. The function φ is strictly positive on (0, R) and satisfies φ′(R) < 0. Integrating
by parts, we have

0 =
〈
φ
∣∣∣L̃(1)

+ φ′R
〉

=
〈
L̃

(1)
+ φ

∣∣∣φ′R〉+ φ′(R)φ′R(R)R2 − φ(R)φ′′R(R)R2 =
= ẽ1 〈φ|φ′R〉+ φ′(R)φ′R(R)R2. (2.4.28)

In particular, we conclude that

ẽ1 = −φ
′(R)φ′R(R)R2

〈φ|φ′R〉
> 0 , (2.4.29)

which is the second inequality in (2.4.25). For the first inequality, observe that if 0 < φ ∈
L2([0, R], r2dr) and l ≥ 2,

(L̃(l)
+ φ)(r)− (L̃(1)

+ φ)(r) =
(
l(l + 1)
r2 − 2

r2

)
φ(r)

+ 4πφR(r)
∫ R

0
φ(s)φR(s)s2

(
min{r, s}

3 max{r, s}2 −
min{r, s}l

(2l + 1) max{r, s}l+1

)
ds > 0. (2.4.30)

By Lemma 2.4.1, the ground state φl of L̃(l)
+ is strictly positive. Thus

inf spec L̃(l)
+ = 〈φl|L̃(l)

+ |φl〉L2([0,R],r2dr) > 〈φl|L̃
(1)
+ |φl〉L2([0,R],r2dr) ≥ ẽ1 > 0, (2.4.31)

which completes the proof.

With the aid of Propositions 2.4.1 and 2.4.2, we can now give the proof of Theorem 2.1.2.
The proof follows closely [41, Appendix A], with some minor modifications due to the fact
that our statement is slightly stronger than the one in [41]. We emphasize that the hard
part of the proof was establishing the triviality of the kernel of QL+Q (which enters as an
assumption in [41]), the remaining part uses only fairly standard arguments.
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2.4. Study of the Hessian

Proof of Theorem 2.1.2. We shall actually prove the following slightly stronger inequality: For
any L2-normalized φ ∈ H1

0 (BR) with 〈φ|φR〉 ≥ 0,

ER(φ) ≥ ER(φR) +KR

∫
BR
|∇(φR − φ)|2dx (2.4.32)

for some KR > 0 (independent of φ). Because of the invariance of ER(φ) under multiplication
of φ by a complex phase, (2.4.32) readily implies (2.1.4).
To show (2.4.32) we shall proceed in two steps, one to ensure that the estimate holds locally
and one to ensure that it holds globally.
Step 1 : In this step we show that (2.4.32) holds locally. Let φ ∈ H1

0 (BR) with ‖φ‖2 = 1 and
〈φ|φR〉 ≥ 0. Denoting δ = φ− φR and expanding ER around φR, we have

ER(φ) = ER (φR + δ)
= ER(φR) + 〈Im δ|L−|Im δ〉+ 〈Re δ|L+|Re δ〉+O(‖δ‖3

H1(BR)) (2.4.33)

for small ‖δ‖3
H1(BR), with L± defined in (3.3.69). Recall that L− = QL−Q for Q = 11 −

|φR〉〈φR|, and that L+ = L− − 4X.
In order to utilize the previous results, we would need QXQ in place of X. To estimate the
difference, observe that, since both φR and φ have L2-norm equal to 1, we have

‖δ‖2
2 = 2− 2 〈φR|φ〉 ,

(11−Q) Re δ = φR 〈φR|δ〉 = φR (〈φR|φ〉 − 1) = −φR
‖δ‖2

2
2 .

(2.4.34)

This readily implies that

〈Re δ|X|Re δ〉 = 〈Re δ|QXQ|Re δ〉+O(‖δ‖3
H1(BR)). (2.4.35)

In particular, we have

ER(φ) = ER(φR) + 〈Im δ|L−|Im δ〉+ 〈QRe δ|L+|QRe δ〉+O(‖δ‖3
H1(BR)). (2.4.36)

As argued in the beginning of this section, we have L− ≥ κ−Q for some κ− > 0. Moreover,
Propositions 2.4.1 and 2.4.2 imply that QL+Q ≥ κ+Q for some κ+ > 0. With κ =
min{κ−, κ+} > 0, we thus have

〈Im δ|L−|Im δ〉+ 〈QRe δ|L+|QRe δ〉
≥ κ(‖Q Im δ‖2

2 + ‖QRe δ‖2
2) = κ‖Qδ‖2

2 . (2.4.37)

The assumption 〈φ|φR〉 ≥ 0 implies that

‖Qδ‖2
2 = ‖δ‖2

2 − 〈δ|φR〉2 = ‖δ‖2
2

(
1− 1

4‖δ‖
2
2

)
≥ 1

2‖δ‖
2
2 (2.4.38)

and hence
〈Im δ|L−|Im δ〉+ 〈Re δ|QL+Q|Re δ〉 ≥ κ

2‖δ‖
2
2. (2.4.39)

Next we want to improve this lower bound by including the full H1-norm of δ. We can do this
by exploiting the explicit form of L+ and L−. Indeed, by the boundedness of VφR ,

L− ≥ −∆− C . (2.4.40)
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2. Pekar Functional on a Ball

Using the smoothness of φR, it not difficult to see that also

QL+Q ≥ −∆− C . (2.4.41)

In particular,

〈Im δ|L−|Im δ〉+ 〈Re δ|QL+Q|Re δ〉 ≥ 〈δ|−∆− C|δ〉 = ‖∇δ‖2
2 − C‖δ‖2

2. (2.4.42)

By interpolating between (2.4.39) and (2.4.42), we have

〈Im δ|L−|Im δ〉+ 〈Re δ|QL+Q|Re δ〉 ≥
[
κ(1− α)

2 − Cα
]
‖δ‖2

2 + α‖∇δ‖2
2 (2.4.43)

for any 0 ≤ α ≤ 1. By choosing α = κ
2+κ+2C and substituting in (2.4.36), we obtain

ER(φ) ≥ ER(φR) + κ

2 + κ+ 2C ‖∇δ‖
2
2 +O(‖δ‖3

H1(BR)). (2.4.44)

In particular, there exist c > 0 and K > 0 such that, if ‖δ‖H1(BR) ≤ c, then

ER(φ) ≥ ER(φR) +K‖∇(φ− φR)‖2
2 . (2.4.45)

In words, we have shown that the desired coercivity estimate holds locally, in the sense that it
holds whenever the H1-norm of δ is sufficiently small.

Step 2: Suppose by contradiction that we cannot find a KR such that (2.4.32) holds globally
on H1

0 (BR). Then there exist φn ∈ H1
0 (BR) with ‖φn‖2 = 1 and 〈φn|φR〉 ≥ 0 such that

ER(φn) ≤ ER(φR) + 1
n
‖∇(φR − φn)‖2

2 (2.4.46)

for any n ∈ N. At the same time, we recall that by the estimate (2.2.3), we have

ER(φn) ≥ 1
2‖∇φn‖

2
2 − C. (2.4.47)

By combining the two inequalities, we see that φn is bounded in H1(BR). Thus, also
‖∇(φR − φn)‖2

2 is bounded, which implies that ER(φn)→ ER(φR), i.e., φn is a minimizing
sequence. Therefore, up to subsequences, φn is converging in H1 to a minimizer, i.e., to
eiθφR for some θ ∈ [0, 2π), by the compactness properties exploited in the proof of Theorem
2.2.1. (There, only L2-convergence and weak H1-convergence are proved, but the strong
H1-convergence follows immediately from the convergence of the individual parts of the
functional.) The assumption 〈φn|φR〉 ≥ 0 implies that ‖φn − φR‖2 ≤ ‖φn − eiθφR‖2 → 0,
which in turn implies that θ = 0. Thus, we find a contradiction since φn → φR in H1 and we
can use the local result of step 1.

Remark 2.4.2. As explained in Remark 2.3.2, uniqueness of minimizers may fail on general
domains, which implies that also (2.1.4) fails in this case. We still believe the bound to hold
locally even if uniqueness fails, however. In other words, the Hessian at the minimizer(s)
should be non-degenerate, in which case step 1 in the previous proof still applies. Uniqueness
of minimizers enters only in step 2.
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2.5. Appendix A: Uniqueness Properties for the Radial Euler–Lagrange Equation

Remark 2.4.3. As a final remark, we point out that all the results in this paper can be
obtained also if considering, instead of the Pekar functional (2.1.1) on a ball, the Pekar
functional on the full space, restricted to functions in H1

0 (BR) (extended by 0 outside BR), i.e.,
the functional (2.1.5). Indeed, existence of minimizers can be shown exactly as in Section 3,
as well as regularity of minimizers. To show that minimizers must be radial, one needs to use
the strong form of the Riesz inequality proved in [76] instead of Talenti’s inequality. Note that
on radial functions the two functionals ER and ẼR differ only by a constant 1/R (by Newton’s
Theorem), i.e., if φ ∈ H1

0 (BR) is radial and L2-normalized then

ER(φ) = ẼR(φ) + 1
R
. (2.4.48)

In particular, the two functionals have the same minimizers.

The non-degeneracy results for the Hessian can also be extended to ẼR. If we denote by H̃R

the Hessian of ẼR at φR, we have

H̃R(φ) = 〈Imφ|L−|Imφ〉+ 〈QReφ|L̃+|QReφ〉 . (2.4.49)

Here, Q = 11−|φR〉〈φR| as above, L± is defined in (3.3.69), and L̃+ = L+−4X2 = L−−4X1
with X1,2 defined in (2.4.5). The decomposition (2.4.49) implies that the study of imaginary
perturbations can be carried out as above. For real perturbations, we can again decompose
the Hessian w.r.t. spherical harmonics, and carry out the analysis in each angular momentum
sector separately. For l = 0, i.e., for radial functions, we can argue exactly as in the proof
of Proposition 2.4.1, since the modification of the interaction kernel only affects the term σ
in (2.4.11), leaving the operator L+ unchanged. For l ≥ 1, we have actually already shown
above that L̃+ > 0 on Hl. Also the proof of Theorem 2.1.2 carries over to the modified
interaction kernel without change. We thus conclude that Theorems 2.1.1 and 2.1.2 are also
valid, as stated, for the functional ẼR.

2.5 Appendix A: Uniqueness Properties for the Radial
Euler–Lagrange Equation

In this section we show two Lemmas dealing with the radial Euler–Lagrange equation (2.3.1).
The first one proves uniqueness of solutions with the same boundary conditions at r = 0. We
recall that Uφ = 4π

∫ r
0 s

2(1
s
− 1

r
)|φ(s)|2ds. We take the eigenvalue νφ = 1 for simplicity, which

can be achieved by a suitable rescaling.

Lemma 2.5.1. Let v1, v2 ∈ C2([0, T ]) be two solutions of


−v′′(r)− 2

r
v′(r) + 2Uv(r)v(r) = v(r) r ∈ [0, T ]

v(0) = a,

v′(0) = 0
(2.5.1)

for some a ∈ R and T > 0. Then v1 = v2 in [0, T ].
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2. Pekar Functional on a Ball

Proof. Let σi(r) := rvi(r). Then σ′i(r) = vi(r) + rv′i(r) and σ′′i = 2Uviσi − σi. By applying
Taylor’s formula with remainder in integral form, and denoting Ir := [0, r], we have

|σ1(r)− σ2(r)| ≤
∣∣∣∣∫ r

0
[σ1(s)(2Uv1(s)− 1)− σ2(s)(2Uv2(s)− 1)] (r − s)ds

∣∣∣∣
≤
∫ r

0
(r − s)|σ1(s)− σ2(s)|ds+ 2

∫ r

0
(r − s)|σ1(s)Uv1(s)− σ2(s)Uv2(s)|ds

≤ r2
[
‖σ1 − σ2‖L∞(Ir)(1

2 + ‖Uv1‖L∞(Ir)) + ‖σ2‖L∞(Ir)‖Uv1 − Uv2‖L∞(Ir)
]
. (2.5.2)

Boundedness of v1,2 implies that ‖Uv1‖L∞(Ir) ≤ Cr2 and ‖σ2‖L∞(Ir) ≤ Cr for suitable
constants C. Elementary computations also show that ‖Uv1−Uv2‖L∞(Ir) ≤ Cr‖σ1−σ2‖L∞(Ir).
In particular, from (2.5.2) we conclude that

‖σ1 − σ2‖L∞(Ir) ≤ r2(1
2 + Cr2)‖σ1 − σ2‖L∞(Ir). (2.5.3)

Thus, σ1 = σ2 on Iδ whenever δ2(1
2 + Cδ2) < 1, and we have local uniqueness of solutions

for (3.3.6). The same computations can be carried out mutatis mutandis by considering an
arbitrary starting point instead of 0. In particular, we can go from local uniqueness to global
uniqueness by iteration of the argument: if the two functions only coincide in a maximal
interval [0, T ∗] with T ∗ < T (note that by continuity they necessarily coincide on a closed
interval) then we get a contradiction by applying the argument with starting point T ∗.

The second Lemma is concerned with uniqueness of solutions with the same boundary conditions
at r = R. In particular, we want to show that if a function vanishes at R, its derivative there
must be non-zero, unless the function is identically zero. The proof proceeds along the same
lines as above, but is slightly simpler since it suffices to consider here the case where the
potential is fixed to be UφR , with φR the unique minimizer of the Pekar functional, i.e., we
only consider the linearized equation.

Lemma 2.5.2. The derivative of φR satisfies

lim
r↗R

φ′R(r) = c for some c < 0. (2.5.4)

Proof. Integrating Eq. (2.3.1) using that φ′R(0) = 0, we have

φ′R(r) = 1
r2

∫ r

0
s2 (2UφR(s)− νφR)φR(s)ds. (2.5.5)

From this we deduce that the limit in (2.5.4) exists and is finite, and by the monotonicity of φR
it must be non-positive. Suppose that φ′R(R) = 0 and consider the function σ(r) := rφR(r),
which then satisfies 

σ′′ = (2UφR − νφR) σ in [0, R]
σ(R) = 0,
σ′(R) = 0.

(2.5.6)

Using Taylor expansion (w.r.t. R) with remainder in integral form, we have

σ(r) =
∫ R

r
(s− r)σ′′(s)ds =

∫ R

r
(s− r) (2UφR(s)− νφR) σ(s)ds. (2.5.7)

Since UφR is bounded,
|σ(r)| ≤ C(R− r)2‖σ‖L∞([r,R]), (2.5.8)

which implies that σ ≡ 0 on [r̄, R] if r̄ is such that C(R − r̄)2 < 1. This is a contradiction
since φR > 0 on BR.
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2.6 Appendix B: Convergence Results
In this section we shall show that the Pekar minimizer φR and its energy ER converge to the
corresponding full space quantities as R → ∞. Recall that we have shown above that, for
each R > 0, there exists a unique positive minimizer φR of ER (for L2-normalized functions in
H1

0 (BR)). On the other hand, it was shown in [76] that there exists a unique positive and
radial Ψ minimizing the full space Pekar functional

E(φ) =
∫
R3
|∇φ|2dx−

∫
R3

∫
R3

|φ(x)|2|φ(y)|2

|x− y|
dxdy =: T (φ)−W (φ). (2.6.1)

(for L2-normalized functions in H1(R3)). Our goal is to show that φR → Ψ (in H1(R3)-norm,
as well as pointwise) as R→∞, and that ER → E∞ := E(Ψ). We start with the latter.

Proposition 2.6.1. limR→∞ER = E∞

Proof. We start by approximating Ψ with functions in H1
0 (BR). Consider the sequence of

cutoff functions

ηR(x) =


1 x ∈ BR/2,
2(R−|x|)

R
x ∈ BR \BR/2,

0 x ∈ Bc
R.

(2.6.2)

We claim that ΨR := ηRΨ → Ψ in H1(R3) and that ER(ΨR) → E(Ψ) = E∞. The
L2-convergence of ΨR to Ψ is immediate. Moreover,∫

R3
|∇(ΨR −Ψ)|2dx ≤ 2

∫
R3
|(ηR − 1)∇Ψ|2dx+ 2

∫
R3
|Ψ∇ηR|2dx

≤ 2
∫
Bc
R/2

|∇Ψ|2dx+ 8
R2

∫
BR\BR/2

|Ψ|2dx→ 0 (2.6.3)

as R→∞, showing the H1-convergence. To show ER(ΨR)→ E(Ψ), we first observe that
H1-convergence implies the convergence of the L2-norms of the gradients and hence that
TR(ΨR)→ T (Ψ). Moreover, from Newton’s Theorem and the fact that the functions ΨR are
radial, we get

WR(ΨR) = W (ΨR) + 1
R
‖ΨR‖4

2. (2.6.4)

We can then apply dominated convergence to show W (ΨR)→ W (Ψ) and conclude that our
claim holds.
It is now straightforward to conclude convergence of the minima. Indeed, using that ‖ΨR‖2 <
‖Ψ‖2 = 1, we have

E∞ ← ER(ΨR) = ‖ΨR‖2
2

(
TR(ΨR/‖ΨR‖2)− ‖ΨR‖2

2WR(ΨR/‖ΨR‖2)
)
≥ ‖ΨR‖2

2ER.

(2.6.5)
On the other hand,

ER = ER(φR) ≥ E(φR) ≥ E∞. (2.6.6)
Therefore, necessarily ER → E∞.

From the the previous Proposition, we readily deduce that φR is a minimizing sequence for the
full space Pekar functional (2.6.1). We can then proceed as in the proof of [76, Theorem 7]
to conclude that φR is converging to Ψ pointwise, weakly in H1(R3) and strongly in L2(R3).
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2. Pekar Functional on a Ball

This latter statement implies also the convergence of the interaction energies, and since we
have already proven the convergence of the full energies in Prop. 2.6.1, we conclude that
also ‖∇φR‖2 → ‖∇Ψ‖2. In combination with weak H1-convergence, this implies strong
H1-convergence, and thus completes the proof of the convergence of the minimizers.

Remark 2.6.1. It is also possible to frame this discussion in the language of Γ-convergence
of the functionals ER to E w.r.t. the H1(R3)-norm. The corresponding liminf inequalities are
readily shown to hold, and it is possible to recast the cutoff argument to construct recovery
sequences for any Φ ∈ H1(R3) (which requires a little extra work for non-radial functions). In
order to deduce the convergence of minimizers, one still needs to employ the methods in [76]
in order to conclude equi-mild-coercivity of the functionals, however.
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CHAPTER 3
The Strongly Coupled Polaron on the
Torus: Quantum Corrections to Pekar

Asymptotics

This Chapter contains the work

• Dario Feliciangeli and Robert Seiringer. The strongly coupled polaron on the torus:
quantum corrections to the Pekar asymptotics. arXiv preprint arXiv:2101.12566, 2021.

Abstract

We investigate the Fröhlich polaron model on a three-dimensional torus, and give a proof of
the second-order quantum corrections to its ground-state energy in the strong-coupling limit.
Compared to previous work in the confined case, the translational symmetry (and its breaking
in the Pekar approximation) makes the analysis substantially more challenging.

3.1 Introduction
The underlying physical system we are interested in studying is that of a charged particle (e.g.,
an electron) interacting with the quantized optical modes of a polar crystal (called phonons).
In this situation, the electron excites the phonons by inducing a polarization field, which, in
turn, interacts with the electron. In the case of a ‘large polaron’ (i.e., when the De Broglie
wave-length of the electron is much larger than the lattice spacing in the medium), this system
is described by the Fröhlich Hamiltonian [47], which represents a simple and well-studied model
of non-relativistic quantum field theory (see [1, 44, 52, 89, 109, 111] for properties, results
and further references).
A key parameter that appears in the problem is the coupling constant, usually denoted by α.
We study the strong coupling regime of the model, i.e., its asymptotic behavior as α→∞.
In this limit, the ground state energy of the Fröhlich Hamiltonian agrees to leading order with
the prediction of the Pekar approximation [95], which assumes a classical behavior for the
phonon field. This was first proved in [30], using a path integral approach (see also [91] and
[92], for recent work on the polaron process [111]). Later, the result was improved in [82], by
providing explicit bounds on the leading order correction term.
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3. The Strongly Coupled Polaron on the Torus

The object of our study is, precisely, the main correction to the classical (Pekar) approximation
of the polaron model, i.e., the leading error term in the aforementioned asymptotics for the
ground state energy. Such correction is expected to be of order O(α−2) smaller than the
leading term, and arises from the quantum fluctuations about the classical limit [3]. This claim
was first verified rigorously in [41], where both the electron and the phonon field are confined
to a bounded domain (of linear size adjusted to the natural length scale set by the Pekar
ansatz) with Dirichlet boundary conditions. Such restriction breaks translation invariance
and simplifies the structure of the Pekar problem in comparison with the unconfined case,
guaranteeing, at least in the case of the domain being a ball [32], uniqueness up to phase of
the Pekar minimizers and non-degeneracy of the Hessian of the Pekar functional. We build
upon the strategy developed in [41] to treat the ultraviolet singularity of the model, which
in turn relies on multiple application of the Lieb–Yamazaki commutator method [83] and a
subsequent use of Nelson’s Gross transformation [58, 94].
The key novelty of the present work is to deal with a translation invariant setting. We
investigate the quantum correction to the Pekar approximation of the polaron model on a
torus, and prove the validity of the predictions in [3] also in this setting. As a first step, we
analyze the structure of the set of minimizers of the corresponding Pekar functional, proving
uniqueness of minimizers up to symmetries, which was so far known to hold only in the
unconfined case [76, 70] and on balls with Dirichlet boundary conditions [32]. The translation
invariance leads to a degeneracy of the Hessian of the Pekar functional and corresponding
zero modes, substantially complicating the analysis of the quantum fluctuations. In order
to ‘flatten’ the surface of minimizers, we introduce a convenient diffeomorphism inspired by
formal computations in [59], which effectively allows us to decouple the zero modes.

3.2 Setting and Main Results
3.2.1 The Model
We consider a 3-dimensional flat torus of side length L > 0. We denote by ∆L the Laplacian
on T3

L and by ∆−1
L (x, y) the integral kernel of its ‘inverse’, which we define by ∆L

[
∆−1
L ( · , y)

]
= δy∫

T3
L

∆−1
L (x, y)dx = 0.

(3.2.1)

An explicit formula for ∆−1
L (x, y) is given by

−∆−1
L (x, y) =

∑
06=k∈ 2π

L
Z3

1
|k|2

eik·(x−y)

L3 , (3.2.2)

which, for any x ∈ T3
L, yields an L2 function of y, its Fourier coefficients being in `2.

Analogously we define ∆−sL for any s > 0. In the following, we identify T3
L with the box

[−L/2, L/2]3 ⊂ R3, and the Laplacian with the corresponding one on [−L/2, L/2]3 with
periodic boundary conditions.
Let

vL(y) := −∆−1/2
L (0, y) =

∑
06=k∈ 2π

L
Z3

1
|k|

e−ik·y

L3 , (3.2.3)
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and vxL(y) := vL(y − x). The Fröhlich Hamiltonian [47] for the polaron is given by

HL := −∆L ⊗ 11 + 11⊗ N− a(vxL)− a†(vxL)

= −∆L ⊗ 11 + 11⊗
∑

k∈ 2π
L
Z3

a†kak −
1

L3/2

∑
06=k∈ 2π

L
Z3

1
|k|

(
ake

ik·x + a†ke
−ik·x

)
, (3.2.4)

acting on L2(T3
L) ⊗ F(L2(T3

L)), where F(L2(T3
L)) denotes the bosonic Fock space over

L2(T3
L). The number operator, denoted by N, accounts for the field energy, whereas −∆L

accounts for the electron kinetic energy. The creation and annihilation operators for a plane
wave of momentum k are denoted by a†k and ak, respectively, and they are assumed to satisfy
the rescaled canonical commutation relations

[ak, a†j] = α−2δk,j. (3.2.5)

In light of (3.2.5), N has spectrum σ(N) = α−2{0, 1, 2, . . . }. We note that the definition
(3.2.4) is somewhat formal, since vL 6∈ L2(T3

L). It is nevertheless possible to define HL via
the associated quadratic form, and to find a suitable domain on which it is self-adjoint and
bounded from below (see [57], or Remark 3.4.1 in Section 3.4 below).
We shall investigate the ground state energy of HL, for fixed L and α→∞.

Remark 3.2.1. By rescaling all lengths by α, HL is unitarily equivalent to the operator
α−2H̃L, where H̃L can be written compactly as

H̃L = −∆α−1L −
√
α
[
ã(vxα−1L) + ã†(vxα−1L)

]
+ Ñ, (3.2.6)

with the creation and annihilation operators ã† and ã now satisfying the (un-scaled) canonical
commutation relations [ã(f), ã†(g)] = 〈f |g〉, and Ñ the corresponding number operator. Large
α hence corresponds to the strong-coupling limit of a polaron confined to a torus of side length
Lα−1. We find it more convenient to work in the variables defined in (3.2.4), however.

Remark 3.2.2. The Fröhlich polaron model is typically considered without confinement,
i.e., as a model on L2(R3) ⊗ F(L2(R3)) with electron-phonon coupling function given by
(−∆R3)−1/2(x, y) = (2/π)1/2|x− y|−2. In the confined case studied in [41], R3 was replaced
by a bounded domain Ω, and thus the electron-phonon coupling function was given by
(−∆Ω)−1/2(x, y), where −∆Ω denotes the Dirichlet Laplacian on Ω. The latter setting,
similarly to ours, has the advantage of guaranteeing compactness for the corresponding inverse
Laplacian, which is a key technical ingredient both for [41] and our main results. In addition,
for generic domains Ω the Pekar functional has a unique minimizer up to phase (which is
proved in [32] for Ω a ball, and enters the analysis in [41] for general Ω as an assumption).
Compared with [41], setting the problem on the torus (or on R3) introduces the extra difficulty
of having to deal with translation invariance and a whole continuum of Pekar minimizers.
Hence the present work can be seen as a first step in the direction of generalizing the results
of [41] to the case of R3.

3.2.2 Pekar Functional(s)
For ψ ∈ H1(T3

L), ‖ψ‖2 = 1, and ϕ ∈ L2
R(T3

L), we introduce the classical energy functional
corresponding to (3.2.4) as

GL(ψ, ϕ) := 〈ψ|hϕ|ψ〉+ ‖ϕ‖2
2, (3.2.7)
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3. The Strongly Coupled Polaron on the Torus

where hϕ is the Schrödinger operator

hϕ := −∆L + Vϕ, Vϕ := 2∆−1/2
L ϕ. (3.2.8)

We define the Pekar energy as

eL := min
ψ,ϕ
GL(ψ, ϕ). (3.2.9)

In the case of R3, it was shown in [30] and [82] that the infimum of the spectrum of the Fröhlich
Hamiltonian converges to the minimum of the corresponding classical energy functional as
α → ∞. In [41], it was shown that the same holds for the model confined to a bounded
domain with Dirichlet boundary conditions and the subleading correction in this asymptotics
was computed. Our goal is to extend the results of [41] to the case of T3

L.

We define the two functionals

EL(ψ) := min
ϕ
GL(ψ, ϕ), FL(ϕ) := min

ψ
GL(ψ, ϕ), (3.2.10)

and their respective sets of minimizers

ME
L :=

{
ψ ∈ H1(T3

L) | ‖ψ‖2 = 1, EL(ψ) = eL
}
, (3.2.11)

MF
L := {ϕ ∈ L2

R(T3
L) | FL(ϕ) = eL}. (3.2.12)

Clearly, EL is invariant under translations and changes of phase and FL is invariant under
translations. It is thus useful to introduce the notation

ΘL(ψ) := {eiθψy( · ) := eiθψ( · − y) | θ ∈ [0, 2π), y ∈ T3
L}, (3.2.13)

ΩL(ϕ) = {ϕy | y ∈ T3
L}, (3.2.14)

for ψ ∈ H1(T3
L) and ϕ ∈ L2

R(T3
L), respectively.

Our first result, Theorem 3.2.1 (or, more precisely, Corollary 3.2.1) is a fundamental ingredient
to prove our main result, Theorem 3.2.2. It concerns the uniqueness of minimizers of EL
up to symmetries and shows the validity of a quadratic lower bound for EL in terms of the
H1-distance from the surface of minimizers. We shall prove these properties for sufficiently
large L.

Theorem 3.2.1 (Uniqueness of Minimizers and Coercivity for EL). There exist L1 > 0 and a
positive constant κ1 independent of L, such that for L > L1 there exists 0 < ψL ∈ C∞(T3

L)
such that

eL < 0, ME
L = ΘL(ψL). (3.2.15)

Moreover ψyL 6= ψL for any 0 6= y ∈ T3
L and, for any L2-normalized f ∈ H1(T3

L),

EL(f)− eL ≥ κ1 dist2
H1

(
ME

L, f
)
. (3.2.16)

These properties of EL translate easily to analogous properties for the functional FL, as stated
in the following corollary.
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Corollary 3.2.1 (Uniqueness of Minimizers and Coercivity for FL). For L > L1 (where L1 is
the same as in Theorem 3.2.1) there exists ϕL ∈ C∞(T3

L) such that

MF
L = ΩL(ϕL). (3.2.17)

Moreover, with ψL as in Theorem 3.2.1, we have

ϕL = σψL := (−∆L)−1/2|ψL|2, ψL = unique positive g.s. of hϕL . (3.2.18)

Finally, there exists κ′ > 0 independent of L such that, for all ϕ ∈ L2(T3
L),

FL(ϕ)− eL ≥ min
y∈T3

L

〈ϕ− ϕyL|11− (11 + κ′(−∆L)1/2)−1|ϕ− ϕyL〉+
∣∣∣∣∣L−3/2

∫
T3
L

ϕ

∣∣∣∣∣
2

, (3.2.19)

and this implies

FL(ϕ)− eL ≥ τL dist2
L2(MF

L , ϕ) (3.2.20)

with τL := κ′(2π/L)2

1+κ′(2π/L)2 .

In the case of R3, similar results are known to hold. In particular, the analogue of (3.2.15)
was shown in [76] and the analogue of (3.2.16) follows from the results in [70]. In the case of
a bounded domain with Dirichlet boundary conditions, an equivalent formulation of Theorem
3.2.1 was taken as working assumption in [41]. In the case of a ball in R3 with Dirichlet
boundary conditions, the analogue of Theorem 3.2.1 was proved in [32]. In both the case of
R3 and of balls, rotational symmetry plays a key role in the proof of these results. Rotational
symmetry is not present in our setting, hence a different approach is required. Our method of
proof of Theorem 3.2.1 relies on a comparison of the models on T3

L and R3, for large L. As a
consequence, our analysis does not yield quantitative estimates on L1.

To state our main result, which also holds in the case L > L1, we need to introduce the
Hessian of the functional FL at its unique (up to translations) minimizer ϕL,

lim
ε→0

1
ε2 (FL(ϕL + εφ)− eL) =: 〈φ|HFLϕL |φ〉 ∀φ ∈ L2

R(T3
L). (3.2.21)

An explicit computation gives (see Proposition 3.3.4)

HFLϕL = 11− 4(−∆L)−1/2ψL
QψL

hϕL − inf spechϕL
ψL(−∆L)−1/2, (3.2.22)

where hϕL is defined in (3.2.8), ψL is interpreted as a multiplication operator and QψL :=
11−|ψL〉 〈ψL|. Clearly, by minimality of ϕL, HFLϕL ≥ 0, and it is also easy to see that HFLϕL ≤ 1.
We shall show that HFLϕL has a three-dimensional kernel, given by span{∇ϕL}, corresponding
to the invariance under translations of the functional. Note that we could define the Hessian
of FL at any other minimizer ϕyL, obtaining a unitarily equivalent operator HFLϕyL .

3.2.3 Main Result
Recall the definition (3.2.9) for the Pekar energy eL as well as (3.2.22) for the Hessian of FL
at its minimizers, for L > L1. Our main result is as follows.
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Theorem 3.2.2. For any L > L1, as α→∞

inf specHL = eL −
1

2α2 Tr
(
11−

√
HFLϕL

)
+ o(α−2). (3.2.23)

More precisely, the bounds

−CLα−1/7 ≤ α2 inf specHL − α2eL + 1
2 Tr

(
11−

√
HFLϕL

)
≤ CLα

−2/11 (3.2.24)

hold for some CL > 0 and α sufficiently large.

The trace appearing in (3.2.23) and (3.2.24) is over L2(T3
L). Note that, since HFLϕL ≤ 1, the

coefficient of α−2 in (3.2.23) is negative.
In the case of bounded domains with Dirichlet boundary conditions, an analogue of Theorem
3.2.2 was proven in [41] (where logarithmic corrections appear in the bounds that correspond
to (3.2.24) as a consequence of technical complications due to the boundary). Showing the
validity of an analogous result on R3 still remains an open problem, however. Indeed, the
constant CL appearing in the lower bound in (3.2.24) diverges as L→∞. On the other hand,
our method of proof used in Section 3.4.1 to show the upper bound in (3.2.24) does apply,
with little modifications, to the full space case. In any case, both the upper and lower bound
are expected to hold in the case of R3 as well [3, 59, 41, 109].
Compared to the results obtained in [41], Theorem 3.2.2 deals with the additional complication
of the invariance under translations of the problem, which implies that the set of minimizers
of FL is a three-dimensional manifold. This substantially complicates the proof of the lower
bound in (3.2.24), as we shall see in Section 3.4.3. In particular, we need to perform a precise
local study around the manifold of minimizers ΩL(ϕL), which we carry out by introducing a
suitable diffeomorphism (inspired by [59]).

Remark 3.2.3 (Small L Regime). As we show in Lemma 3.3.2, there exists L0 > 0 such
that the analogue of Theorem 3.2.1 for L < L0 can be proven with a few-line-argument. In
this case, EL is simply non-negative and is therefore minimized by the constant function. In
particular, eL = 0 and ϕL = 0.
Also an analogue of Theorem 3.2.2 can be proven in the regime L < L0, i.e., it is possible to
show that for L < L0 there exists CL > 0 such that

−CLα−1/7 ≤ α2 inf specHL + 1
2

∑
06=k∈ 2π

L
Z3

(
1−

√
1− 4

L3|k|4

)
≤ CLα

−2/11 (3.2.25)

for large α. In this case (unlike the regime L > L1 where the set of minimizers MF
L is a

three-dimensional manifold) MF
L only consists of the 0 function, and this allows to follow

essentially the same arguments of [41] (with only small modifications, which are also needed
in the regime L > L1 and hence are discussed in this paper). We shall therefore not carry out
the details of this analysis here.
Whether uniqueness of Pekar minimizers up to symmetries holds for all L > 0 (i.e., also in the
regime L0 ≤ L ≤ L1) remains an open problem.

Throughout the paper, we use the word universal to describe any constant (which is generally
denoted by C) or property that is independent of all the parameters involved and in particular
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independent of L, for L ≥ L0 (for some fixed L0 > 0). Also, we write a . b whenever a ≤ Cb
for some universal and positive C. We write CL whenever a constant depends on L but is
otherwise universal with respect to all other parameters. Finally, we write a .L b whenever
a ≤ CLb for some positive CL.

3.2.4 Structure of the Paper
In Section 3.3 we study the properties of the Pekar functionals EL and FL, showing the validity
of Theorem 3.2.1, Corollary 3.2.1, as well as some other important properties of FL. In Section
3.4 we prove Theorem 3.2.2.

3.3 Properties of the Pekar Functionals
In this section we derive important properties of the functionals EL and FL, introduced in
(3.2.10). In Section 3.3.1, we show the validity of Theorem 3.2.1, relying on the comparison
of the models on T3

L and R3 for large L. In Section 3.3.2, we study the functional FL. In
particular, we prove Corollary 3.2.1 and compute the Hessian of FL at its minimizers.
Given a function f ∈ L2(T3

L) and k ∈ 2π
L
Z3, we denote by fk the k-th Fourier coefficient of

f . We also denote

f̂ := f − L−3
∫
T3
L

f. (3.3.1)

We shall use the following definition of fractional Sobolev semi-norms for functions f ∈ L2(T3
L),

0 6= s ∈ R:

‖f‖2
H̊s(T3

L) = 〈f |(−∆L)s|f〉 =
∑

06=k∈ 2π
L
Z3

|k|2s|fk|2. (3.3.2)

3.3.1 Study of EL
An important role in this analysis is played by the full-space Pekar functional, of which we
recall the definition: let ψ ∈ H1(R3) be an L2(R3)-normalized function, then

E(ψ) :=
∫
R3
|∇ψ(x)|2dx−

∫
R3

∫
R3
ρψ(x)(−∆R3)−1(x, y)ρψ(y)dxdy =: T (ψ)−W (ψ),

(3.3.3)

where ρψ := |ψ|2 and (−∆R3)−1(x, y) = (4π)−1|x − y|−1. By a simple completion of the
square, it is straightforward to see that EL, defined in (3.2.10), can also be written as

EL(ψ) =
∫
T3
L

|∇ψ(x)|2dx−
∫
T3
L

∫
T3
L

ρψ(x)(−∆L)−1(x, y)ρψ(y)dxdy =: TL(ψ)−WL(ψ),

(3.3.4)

for any L2-normalized ψ ∈ H1(T3
L). To compare the two, we need the following Lemma.

Lemma 3.3.1. There exists a universal constant C such that

sup
x,y∈T3

L

∣∣∣(−∆−1
L (x, y)− (4π)−1(distT3

L
(x, y))−1

∣∣∣ ≤ C

L
. (3.3.5)
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Proof. We define FL(x) := −∆−1
L (x, 0) and F (x) = (4π)−1|x|−1 and observe that our

statement is equivalent to showing that

‖FL − F‖L∞([−L/2,L/2]3) ≤
C

L
. (3.3.6)

By definition, we have FL(x) = 1
L
F1( x

L
). Hence, (3.3.6) is equivalent to

‖F1 − F‖L∞([−1/2,1/2]3) ≤ C. (3.3.7)

Again by definition, F1 − F is harmonic (distributionally and hence also classically) on
(R3 \ {Z3})∪{0} (when F1, and only F1, is extended to the whole space by periodicity). Thus
we conclude that F1−F is in C∞ ((−1, 1)3) and, in particular, bounded on [−1/2, 1/2]3.

The previous discussion, combined with Lemma 3.3.1, suggests that EL formally converges to
E as L → ∞. As we shall see, this convergence can be made rigorous, and allows to infer
properties of EL by comparing it to E , in the large L regime.
We recall here the main known results about the full-space Pekar functional. As shown in [76],
E admits a unique positive and radially decreasing minimizer Ψ which is also smooth, the set
of minimizers of E coincides with

Θ(Ψ) := {eiθΨ y | θ ∈ [0, 2π), y ∈ R3}, (3.3.8)

and Ψ satisfies the Euler–Lagrange equation

(−∆R3 + VσΨ − µΨ )Ψ = 0, (3.3.9)

with

VσΨ = 2∆−1
R3 |Ψ |2, µΨ = T (Ψ)− 2W (Ψ). (3.3.10)

We denote by e∞ the infimum of E over L2-normalized functions in H1(R3), i.e.,

e∞ := E(Ψ). (3.3.11)

Furthermore, as was shown in [70], the Hessian of E at its minimizers is strictly positive above
the trivial zero modes resulting from the invariance under translations and changes of phase.
This implies the validity of the following Theorem, which is not stated explicitly in [70] but
can be obtained by standard arguments (see, e.g., [35, Appendix A], [43]) as a consequence
of the results therein contained.

Theorem B. There exists a constant C > 0, such that, for any L2-normalized f ∈ H1(R3)

E(f)− e∞ ≥ C dist2
H1 (Θ(Ψ), f) . (3.3.12)

We now dwell on the study of the properties of EL. In Section 3.3.1 we derive an important
preliminary result, namely Proposition 3.3.1. It formalizes in a mathematical useful way the
concept of EL converging to E . In Section 3.3.1, we study the Hessian of EL, showing that
it converges (in the sense of Proposition 3.3.2) to the Hessian of E and therefore is strictly
positive above its trivial zero modes for large L. Finally, in Section 3.3.1 we use the results
obtained in Sections 3.3.1 and 3.3.1 to show the validity of Theorem 3.2.1.
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We remark that our approach differs from the one used on R3 and on balls to show, for the
related E-functional, uniqueness of minimizers and strict positivity of the Hessian (see [76]
and [70] for the case of R3 and [32] for the case of balls). In those cases, rotational symmetry
allows to first show uniqueness of minimizers and then helps to derive the positivity of the
Hessian at the minimizers. We take somewhat the opposite road: comparing EL to E , we first
show that minimizers (even if not unique) all localize around the full-space minimizers (see
Proposition 3.3.1) and that the Hessian at each minimizer is universally strictly positive (see
Proposition 3.3.2) for large L. We then use these two properties to derive, as a final step,
uniqueness of minimizers.

Preliminary Results

The next Lemma proves the existence of minimizers for any L > 0. Moreover, it shows
that there exists L0 > 0 such that, for L < L0, EL is strictly positive on any non-constant
L2-normalized function, as already mentioned in Remark 3.2.3.

Lemma 3.3.2. For any L > 0, eL in (3.2.9) is attained, and there exists a universal constant
C > 0 such that eL > −C. Moreover, there exists L0 > 0 such that, for L < L0, EL(ψ) > 0
for any non-constant L2-normalized ψ.

Proof. We consider any L2-normalized ψ ∈ H1(T3
L) and begin by observing that in terms of

the Fourier coefficients we have

WL(ψ) =
∑

06=k∈ 2π
L
Z3

|(ρψ)k|2

|k|2
, (3.3.13)

(ρψ)k =
∑

j∈ 2π
L
Z3

ψ̄jψj+k
L3/2 = (ρψ̂)k + ψ̄0ψk

L3/2 + ψ̄−kψ0

L3/2 . (3.3.14)

By Parseval’s identity |ψ0| ≤ 1 and thus, using the Cauchy–Schwarz inequality, we can deduce
that

|(ρψ)k|2 ≤

L−3,

3|(ρψ̂)k|2 + 3
L3 (|ψk|2 + |ψ−k|2).

(3.3.15)

Therefore

WL(ψ) ≤ 3

 ∑
06=k∈ 2π

L
Z3

|(ρψ̂)k|2

|k|2

+ 6
L3

 ∑
06=k∈ 2π

L
Z3

|ψk|2

|k|2


≤ 3WL(ψ̂) + 6

(2π)2L
‖ψ̂‖2

L2(T3
L). (3.3.16)

We can bound both terms on the r.h.s. in two different ways, one which is good for small L
and one which is good for all the other L. Indeed, by applying estimate (3.3.15) and using
the Poincaré-Sobolev inequality (see [78], chapter 8) on the zero-mean function ψ̂, we get

WL(ψ̂) ≤

 ∑
06=k∈ 2π

L
Z3

|(ρψ̂)k|2

|k|4


1/2 ∑

06=k∈ 2π
L
Z3

|(ρψ̂)k|2


1/2

. L2‖(ρψ̂)k‖l∞‖ψ̂‖2
L4(T3

L)

. L1/2‖ψ̂‖2
L4(T3

L) . L‖ψ̂‖2
L6(T3

L) . LTL(ψ̂) = LTL(ψ). (3.3.17)
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Moreover,

L−1‖ψ̂‖2
L2(T3

L) . LTL(ψ̂) = LTL(ψ). (3.3.18)

Therefore, we can conclude that

WL(ψ) . LTL(ψ) ⇒ EL(ψ) ≥ (1− CL)TL(ψ). (3.3.19)

Thus, for L < L0 := C−1, either ψ ≡ const. and EL(ψ) = 0 or EL(ψ) & TL(ψ) > 0.
Moreover, this also implies

EL(ψ) & TL(ψ) ≥ (2π)2

2L2
0
‖ψ̂‖2

2 + 1
2TL(ψ) & dist2

H1

(
ΘL

( 1
L3/2

)
, ψ
)
, (3.3.20)

which is the analogue of (3.2.16) from Theorem 3.2.1 in the case L < L0.
We now proceed to study the more interesting regime L ≥ L0. By Lemma 3.3.1, splitting
dist−1

T3
L
(x, ·) into an L3/2 part and the remaining L∞ part (whose norms can be chosen

to be proportional to ε and ε−1, respectively, for any ε > 0), and by applying again the
Poincaré-Sobolev inequality, we obtain

WL(ψ̂) ≤
∫
T3
L×T

3
L

ρψ̂(x)ρψ̂(y)
4π distT3

L
(x, y)dxdy + C

L
. ε‖ψ̂‖2

L6(T3
L) + ε−1 + 1 ≤ TL(ψ)

6 + C.

(3.3.21)

Moreover, since L ≥ L0, trivially L−1‖ψ̂‖2
L2(T3

L) . 1 and we can conclude that for any
L2-normalized ψ ∈ H1(T3

L)

WL(ψ) ≤ TL(ψ)
2 + C ⇒ EL(ψ) ≥ TL(ψ)

2 − C. (3.3.22)

From this we can infer that eL ≥ −C for any L. To show existence of minimizers, we observe
that by (3.3.22) any minimizing sequence ψn on T3

L must be bounded in H1(T3
L). Therefore,

there exists a subsequence (which we still denote by ψn for simplicity) that converges weakly in
H1(T3

L) and strongly in Lp(T3
L), for any 1 ≤ p < 6 to some ψ (by the Banach-Alaoglu Theorem

and the Rellich-Kondrachov embedding Theorem). The limit function ψ is L2-normalized and

TL(ψ) ≤ lim inf
n→∞

TL(ψn) (3.3.23)

by weak lower semicontinuity of the norm. Using the L4-convergence of ψn to ψ and the fact
that ‖ · ‖H̊−1(T3

L) . L‖ · ‖L2(T3
L), we finally obtain

|WL(ψn)−WL(ψ)| =
(
‖ρψ‖H̊−1(T3

L) + ‖ρψn‖H̊−1(T3
L)

) ∣∣∣‖ρψ‖H̊−1(T3
L) − ‖ρψn‖H̊−1(T3

L)

∣∣∣
. L‖ρψn − ρψ‖H̊−1(T3

L) . L2‖ρψn − ρψ‖L2(T3
L)

≤ L2‖ψn − ψ‖L4(T3
L)

(
‖ψn‖L4(T3

L) + ‖ψ‖L4(T3
L)

)
→ 0. (3.3.24)

This implies that

EL(ψ) ≤ lim inf
n→∞

EL(ψn) = eL, (3.3.25)

and thus that ψ is a minimizer. Note that, since EL(ψn)→ eL = EL(ψ) by definition of ψn
and, as shown, WL(ψn)→ WL(ψ), it also holds

TL(ψn) = EL(ψn) +WL(ψn)→ EL(ψ) +WL(ψ) = TL(ψ) (3.3.26)

which implies that ψn actually converges to ψ strongly in H1(T3
L).

50



3.3. Properties of the Pekar Functionals

Once we have shown existence of minimizers, we need to investigate more carefully their
properties. Some of them are derived in the following Lemma. Recall that

Vψ = 2∆−1/2
L ψ, σψ = −∆−1/2

L |ψ|2, (3.3.27)

and that, as stated above, we call any property universal which does not depend on L ≥ L0.

Lemma 3.3.3. Let ψ ∈ ME
L (as defined in (3.2.11)). Then ψ satisfies the following Euler-

Lagrange equation

(−∆L + Vσψ − µLψ)ψ = 0, with µLψ = TL(ψ)− 2WL(ψ). (3.3.28)

Moreover, ψ ∈ C∞(T3
L), is universally bounded in H2(T3

L) (and therefore in L∞(T3
L)), has

constant phase and never vanishes. Finally, any L2-normalized sequence fn ∈ H1(T3
Ln) such

that ELn(fn) is universally bounded, is universally bounded in H1(T3
Ln).

Proof. The fact that sequences fn ∈ H1(T3
Ln) of L2-normalized functions for which ELn is

universally bounded are universally bounded in H1(T3
Ln) follows trivially from estimate (3.3.22).

This immediately yields a universal bound on the H1-norm of minimizers.
The Euler–Lagrange equation (3.3.28) for the problem is derived by standard computations
omitted here. By Lemma 3.3.1 and by splitting (distT3

L
(0, · ))−1 in its L3/2 and L∞ parts, we

have

|Vσψ(x)| ≤ 2
∫
T3
L

1
distT3

L
(x, y) |ψ(y)|2dy + C

L
.
(
‖ψ‖2

L6(T3
L) + 1

)
. (TL(ψ) + 1) . (3.3.29)

Therefore, by the universal H1-boundedness of minimizers, Vσψ is universally bounded in
L∞(T3

L), for any ψ ∈ME
L. This immediately allows to conclude universal H̊2 (and hence H2)

bounds for functions inME
L, using the Euler–Lagrange equation (3.3.28), Lemma 3.3.2 and

the universal H1-boundedness of minimizers, which guarantee that

0 ≥ µLψ = 2EL(ψ)− TL(ψ) ≥ −C.

Since L ≥ L0, universal H2-boundedness also implies universal L∞-boundedness of minimizers
by the Sobolev inequality.
For any L > 0, any ψ ∈ME

L satisfies (3.3.28), is in H1(T3
L) and is such that Vσψ ∈ L∞(T3

L).
Therefore ψ also satisfies, for any λ > 0

ψ = (−∆L + λ)−1(−Vσψ + µLψ + λ)ψ. (3.3.30)

In particular, by a bootstrap argument we can conclude that ψ ∈ C∞(T3
L). Moreover, picking

λ > −µLψ + ‖Vσψ‖L∞(T3
L) and using that (−∆L + λ)−1 is positivity improving, we can also

conclude that if ψ ≥ 0 then ψ > 0. By the convexity properties of the kinetic energy (see
[78], Theorem 7.8), we have that TL(|ψ|) ≤ TL(ψ) which implies that if ψ ∈ ME

L then
TL(ψ) = TL(|ψ|) and also |ψ| ∈ ME

L. Hence both ψ and |ψ| are eigenfunctions of the
least and simple (by positivity of one of the eigenfunctions) eigenvalue µLψ = µL|ψ| of the
Schrödinger operator −∆L + Vσψ , which allows us to infer that ψ has constant phase and
never vanishes.

We now proceed to develop the tools that will allow to show the validity of Theorem 3.2.1.
We begin with a simple Lemma.

51



3. The Strongly Coupled Polaron on the Torus

Lemma 3.3.4. For ψ ∈ H1(T3
L),

‖ρψ‖H̊1/8(T3
L) . ‖ψ‖

2
H1(T3

L). (3.3.31)

Proof. We have

‖ρψ‖2
H̊1/8(T3

L) = |〈∇ρψ|∇(∆−7/8
L ρψ)〉|

= 2

∣∣∣∣∣∣∣
∫
T3
L

|ψ(x)|∇(|ψ(x)|) · ∇x

 ∑
06=k∈ 2π

L
Z3

(ρψ)k
|k|7/4

eik·x

L3/2

 dx
∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣
3∑
i=1

∫
T3
L

|ψ(x)|∂i (|ψ(x)|)
∑

06=k∈ 2π
L
Z3

ki(ρψ)k
|k|7/4

eik·x

L3/2dx

∣∣∣∣∣∣∣ . (3.3.32)

We define

gi(x) :=
∑

06=k∈ 2π
L
Z3

ki(ρψ)k
|k|7/4

eik·x

L3/2 , (3.3.33)

and observe that (gi)0 = 0 and |(gi)k| = |ki(ρψ)k|
|k|7/4 ≤

|(ρψ)k|
|k|3/4 for k 6= 0. These estimates on the

Fourier coefficients of gi imply that, for i = 1, 2, 3,

‖gi‖2
H̊3/4(T3

L) =
∑

06=k∈ 2π
L
Z3

|k|3/2|(gi)k|2 ≤
∑

06=k∈ 2π
L
Z3

|(ρψ)k|2 ≤ ‖ψ‖4
L4(T3

L). (3.3.34)

Moreover, using the fractional Sobolev embeddings (see, for example, [10]) and that gi has
zero mean, we have

‖gi‖L4(T3
L) . ‖gi‖H̊3/4(T3

L) ≤ ‖ψ‖
2
L4(T3

L). (3.3.35)

Applying these results to (3.3.32) and using Hölder’s inequality two times, the Poincaré-Sobolev
inequality and the convexity properties of the kinetic energy (see [78], Theorem 7.8), we
conclude

‖ρψ‖2
H̊1/8(T3

L) . ‖ψ‖L4(T3
L)‖g

1/8
i ‖L4(T3

L)‖∇(|ψ|)‖L2(T3
L) ≤ ‖ψ‖3

L4(T3
L)‖ψ‖H̊1(T3

L)

≤ ‖ψ‖3/4
L2(T3

L)‖ψ‖
9/4
L6(T3

L)‖ψ‖H̊1(T3
L) . ‖ψ‖

4
H1(T3

L). (3.3.36)

Our next goal is to show that eL → e∞ as L→∞, and that in the large L regime the states
that are relevant for the minimization of EL are necessarily close to the full space minimizer
(or any of its translates). This is a key ingredient for the discussion carried out in the following
sections, and is stated in a precise way in the next proposition. The coercivity results obtained
in [70] are of fundamental importance here as they guarantee that, at least for the full space
model, low energy states are close to minimizers.
We recall that the full-space Pekar functional, defined in (3.3.3), admits a unique positive and
radial minimizer Ψ which is also smooth (see (3.3.8)), and we introduce the notation

ΨL := Ψχ[−L/2,L/2]3 . (3.3.37)

Note that ΨL ∈ H1(T3
L), by radiality and regularity of Ψ .
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Proposition 3.3.1. We have

lim
L→∞

eL = e∞. (3.3.38)

Moreover, for any ε > 0 there exist Lε and δε such that for any L > Lε and any L2-normalized
ψ ∈ H1(T3

L) with EL(ψ)− eL < δε,

distH1 (ΘL(ψ), ΨL) ≤ ε, |µLψ − µΨ | ≤ ε, (3.3.39)

where ΘL(ψ), ΨL, µLψ and µΨ are defined in (3.2.13), (3.3.37), (3.3.28) and (3.3.10), respec-
tively.

Proof. We first show that lim supL→∞ eL ≤ e∞ by using ΨL as a trial state for EL. Observe
that ‖ΨL‖L2(T3

L) → 1 and TL(ΨL) → T (Ψ) as L → ∞. To estimate the difference of the
interaction terms we note that ΨL(Ψ − ΨL) = 0 and therefore

|WL(ΨL)−W (Ψ)| ≤ |WL(ΨL)−W (ΨL)|+W (Ψ − ΨL) + 2
〈
(Ψ − ΨL)2

∣∣∣∆−1
R3Ψ

2
L

〉
.

(3.3.40)

By dominated convergence, the last two terms converge to zero as L → ∞. On the other
hand, by Lemma 3.3.1 and since Ψ is normalized

|WL(ΨL)−W (ΨL)| ≤ C

L
+ 1

4π

∫
[−L/2,L/2]6

ΨL(x)2ΨL(y)2

∣∣∣∣∣∣ 1
distT3

L
(x, y) −

1
|x− y|

∣∣∣∣∣∣ dxdy.
(3.3.41)

Moreover, since distT3
L
(x, y) = |x− y| for x, y ∈ [−L/4, L/4]3 and using the symmetry and

the positivity of the integral kernel and the fact that distT3
L
(x, y) ≤ |x− y|, we get

∫
[−L/2,L/2]6

ΨL(x)2ΨL(y)2

∣∣∣∣∣∣ 1
distT3

L
(x, y) −

1
|x− y|

∣∣∣∣∣∣ dxdy
≤ 2

∫
[−L/2,L/2]3

Ψ 2
L(x)

∫
[−L/2,L/2]3

(ΨL − ΨL/2)2(y)
distT3

L
(x, y) dy

 dx. (3.3.42)

Finally, by splitting dist−1
T3
L
(x, ·) in its L∞ and L1 parts and using that Ψ is normalized, we

can bound the r.h.s. of (3.3.42) by
(
C1‖ΨL − ΨL/2‖2

2 + C2‖ΨL − ΨL/2‖2
∞

)
, which vanishes

as L→∞, since Ψ(x) |x|→∞−−−−→ 0. Putting the pieces together, we conclude

|WL(ΨL)−W (ΨL)| = oL(1). (3.3.43)

This shows our first claim, since

eL ≤ EL(ΨL/‖ΨL‖2) = 1
‖ΨL‖2

2

(
TL(ΨL)− 1

‖ΨL‖2
2
WL(ΨL)

)
→ e∞. (3.3.44)

We now proceed to show that

lim inf
L→∞

eL ≥ e∞ (3.3.45)
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and the validity of (3.3.39) using IMS localization. We shall show that for any L2-normalized
sequence ψn ∈ H1(T3

Ln) with Ln →∞ such that

ELn(ψn)− eLn → 0, (3.3.46)

we have

lim inf
n→∞

ELn(ψn) ≥ e∞, lim
n→∞

distH1 (ΘLn(ψn), ΨLn) = 0, lim
n→∞

|µLnψn − µΨ | = 0, (3.3.47)

which implies the claim of the proposition.
Pick η ∈ C∞(R3) with supp(η) ⊂ B1 and ‖η‖2 = 1. We denote by ηR the rescaled copy of η
supported on BR with L2-norm equal to 1. As long as R ≤ L/2, ηR ∈ C∞(T3

L) and we then
consider the translates ηyR for any y ∈ T3

L. Given ψ ∈ H1(T3
L), we also define

ψyR := ψηyR/‖ψη
y
R‖2. (3.3.48)

By standard properties of IMS localization, for any R ≤ L/2, we have∫
T3
L

TL(ψyR)‖ψηyR‖2
2dy =

∫
T3
L

TL(ψηyR)dy = TL(ψ) +
∫
|∇η|2

R2 . (3.3.49)

Moreover, by using that |ψ|2 =
∫
T3
L
|ψηyR|2dy =

∫
T3
L
|ψyR|2‖ψη

y
R‖2dy and completing the square

WL(ψ) =
∫
T3
L

[
WL(ψyR)−

∥∥∥|ψyR|2 − |ψ|2∥∥∥2

H̊−1(T3
L)

]
‖ψηyR‖2

2dy. (3.3.50)

Combining (3.3.49) and (3.3.50), we therefore obtain

EL(ψ) + C

R2 =
∫
T3
L

[
EL(ψyR) +

∥∥∥|ψyR|2 − |ψ|2∥∥∥2

H̊−1(T3
L)

]
‖ψηyR‖2

2dy. (3.3.51)

Since the integrand on the r.h.s. is equal to the l.h.s. on average (indeed ‖ψηyR‖2
2dy is a

probability measure) there exists ȳ ∈ T3
L such that

EL(ψȳR) +
∥∥∥|ψȳR|2 − |ψ|2∥∥∥2

H̊−1(T3
L)
≤ EL(ψ) + C

R2 . (3.3.52)

This fact has several consequences and it is particularly useful if we apply it to our sequence
ψn with a radius R = Rn ≤ Ln/2 (we take for simplicity R = Ln/4). Indeed, by the above
discussion and (3.3.46), we obtain that there exists ȳn ∈ T3

Ln such that the L2-normalized
functions

ψ̄n :=
ψnη

ȳn
Ln/4

‖ψnηȳnLn/4‖2
(3.3.53)

are competitors both for the minimization of ELn and E (indeed, ψ̄n can then be thought of
as a function in C∞c (R3), supported on BLn/4) and satisfy

ELn(ψ̄n) ≤ ELn(ψn) + C

L2
n

≤ eLn + oLn(1),

‖ρψ̄n − ρψn‖
2
H̊−1(T3

Ln
) ≤

C

L2
n

. (3.3.54)
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In other words, we can localize any element of our sequence ψn to a ball of radius R = Ln/4
with an energy expense of order L−2

n , and the localized function is close (in the sense of the
second line of (3.3.54)) to ψn itself, up to an error again of order L−2

n .
Moreover TLn(ψ̄n) = T (ψ̄n) and, using Lemma 3.3.1 and the fact that distT3

Ln
(x, y) = |x− y|

for all x, y ∈ BLn/4, we have

|WLn(ψ̄n)−W (ψ̄n)| . 1
Ln
. (3.3.55)

Therefore, using (3.3.54)

e∞ ≤ E(ψ̄n) ≤ ELn(ψ̄) + C

Ln
≤ eLn + oLn(1), (3.3.56)

which shows the first claim in (3.3.47). By Theorem B and (3.3.56), it also follows that

distH1

(
Θ(Ψ), ψ̄n

)
n→∞−−−→ 0. (3.3.57)

Hence, up to an n-dependent translation and change of phase (which we can both assume to be
zero without loss of generality by suitably redefining ψn), ψ̄n

H1(R3)−−−−→ Ψ , and the convergence
also holds in Lp(R3) for any 2 ≤ p ≤ 6. From this and the second line of (3.3.54), we would
like to deduce that also ψn and ΨLn are close. We first note that, by a simple application of
Hölder’s inequality, it follows that for any f ∈ L2(T3

L) with zero mean

‖f‖2
L2(T3

L) ≤

 ∑
06=k∈ 2π

L
Z3

|k|1/4|fk|2


8/9 ∑
06=k∈ 2π

L
Z3

|k|−2|fk|2


1/9

= ‖f‖16/9
H̊1/8(T3

L)‖f‖
2/9
H̊−1(T3

L). (3.3.58)

We combine this with (3.3.54) and apply it to the zero mean function (ρψn − ρψ̄n) , obtaining

‖ρψ̄n − ρψn‖
2
L2(T3

Ln
) .

‖ρψn‖2
H̊1/8(T3

Ln
) + ‖ρψ̄n‖2

H̊1/8(T3
Ln

)

L
1/4
n

8/9

. (3.3.59)

Applying Lemma 3.3.4 to ψn and ψ̄n (which are uniformly bounded in H1 by Lemma 3.3.3)
we conclude that (ρψn − ρψ̄n) L2

−→ 0.

As a consequence, since ψn and ψ̄n have the same phase, ψn and ψ̄n are arbitrarily close in
L4. Indeed,

‖ψn − ψ̄n‖4
L4(T3

Ln
) =

∫
T3
Ln

∣∣∣|ψn| − |ψ̄n|∣∣∣4 dx ≤ ∫
T3
Ln

(ρψn − ρψ̄n)2dx
n→∞−−−→ 0. (3.3.60)

By the identification of T3
Ln with [−Ln/2, Ln/2]3, we finally get ‖ψn − Ψ‖L4(R3) → 0, if

ψn is set to be 0 outside [−Ln/2, Ln/2]3. Moreover, ψn converges to Ψ in Lp(R3) for any
2 ≤ p < 6, since ‖ψn‖2 = 1, ψn L4

−→ Ψ , ‖Ψ‖2 = 1 and ‖ψn‖p is uniformly bounded for any
2 ≤ p ≤ 6.
To show the second claim in (3.3.47), we need to show that the convergence actually holds in
H1(T3

Ln), i.e., that ‖ψn − ΨLn‖H1(T3
Ln

) → 0. First, we show convergence in H1(BR) for fixed
R. Note that (

‖ψn‖H1(T3
Ln

) − ‖Ψ‖H1(R3)
)
→ 0, (3.3.61)

55



3. The Strongly Coupled Polaron on the Torus

since

|TLn(ψn)− TLn(ψ̄n)| = |ELn(ψn) +WLn(ψn)− ELn(ψ̄n) +WLn(ψ̄n)|
≤ |ELn(ψn)− ELn(ψ̄n)|+ |WLn(ψn)−WLn(ψ̄n)| → 0, (3.3.62)

and TLn(ψ̄n) = T (ψ̄n) → T (Ψ) by H1 convergence. Moreover, given that ψn is uniformly
bounded in H1(BR) and ψn → Ψ in L2(BR), we have ψn ⇀ Ψ in H1(BR) for any R and
this, together with (3.3.61) and weak lower semicontinuity of the norms, implies ψn → Ψ in
H1(BR) for any R. Finally, for any ε > 0 there exists R = R(ε) such that ‖Ψ‖H1(BcR) ≤ ε
and, using strong H1-convergence on balls and again (3.3.61), we obtain

‖ψn − ΨLn‖H1(T3
Ln

) ≤ ‖ψn − Ψ‖H1(BR) + ‖ψn − Ψ‖H1([−Ln/2,Ln/2]3\BR)

≤ ‖ψn − Ψ‖H1(BR) + ‖ψn‖H1([−Ln/2,Ln/2]3\BR) + ‖Ψ‖H1([−Ln/2,Ln/2]3\BR)

≤ ‖ψn − Ψ‖H1(BR) + 2ε+ on(1)→ 2ε, (3.3.63)

which concludes the proof of the second claim in (3.3.47).
Finally, we show the third claim in (3.3.47). This simply follows from the previous bounds,
which guarantee that ELn(ψn)→ e∞ and TLn(ψn)→ T (Ψ) and hence

µLψn = TLn(ψn)− 2WLn(ψn) = 2ELn(ψn)− TLn(ψn)→ 2e∞ − T (Ψ) = µΨ . (3.3.64)

We conclude this section with a simple corollary of Proposition 3.3.1.

Corollary 3.3.1. There exists L∗ such that for L > L∗ and any ψ ∈ ME
L we have ψ 6= ψy

for 0 6= y ∈ T3
L.

Proof. It is clearly sufficient to show the claim for ψ ∈ME
L such that

distH1(ΘL(ψ),ΨL) = ‖ψ −ΨL‖H1(T3
L) (3.3.65)

and for y ∈ T3
L such that |y| ≥ L/4 (indeed, if the claim fails for some y′ such that |y′| < L/4

it also fails for some y such that |y| ≥ L/4). For any such ψ and y, Proposition 3.3.1 and the
fact that Ψ 6= Ψy for any y ∈ R3 guarantee the existence of L∗ such that for any L > L∗ we
have

‖ψ − ψy‖H1(T3
L) ≥ ‖Ψy

L −ΨL‖H1(T3
L) − 2‖ψ −ΨL‖H1(T3

L) ≥ C > 0 (3.3.66)

and this completes the proof.

Study of the Hessian of EL
In this section we study the Hessian of EL at its minimizers, showing that it is strictly positive,
universally, for L big enough. Positivity is of course understood up to the trivial zero modes
resulting from the symmetries of the problem (translations and changes of phase). This is
obtained by comparing EL with E and exploiting Theorem B.
For any minimizer ψ ∈ME

L, the Hessian of EL at ψ is defined by

lim
ε→0

1
ε2

(
EL
(

ψ + εf

‖ψ + εf‖2

)
− eL

)
= HELψ (f) ∀f ∈ H1(T3

L). (3.3.67)
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An explicit computation gives

HELψ (f) = 〈Im f |LLψ|Im f〉+ 〈Re f |Qψ(LLψ − 4X(l)
ψ )Qψ|Re f〉 , (3.3.68)

with Qψ = 11− |ψ〉〈ψ| and

LLψ := −∆L + Vσψ − µLψ , X
(l)
ψ (x, y) := −ψ(x)∆−1

L (x, y)ψ(y). (3.3.69)

(We use the same notation for the operator X(l)
ψ and its integral kernel for simplicity.) We

recall that µLψ = TL(ψ) − 2WL(ψ) and that Vσψ = 2∆−1
L ρψ and we note that LLψψ = 0 is

exactly the Euler–Lagrange equation derived in Lemma 3.3.3.
By minimality of ψ, we already know that inf specLLψ = inf specQψ(LLψ−4X(l)

ψ )Qψ ≥ 0, and it
is actually equal to 0 since ψ is in the kernel of both operators. Moreover, kerLLψ = span{ψ},
since it is a Schrödinger operator of least (simple) eigenvalue 0. The situation is more
complicated for Qψ(LLψ − 4X(l)

ψ )Qψ, whose kernel contains at least ψ and ∂iψ (by the
translation invariance of the problem). Since both LLψ and Qψ(LLψ − 4X(l)

ψ )Qψ have compact
resolvents (they are given by bounded perturbations of −∆L), they both have discrete spectrum.
Our aim is two-fold: first we need to show that the kernel of Qψ(LLψ − 4X(l)

ψ )Qψ is exactly
spanned by ψ and its partial derivatives, secondly we want to show that the spectral gap
(above the trivial zero modes) of both operators is bounded by a universal positive constant.
Before stating the main result of this section, we introduce the relevant full-space objects: let
again Ψ be the unique positive and radial full-space minimizer of the Pekar functional (3.3.3)
and, analogously to (3.3.69), define

LΨ := −∆R3 + VσΨ − µΨ , XΨ (x, y) := Ψ(x)(−∆R3)−1(x, y)Ψ(y). (3.3.70)

We introduce

h′∞ := inf
f∈H1

R(R3),‖f‖2=1

f∈(span{Ψ})⊥

〈f |LΨ |f〉 ,

h′′∞ := inf
f∈H1

R(R3),‖f‖2=1

f∈(span{Ψ,∂1Ψ,∂2Ψ,∂3Ψ})⊥

〈f |LΨ − 4XΨ |f〉 . (3.3.71)

We emphasize that the results contained in [70] imply that min{h′∞, h′′∞} > 0. Moreover, it is
easy to see, using that VσΨ (x) . −|x|−1 for large x, that LΨ has infinitely many eigenvalues
between 0, its least and simple eigenvalue with eigenfunction given by Ψ , and −µΨ , the bottom
of its continuous spectrum. Since furthermore XΨ is positive, this implies, in particular, that

h′′∞, h
′
∞ < −µΨ , (3.3.72)

which we shall use later.

Proposition 3.3.2. For any L > 0, we define

h′L := inf
ψ∈MEL

inf
f∈H1

R(T3
L

),‖f‖2=1

f∈(span{ψ})⊥

〈f |LLψ|f〉 , (3.3.73)

h′′L := inf
ψ∈MEL

inf
f∈H1

R(T3
L

),‖f‖2=1

f∈(span{ψ,∂1ψ,∂2ψ,∂3ψ})⊥

〈f |LLψ − 4X(l)
ψ |f〉 . (3.3.74)

Then

lim inf
L→∞

h′L ≥ h′∞, lim inf
L→∞

h′′L ≥ h′′∞. (3.3.75)
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It is not difficult to show that

lim sup
L→∞

h′L ≤ h′∞, lim sup
L→∞

h′′L ≤ h′′∞, (3.3.76)

simply by considering localizations of the full-space optimizers and using Proposition 3.3.1.
Hence there is actually equality in (3.3.75).

To prove Proposition 3.3.2 we need the following two Lemmas.

Lemma 3.3.5. For ψ ∈ME
L, the operator Y L

ψ with integral kernel Y L
ψ (x, y) := ∆−1

L (x, y)ψ(y)
is universally bounded from L2(T3

L) to L∞(T3
L). This in particular implies that the operators

X
(l)
ψ , defined in (3.3.69), are universally bounded from L2(T3

L) to L2(T3
L).

Proof. Using Lemma 3.3.1 and the normalization of ψ, we have

|Y L
ψ (f)(x)| =

∣∣∣∣∣
∫
T3
L

∆−1
L (x, y)ψ(y)f(y)dy

∣∣∣∣∣ . ‖f‖2 +
∫
T3
L

|ψ(y)f(y)|
4π distT3

L
(x, y)dy

. ‖f‖2 +
∫
B1(x)

|ψ(y)f(y)|
distT3

L
(x, y)dy ≤ (1 + C‖ψ‖∞)‖f‖2 . ‖f‖2. (3.3.77)

To conclude, we also made use of the fact that the minimizers are universally bounded in L∞
by Lemma 3.3.3.

Recall the definition of ΨL in (3.3.37).

Lemma 3.3.6. For any ε > 0, there exists R′ε and L′ε (with R′ε ≤ L′ε/2) such that for any
L > L′ε, any normalized f in L2(T3

L) supported on Bc
R′ε

:= [−L/2, L/2]3 \ BR′ε , and any
ψ ∈ME

L such that

‖ψ − ΨL‖H1(T3
L) = distH1(ΘL(ψ), ΨL) (3.3.78)

we have

〈f |LLψ − 4X(l)
ψ |f〉 ≥ −µΨ − ε. (3.3.79)

Proof. By definition of LLψ and X(l)
ψ , we have

〈f |LLψ − 4X(l)
ψ |f〉 = TL(f)− µLψ + 〈f |Vσψ |f〉 − 4 〈f |X(l)

ψ |f〉

≥ −µLψ + 〈f |Vσψ |f〉 − 4 〈f |X(l)
ψ |f〉 . (3.3.80)

By Proposition 3.3.1, taking L′ε sufficiently large guarantees that

|µLψ − µΨ | ≤ ε/2. (3.3.81)

Thus we only need to show that 〈f |Vσψ |f〉 and 〈f |X
(l)
ψ |f〉 can be made arbitrary small by

taking L′ε and R′ε sufficiently large. Since f is normalized and supported on Bc
R′ε
,

| 〈f |Vσψ |f〉 | ≤ 2‖Vσψ‖L∞
(
Bc
R′ε

). (3.3.82)
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Moreover, using Lemma 3.3.1, splitting the integral over Bt(x) and Bc
t (x) (for some t > 0),

and assuming x ∈ Bc
R′ε
, we find

|Vσψ(x)| ≤ C

L
+ C

∫
T3
L

|ψ(y)|2

distT3
L
(x, y)dy ≤

C

L
+ Ct‖ψ‖2

L6
(
Bc
R′ε−t

) + 1/t. (3.3.83)

On the other hand, by Lemma 3.3.5,

| 〈f |X(l)
ψ |f〉 | ≤ C‖f‖2

∫
T3
L

ψ(y)|f(y)|dy ≤ C‖χBc
R′ε
ψ‖2. (3.3.84)

Therefore, by applying Proposition 3.3.1, we can conclude that there exists L′ε and R′ε such
that, for any L > L′ε and any L2-normalized f supported on Bc

R′ε
, we have

〈f |Vσψ |f〉 − 4 〈f |X(l)
ψ |f〉 ≥ −ε/2, (3.3.85)

which concludes our proof.

Proof of Proposition 3.3.2. We only show the second inequality in (3.3.75), as its proof can
easily be modified to also show the first. Moreover, we observe that the second inequality in
(3.3.75) is equivalent to the statement that for any sequence ψn ∈MLn with Ln →∞,

lim inf
n

inf
f∈H1(T3

Ln
),‖f‖2=1

f∈span{ψn,∂1ψn,∂2ψn,∂3ψn}⊥

〈f |LLnψn − 4XLn
ψn
|f〉 ≥ h′′∞, (3.3.86)

which we shall prove in the following.
We consider ψn ∈MLn , Ln →∞, and define

hn := inf
f∈H1(T3

Ln
),‖f‖2=1

f∈span{ψn,∂1ψn,∂2ψn,∂3ψn}⊥

〈f |LLnψn − 4XLn
ψn
|f〉 . (3.3.87)

By translation invariance of ELn and by Proposition 3.3.1, we can also restrict to sequences
ψn converging to Ψ in L2(R3) and such that ‖ψn − ΨLn‖H1(T3

Ln) → 0, where ΨLn is defined
in (3.3.37).
Let now gn be a normalized function in L2(T3

Ln), orthogonal to ψn and its partial derivatives,
realizing hn (which exists by compactness, and can be taken to be a real-valued function). We
define the following partition of unity 0 ≤ η1

R, η
2
R ≤ 1, with ηiR ∈ C∞(R3), ηiR(x) = ηi(x/R)

and

η1(x) =

 1 x ∈ B1,

0 x ∈ Bc
2

η2 =
√

1− |η1|2. (3.3.88)

We define ηin := ηiLn/8 and

gin := ηingn/‖ηingn‖2. (3.3.89)

Standard properties of IMS localization imply that

hn = 〈gn|LLnψn − 4XLn
ψn
|gn〉

=
∑
i=1,2
‖ηingn‖2

2

〈
gin
∣∣∣LLnψn − 4XLn

ψn

∣∣∣gin〉
−
∑
i=1,2

(
〈gn||∇ηin|2|gn〉+ 2 〈gn|[ηin, [ηin, XLn

ψn
]]|gn〉

)
. (3.3.90)
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Clearly, the first summand in the second sum is of order O(L−2
n ), by the scaling of ηin. For the

second summand, we observe that

[ηin, [ηin, XLn
ψn

]](x, y) = ψn(x)(−∆Ln)−1(x, y)ψn(y)
(
ηin(x)− ηin(y)

)2
, (3.3.91)

and proceed to bound the Hilbert-Schmidt norm of both operators (i = 1, 2), which will then
bound the last line of (3.3.90). We make use of Lemma 3.3.1 to obtain∫

T3
Ln
×T3

Ln

|∆−1
Ln(x, y)|2ψn(x)2ψn(y)2

(
ηRi (x)− ηin(y)

)4
dxdy

.
1
L2
n

+
∫
T3
Ln
×T3

Ln

(ηin(x)− ηin(y))4

d2
T3
Ln

(x, y) ψn(x)2ψn(y)2dxdy ≤ 1
L2
n

+ ‖∇ηin‖2
∞. (3.3.92)

Therefore, also the second summand in the error terms is order L−2
n , which allows us to

conclude that ∑
i=1,2
‖ηingn‖2

2

〈
gin
∣∣∣LLnψn − 4XLn

ψn

∣∣∣gin〉 = hn +O(L−2
n ). (3.3.93)

By Lemma 3.3.6 applied to g2
n (which is supported on Bc

Ln/4) and (3.3.72), we find〈
g2
n

∣∣∣LLnψn − 4XLn
ψn

∣∣∣g2
n

〉
≥ −µΨ + on(1) > h′′∞ + on(1). (3.3.94)

Since the l.h.s. of (3.3.93) is a convex combination and (LLnψn − 4XLn
ψn

) is uniformly bounded
from below, (3.3.94) allows to restrict to sequences ψn such that

‖η1
ngn‖2 ≥ C (3.3.95)

uniformly in n and 〈
g1
n

∣∣∣LLnψn − 4XLn
ψn

∣∣∣g1
n

〉
≤ hn + on(1), (3.3.96)

since our claim holds on any sequence for which (3.3.95) and (3.3.96) are not simultaneously
satisfied. Using (3.3.95) it is easy to see that g1

n is almost orthogonal to ψn, in the sense that

|
〈
g1
n

∣∣∣ψn〉 | = 1
‖gnη1

n‖2
|
〈
gn(η1

n − 1)
∣∣∣ψn〉 | ≤ 1

C
‖(1− η1

n)ψn‖2 ≤
1
C
‖χBc

Ln/8
ψn‖2

n→∞−−−→ 0.

(3.3.97)

Here we used the L2-convergence of ψn to Ψ . Clearly, the same computation (together
with the H1-convergence of ψn to Ψ) shows that g1

n is also almost orthogonal to the partial
derivatives of ψn.
To conclude, we wish to modify g1

n in order to obtain a function g̃n which satisfies the
constraints (i.e., is a competitor) of the full-space variational problem introduced in (3.3.71).
We also wish to have

〈g̃n|LΨ − 4XΨ |g̃n〉 =
〈
g1
n

∣∣∣LLnψn − 4XLn
ψn

∣∣∣g1
n

〉
+ on(1). (3.3.98)

Indeed, (3.3.98) together with (3.3.96) and the fact that g̃n is a competitor on R3, would
imply that

hn ≥
〈
g1
n

∣∣∣LLnψn − 4XLn
ψn

∣∣∣g1
n

〉
− on(1) = 〈g̃n|LΨ − 4XΨ |g̃n〉 − on(1) ≥ h′′∞ − on(1), (3.3.99)
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which finally yields the proof of the Proposition also for sequences ψn satisfying (3.3.95) and
(3.3.96).

We have a natural candidate for g̃n, which is simply

g̃n := (11− P)g1
n

‖(11− P)g1
n‖2

, (3.3.100)

with P(g1
n) := Ψ 〈Ψ |g1

n〉+∑
i=1,2,3

∂iΨ
‖∂iΨ‖2

〈
∂iΨ
‖∂iΨ‖2

∣∣∣g1
n

〉
. Clearly g̃n is a competitor for the full

space minimization and we are only left with the task of proving that g̃n satisfies (3.3.98).
We observe that, since g1

n is almost orthogonal to ψn and its partial derivatives, and using
Proposition 3.3.1,

|
〈
Ψ
∣∣∣g1
n

〉
| ≤ ‖Ψ − ψn‖L2(BLn/4) + |

〈
ψn
∣∣∣g1
n

〉
| = on(1),

|
〈
∂iΨ

∣∣∣g1
n

〉
| ≤ ‖Ψ − ψL‖H1(BLn/4) + |

〈
∂iψn

∣∣∣g1
n

〉
| = on(1). (3.3.101)

Therefore

‖P(g1
n)‖2 → 0 and ‖(11− P)g1

n‖2 → 1. (3.3.102)

Hence, the normalization factor does not play any role in the proof of (3.3.98). Moreover〈
(11− P)g1

n

∣∣∣(LΨ − 4XΨ )
∣∣∣(11− P)g1

n

〉
=
〈
g1
n

∣∣∣(LΨ − 4XΨ )
∣∣∣g1
n

〉
+
〈
P(g1

n)
∣∣∣(LΨ − 4XΨ )

∣∣∣P(g1
n)
〉
− 2

〈
g1
n

∣∣∣ (LΨ − 4XΨ )
∣∣∣P(g1

n)
〉
,

(3.3.103)

and thus we can conclude that also P(g1
n) does not play any role in the proof of (3.3.98), since

(LΨ − 4XΨ )P is a bounded operator (P has finite dimensional range contained in the domain
of (LΨ − 4XΨ )), P is a projection and ‖P(g1

n)‖2 → 0. With this discussion, we reduced our
problem to showing that〈

g1
n

∣∣∣(LΨ − 4XΨ )
∣∣∣g1
n

〉
=
〈
g1
n

∣∣∣(LLnψn − 4XLn
ψn

)
∣∣∣g1
n

〉
+ on(1). (3.3.104)

Clearly the kinetic energy terms coincide for every n and µLnψn → µ, by Proposition 3.3.1.
Therefore we only need to prove that

|
〈
g1
n

∣∣∣Vσψn − VσΨ ∣∣∣g1
n

〉
|, |
〈
g1
n

∣∣∣XLn
ψn
−XΨ

∣∣∣g1
n

〉
| → 0. (3.3.105)

For the first term, using that g1
n is supported on BLn/4, we have

|
〈
g1
n

∣∣∣Vσψn − VσΨ ∣∣∣g1
n

〉
| ≤ ‖VσΨ − Vσψn‖L∞(BLn/4). (3.3.106)

If we define ΨR := χBRΨ and (ψn)R := χBRψn we have VσΨ = VσΨR + Vσ[Ψ−ΨR] and
Vσψn = Vσ(ψn)R

+ Vσ[ψn−(ψn)R] . We consider R = R(n) = Ln/8 and observe that

|Vσ[Ψ−ΨR](x)| = 2
∫
R3

(−∆R3)−1(x, y)(Ψ − ΨR)2dy . ‖Ψ − ΨR‖2
6 + ‖Ψ − ΨR‖2

2 → 0.
(3.3.107)
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Similar computations, together with Lemma 3.3.1, yield similar estimates for |Vσ[ψn−(ψn)R](x)|.
Moreover, since distT3

Ln
(x, y) = |x− y| for x, y ∈ BLn/8, we have, for any x ∈ BLn/8

|(VσΨR − Vσ(ψn)R
)(x)| .

∣∣∣∣∣
∫
BLn/4

1
|x− y|

(Ψ(y)− ψn(y))(Ψ(y) + ψn(y))dy
∣∣∣∣∣+ 1

Ln

. ‖Ψ + ψn‖∞‖Ψ − ψn‖6 + ‖Ψ − ψn‖2‖Ψ + ψn‖2 + 1
Ln
→ 0.

(3.3.108)

Here we used again Lemma 3.3.1, the convergence of ψn to Ψ and the universal L∞-bounded-
ness of minimizers. Putting the pieces together we obtain

‖VσΨ − Vσψn‖L∞(BLn/4) ≤ ‖Vσ[Ψ−ΨR]‖∞ + ‖Vσ[ψn−(ψn)R]‖∞
+ ‖VσΨR − Vσ(ψn)R

‖L∞(BR(n)) → 0, (3.3.109)

as desired. The study is similar for 〈g1
n|XLn

ψn
−XΨ |g1

n〉, hence we shall not write it down
explicitly.

We conclude that (3.3.104) holds and, by the discussion above, the proof is complete.

Proof of Theorem 3.2.1

In this section we first prove universal local bounds for EL around minimizers. These are a
direct consequence of the results on the Hessian in the previous subsection, the proof follows
along the lines of [43], [41, Appendix A] and [35, Appendix A]. Such universal local bounds
yield universal local uniqueness of minimizers, i.e., the statement that minimizers that are
not equivalent (i.e., not obtained one from the other by translations and changes of phase)
must be universally apart (in H1(T3

L)). Together with Proposition 3.3.1, this clearly implies
uniqueness of minimizers for L big enough, which is the first part of Theorem 3.2.1. A little
extra effort will then complete the proof of Theorem 3.2.1.

In this section, for any ψ ∈ME
L and any f ∈ L2(T3

L), we write eiθψy = PL2

ΘL(ψ)(f), respectively
eiθψy = PH1

ΘL(ψ)(f), to mean that eiθψy realizes the L2-distance, respectively the H1-distance,
between f and ΘL(ψ). Note that by compactness these always exist, but they might not be
unique. The possible lack of uniqueness is not a concern for our analysis, however.

Proposition 3.3.3 (Universal Local Bounds). There exist universal constants K1 > 0 and
K2 > 0 and L∗∗ > 0 such that, for any L > L∗∗, any ψ ∈ ME

L and any L2-normalized
f ∈ H1(T3

L) with

distH1(ΘL(ψ), f) ≤ K1, (3.3.110)

we have

EL(f)− eL ≥ K2‖PL2

ΘL(ψ)(f)− f‖H1(T3
L) ≥ K2 dist2

H1 (ΘL(ψ), f) . (3.3.111)

Proof. We can restrict to positive ψ ∈ME
L and normalized f such that

PL2

ΘL(ψ)(f) = ψ, (3.3.112)
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which clearly implies

〈ψ|f〉 ≥ 0, 〈Re f |∂iψ〉 = 0. (3.3.113)

Under this assumption, we prove that if (3.3.110) holds then

EL(φ)− eL ≥ K2‖ψ − f‖2
H1(T3

L) ≥ K2 dist2
H1 (ΘL(ψ), f) . (3.3.114)

The general result follows immediately by invariance of EL under translations and changes of
phase.

We denote δ := f − ψ and proceed to expand EL around ψ:

EL(f) = EL(ψ + δ) = eL +HELψ (δ) + Errψ(δ). (3.3.115)

We recall that HELψ is simply the quadratic form associated to the Hessian of EL at ψ and
it is defined in (3.3.68). We denote Pψ := |ψ〉 〈ψ|. The last term, which we see as an error
contribution, is explicitly given by

Errψ(δ) =− 8 〈Re δ|X(l)
ψ |Pψ Re δ〉+ 4 〈Pψ Re δ|X(l)

ψ |Pψ Re δ〉
− 4

〈
|δ|2

∣∣∣−∆−1
L |ψRe δ〉+WL(δ). (3.3.116)

Our first goal is to estimate |Errψ(δ)|. By (3.3.113) and the normalization of both ψ and f ,
we find

‖δ‖2
2 = 2− 2 〈ψ|f〉 . (3.3.117)

Therefore, also using the positivity of ψ, we have

Pψ Re δ = ψ(〈ψ|f〉 − 1) = −1
2ψ‖δ‖

2
2. (3.3.118)

We now apply Lemma 3.3.5 to obtain

| 〈Re δ|X(l)
ψ |Pψ Re δ〉 | . ‖Re δ‖2‖Pψ Re δ‖2 . ‖δ‖3

2,

| 〈Pψ Re δ|X(l)
ψ |Pψ Re δ〉 | . ‖Pψ Re δ‖2

2 . ‖δ‖4
2,

|
〈
|δ|2

∣∣∣−∆−1
L |ψRe δ〉 | . ‖δ‖2

2‖Re δ‖2 ≤ ‖δ‖3
2. (3.3.119)

Finally, by (3.3.22),

WL(δ) = ‖δ‖4
2WL

(
δ

‖δ‖2

)
≤ ‖δ‖4

2

(
1
2TL

(
δ

‖δ‖2

)
+ C

)
. ‖δ‖2

2‖δ‖2
H1(T3

L). (3.3.120)

Recalling (3.3.110), we can estimate

‖δ‖2 = distL2(f,ΘL(ψ)) ≤ distH1(f,ΘL(ψ)) ≤ K1, (3.3.121)

and this implies, combined with (3.3.119) and (3.3.120), that

|Errψ(δ)| . ‖δ‖3
H1(T3

L). (3.3.122)
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We now want to bound HELψ (δ). We fix 0 < τ < min{h′∞, h′′∞}, where h′∞ and h′′∞ are
defined in (3.3.71). Proposition 3.3.2 implies that there exists L∗∗ such that for L > L∗∗ and
ψ ∈ME

L, we have

LLψ ≥ τQψ, Qψ(LLψ − 4X(l)
ψ )Qψ ≥ τQ′ψ, (3.3.123)

where we define Qψ = 11 − Pψ and Q′ψ := 11 − Pψ −
∑
i=1,2,3 P∂iψ/‖∂iψ‖2 . We note that, by

(3.3.113) and since ψ is orthogonal in L2 to its partial derivatives, we have

Qψ(Re f − ψ) = Q′ψ(Re f − ψ). (3.3.124)

Therefore, recalling the definition of HELψ given in (3.3.68),

HELψ (δ) = 〈Im f |LLψ|Im f〉+ 〈Re f − ψ|Qψ(LLψ − 4X(l)
ψ )Qψ|Re f − ψ〉

≥ τ(‖Qψ Im f‖2
2 + ‖Q′ψ(Re f − ψ)‖2

2) = τ‖Qψδ‖2
L2(T3

L). (3.3.125)

Moreover, applying (3.3.117),

‖Qψδ‖2
L2(T3

L) = ‖δ‖2
2 − 〈ψ|δ〉

2 = ‖δ‖2
2

(
1− 1

4‖δ‖
2
2

)
≥ 1

2‖δ‖
2
2, (3.3.126)

and we can thus conclude that

HELψ (δ) ≥ τ

2‖δ‖
2
2. (3.3.127)

On the other hand, by the universal boundedness of Vσψ in L∞(T3
L) and the universal

boundedness of µLψ (see Proposition 3.3.1), we have, for some universal C1 > 0,

LLψ ≥ −∆L − C1. (3.3.128)

Similarly, also using Lemma 3.3.5, for some universal C2 > 0,

Q(LLψ − 4X(l)
ψ )Q ≥ −∆L − C2. (3.3.129)

If we then define C := (max{C1, C2}+1), we can conclude the validity of the universal bound

HELψ (δ) ≥ ‖δ‖2
H1(T3

L) − C‖δ‖
2
L2(T3

L). (3.3.130)

By interpolating between (3.3.127) and (3.3.130), we obtain

HELψ (δ) ≥ τ

τ + 2C ‖δ‖
2
H1(T3

L). (3.3.131)

Using (3.3.122) and (3.3.131) in (3.3.115), we can conclude that there exists a universal
constant C such that for any L > L∗∗, any 0 < ψ ∈ ME

L and any normalized f satisfying
(3.3.112),

EL(f)− eL ≥
1
C
‖δ‖2

H1(T3
L) − C‖δ‖

3
H1(T3

L). (3.3.132)

In particular, for K2 sufficiently small, we can find a universal constant c such that (3.3.114)
holds, as long as

‖δ‖H1(T3
L) = ‖PL2

ΘL(ψ)(f)− f‖H1(T3
L) ≤ c. (3.3.133)
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To conclude the proof, it only remains to show that there exists a universal K1 such that
(3.3.133) holds as long as (3.3.110) holds. This can be achieved as follows. We have, using
that both ψ and PH1

ΘL(ψ)(f) are inME
L and thus are universally bounded in H2(T3

L) (by Lemma
3.3.3) and recalling that ψ = PL2

ΘL(ψ)(f),

‖ψ − PH1

ΘL(ψ)(f)‖H̊1(T3
L) ≤ ‖ψ − P

H1

ΘL(ψ)(f)‖1/2
L2(T3

L)‖ −∆L(ψ − PH1

ΘL(ψ)(f))‖1/2
L2(T3

L)

. ‖ψ − PH1

ΘL(ψ)(f)‖1/2
L2(T3

L)

≤
(
distL2 (ΘL(ψ), f) + ‖f − PH1

ΘL(ψ)(f)‖L2(T3
L)

)1/2

. dist1/2
H1 (ΘL(ψ), f) . (3.3.134)

Therefore, for some universal C

‖f − ψ‖H1(T3
L) ≤ distH1 (ΘL(ψ), f) + C dist1/2

H1 (ΘL(ψ), f) , (3.3.135)

and it suffices to take K1 ≤
[
(−C +

√
C2 + 4c)/2

]2
to conclude our discussion.

We are ready to prove Theorem 3.2.1.

Proof of Theorem 3.2.1. Fix K1 as in Proposition 3.3.3. Using Proposition 3.3.1, we know
that there exists LK1/2 such that, for any L > LK1/2 and any ψ ∈ME

L, we have

distH1 (ΘL(ψ), ΨL) ≤ K1/2. (3.3.136)

We claim that (3.2.15) holds with L1 := max{LK1/2, L
∗, L∗∗}, where L∗ is the same as in

Corollary 3.3.1 and L∗∗ is the same as in Proposition 3.3.3.

Let L > L1 and ψ ∈ ME
L. Since L > L1 ≥ L∗, we have ψy 6= ψ for any 0 6= y ∈ T3

L.
Moreover, since L > L1 ≥ LK1/2 and using the triangle inequality, for any other ψ1 ∈ME

L we
have

distH1 (ΘL(ψ), ψ1) ≤ K1. (3.3.137)

Since L > L1 ≥ L∗∗, we can apply Proposition 3.3.3, finding

K2 dist2
H1(ΘL(ψ), ψ1) ≤ EL(ψ1)− eL = 0, (3.3.138)

i.e., ψ1 ∈ ΘL(ψ), and (3.2.15) holds for L > L1.

For ψ ∈ ME
L = ΘL(ψ), and L > L1, we now show the quadratic lower bound (3.2.16),

independently of L. Lemma 3.3.3, which guarantees universal H1-boundedness of minimizers,
and estimate (3.3.22) ensure, by straightforward computations, that there exists 0 < κ∗ < 1/2
such that, if f ∈ L2(T3

L) is normalized and satisfies

EL(f)− eL < κ∗ dist2
H1 (ΘL(ψ), f) , (3.3.139)

then f is universally bounded in H1(T3
L) and must satisfy

EL(f)− eL < δK1 , (3.3.140)
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where δK1 is the δε from Proposition 3.3.1 with ε = K1. On the other hand, Proposition
3.3.1 and Proposition 3.3.3 combined with the fact that we have taken L1 ≥ LK1/2 (and that
trivially LK1/2 ≥ LK1), guarantee that any L2-normalized f satisfying (3.3.140) must satisfy

EL(f)− eL ≥ K2 dist2
H1(ΘL(ψ), f). (3.3.141)

Therefore the bound (3.2.16) from Theorem 3.2.1 holds with the universal constant κ1 :=
min{κ∗, K2} and our proof is complete.

This concludes our study of EL. We now move on to the study of the functional FL.

3.3.2 Study of FL
This section is structured as follows. In Section 3.3.2 we prove Corollary 3.2.1. In Section 3.3.2,
we compute the Hessian of FL at its minimizers, showing the validity of (3.2.22). This allows
to obtain a more precise lower bound for FL (compared to the bounds (3.2.19) and (3.2.20)
from Corollary 3.2.1), which holds locally around the 3-dimensional surface of minimizers
MF

L = ΩL(ϕL). Finally, in Section 3.3.2, we investigate closer the surface of minimizers
ΩL(ϕL) and the behavior of the functional FL close to it. In particular, we show that the
Hessian of FL at its minimizers is strictly positive above its trivial zero modes and derive some
key technical tools, which we exploit in Section 3.4.

Proof of Corollary 3.2.1

In this section, we show the validity of Corollary 3.2.1. We need the following Lemma. Recall
that in our discussion constants are universal if they are independent of L for L ≥ L0 > 0.

Lemma 3.3.7. For ψ, φ ∈ H1(T3
L), ‖ψ‖2 = ‖φ‖2 = 1,

〈ρψ − ρφ|(−∆L)−1/2|ρψ − ρφ〉 . ‖|ψ| − |φ|‖2
H1(T3

L). (3.3.142)

Proof. We define f(x) := |ψ(x)| + |φ(x)| and g(x) := |ψ(x)| − |φ(x)|. By the Hardy-
Littlewood-Sobolev and the Sobolev inequality (see for example [10] for a comprehensive
overview of such results on the torus), and using the normalization of φ and ψ we have

〈ρψ − ρφ|(−∆L)−1/2|ρψ − ρφ〉 = ‖(−∆L)−1/4(fg)‖2
2 ≤ C‖fg‖2

3/2 ≤ C‖f‖2
2‖g‖2

6

≤ C ′‖g‖2
H1(T3

L) = C ′‖|ψ| − |φ|‖2
H1(T3

L), (3.3.143)

which proves the Lemma.

Proof of Corollary 3.2.1. With ψL as in Theorem 3.2.1, let ϕL := σψL ∈ C∞(T3
L). Observing

that

GL(ψ, ϕ) = EL(ψ) + ‖σψ − ϕ‖2
2, (3.3.144)

and using Theorem 3.2.1 we can immediately conclude that in the regime L > L1

MF
L = ΩL(ϕL). (3.3.145)

It is also immediate, recalling the definition of GL in (3.2.7) and that ψL > 0, to conclude
that ψL must be the unique positive ground state of hϕL .
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To prove (3.2.19), we first of all observe that if ϕ ∈ L2(T3
L), we have

FL(ϕ) = |(ϕ)0|2 + FL(ϕ̂). (3.3.146)

Therefore, it is sufficient to restrict to ϕ with zero-average and show that in this case

FL(ϕ)− eL ≥ min
y∈T3

L

〈ϕ− ϕyL|11− (11 + κ′(−∆L)1/2)−1|ϕ− ϕyL〉 . (3.3.147)

Using Theorem 3.2.1, we obtain

GL(ψ, ϕ)− eL = EL(ψ)− eL + ‖ϕ− σψ‖2
2 ≥ EL(|ψ|)− eL + ‖ϕ− σψ‖2

2

≥ κ1 dist2
H1(|ψ|,Θ(ψL)) + ‖ϕ− σψ‖2

2

= κ1‖|ψ| − ψyL‖2
H1(T3

L) + ‖ϕ− σψ‖2
2, (3.3.148)

for some y ∈ T3
L. We now apply Lemma 3.3.7 and recall that ϕyL = σψyL , obtaining with a

simple completion of the square

GL(ψ, ϕ)− eL ≥ κ′
〈
ρψ − ρψyL

∣∣∣(−∆L)−1/2
∣∣∣ρψ − ρψyL〉+ ‖ϕ− σψ‖2

2

= ‖F 1/2(σψ − ϕyL) + F−1/2(ϕyL − ϕ)‖2
2

+ 〈ϕ− ϕyL|11− F−1|ϕ− ϕyL〉 , (3.3.149)

where F = 11 + κ′(−∆L)1/2. Dropping the first term and minimizing over ψ yields our claim.
Finally, (3.2.20) immediately follows from (3.2.19) and the spectral gap of the Laplacian, using
the fact that ϕL and all its translates have zero average since ϕL = σψL .

The Hessian of FL

For any ϕ ∈ L2
R(T3

L), we introduce the notation

e(ϕ) := inf spec hϕ, (3.3.150)

and observe that FL, defined in (3.2.10), can equivalently be written as

FL(ϕ) = ‖ϕ‖2
2 + e(ϕ), ϕ ∈ L2

R(T3
L). (3.3.151)

We compute the Hessian of FL at its minimizers using standard arguments in perturbation
theory, showing the validity of expression (3.2.22). We need the following two Lemmas.

Lemma 3.3.8. For L ≥ L0 > 0, any ϕ ∈ L2(T3
L) and any T > 0

‖(−∆L + T )−1ϕ‖ = ‖ϕ(−∆L + T )−1‖ ≤ CT‖ϕ‖L2(T3
L)+L∞(T3

L) (3.3.152)

for some constant CT > 0 with limT→∞CT = 0. Here ϕ is understood as a multiplication
operator, ‖ · ‖ denotes the operator norm on L2(T3

L), and

‖ϕ‖L2(T3
L)+L∞(T3

L) := inf
ϕ1+ϕ2=ϕ

ϕ1∈L2(T3
L

), ϕ2∈L∞(T3
L

)

(
‖ϕ1‖L2(T3

L) + ‖ϕ2‖L∞(T3
L)

)
. (3.3.153)

67



3. The Strongly Coupled Polaron on the Torus

Note that

‖ϕ‖L2(T3
L) ≤ L3/2‖ϕ‖L2(T3

L)+L∞(T3
L) ≤ L3/2‖ϕ‖L2(T3

L), (3.3.154)

which clearly makes the two norms equivalent. Nevertheless, we find it more natural to work
with a bound of the form (3.3.152), where CT is independent of L.

Lemma 3.3.8 implies that, for any ϕ ∈ L2(T3
L)+L∞(T3

L), the multiplication operator associated
with ϕ is infinitesimally relatively bounded with respect to −∆L. More precisely, for any δ > 0,
there exists C

(
δ, ‖ϕ‖L2(T3

L)+L∞(T3
L)

)
depending on ϕ only through ‖ϕ‖L2(T3

L)+L∞(T3
L), such

that for any f ∈ Dom(−∆L)

‖ϕf‖ ≤ δ‖∆Lf‖+ C
(
δ, ‖ϕ‖L2(T3

L)+L∞(T3
L)

)
‖f‖. (3.3.155)

Whenever infinitesimal relative boundedness holds with a constant C(δ) uniform over a class of
operators, we will say that the class is uniformly infinitesimally relatively bounded. In this case,
Lemma 3.3.8 ensures that multiplication operators associated to functions in (L2 + L∞)-balls
are uniformly infinitesimally relatively bounded with respect to −∆L.

Proof. We first observe that, by self-adjointness of (−∆L + T )−1, it is sufficient to show that
the claimed bound holds for ‖ϕ(−∆L+T )−1‖. For any f, ϕ ∈ L2(T3

L) and any decomposition
of the form ϕ = ϕ1 + ϕ2 with ϕ1 ∈ L2(T3

L) and ϕ2 ∈ L∞(T3
L) we have

‖ϕ(−∆L + T )−1f‖2 ≤ ‖ϕ1‖2‖(−∆L + T )−1f‖∞ + ‖ϕ2‖∞‖(−∆L + T )−1f‖2

≤ ‖ϕ1‖2‖(−∆L + T )−1f‖∞ + T−1‖ϕ2‖∞‖f‖2. (3.3.156)

Moreover,

‖(−∆L + T )−1f‖∞ ≤
∑

k∈ 2π
L
Z3

1
L3/2(|k|2 + T ) |fk| ≤

 1
L3

∑
k∈ 2π

L
Z3

1
(|k|2 + T )2


1/2

‖f‖2

≤ C

(∫
R3

1
(|x|2 + T )2

)1/2

‖f‖2 = CT−1/2‖f‖2. (3.3.157)

Therefore, picking CT := max
{
T−1, CT−1/2

}
yields

‖ϕ(−∆L + T )−1f‖2 ≤ CT (‖ϕ1‖2 + ‖ϕ2‖∞) ‖f‖2, (3.3.158)

optimizing over ϕ1 and ϕ2 completes the proof.

Lemma 3.3.9. For ϕ ∈ L2(T3
L)

‖(−∆L)−1/2ϕ‖L∞(T3
L)+L2(T3

L) . ‖(−∆L + 1)−1/2ϕ‖L2(T3
L). (3.3.159)

Proof. We write f1 = χ[0,1) and f2 = χ[1,+∞) and

ϕ1 = f1
[
(−∆L)−1/2

]
ϕ, ϕ2 = f2

[
(−∆L)−1/2

]
ϕ. (3.3.160)
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Clearly (−∆L)−1/2ϕ = ϕ1 + ϕ2. Moreover

‖(−∆L)−1/2ϕ‖L∞+L2 ≤ ‖ϕ1‖∞ + ‖ϕ2‖2

≤

 ∑
06=k∈ 2π

L
Z3

|k|<1

1
L3|k|2


1/2 ∑

06=k∈ 2π
L

Z3

|k|<1

|ϕk|2


1/2

+

 ∑
k∈ 2π

L
Z3

|k|≥1

|ϕk|2

|k|2


1/2

.

 ∑
06=k∈ 2π

L
Z3

|k|<1

|ϕk|2


1/2

+

 ∑
k∈ 2π

L
Z3

|k|≥1

|ϕk|2

|k|2


1/2

.

 ∑
k∈ 2π

L
Z3

1
|k|2 + 1 |ϕk|

2


1/2

= C‖(−∆L + 1)−1/2ϕ‖L2(T3
L).

(3.3.161)

This concludes the proof.

Lemmas 3.3.8 and 3.3.9 together yield the following Corollary, whose proof is omitted as it is
now straightforward.

Corollary 3.3.2. For any ϕ such that ‖(−∆L+1)−1/2ϕ‖2 is finite, the multiplication operator
Vϕ (defined in (3.2.8)) is infinitesimally relatively bounded with respect to (−∆L). Moreover,
for T > 0 there exists CT such that

‖(−∆L + T )−1Vϕ‖ ≤ CT‖(−∆L + 1)−1/2ϕ‖2, and CT ↘ 0 as T →∞. (3.3.162)

In particular, Corollary 3.3.2 implies that the family of multiplication operators associated to
{Vϕ | ‖(−∆L + 1)−1/2ϕ‖2 ≤M} is uniformly infinitesimally relatively bounded with respect
to −∆L for any M .
With these tools at hand we now investigate FL close to its minimum and, in particular,
compute the Hessian of FL at its minimizers. We follow very closely the analogous analysis
carried out in [41]. By translation invariance of the problem, it is clearly sufficient to perform
the computation with respect to ϕL, where ϕL is the same as in Corollary 3.2.1.

Proposition 3.3.4. For L > L1 let ϕ ∈ L2
R(T3

L) be such that

‖(−∆L + 1)−1/2(ϕ− ϕL)‖L2(T3
L) ≤ εL (3.3.163)

for some εL > 0 small enough. Then

|FL(ϕ)− eL − 〈ϕ− ϕL|11−KL|ϕ− ϕL〉|
.L ‖(−∆L + 1)−1/2(ϕ− ϕL)‖2 〈ϕ− ϕL|JL|ϕ− ϕL〉 , (3.3.164)

where

KL := 4(−∆L)−1/2ψL
QψL

hϕL − e(ϕL)ψL(−∆L)−1/2,

JL = 4(−∆L)−1/2ψL(−∆L + 1)−1ψL(−∆L)−1/2, (3.3.165)

and ψL, which we recall is the (positive) ground state of hϕL , is understood, in the expressions
for KL and JL, as a multiplication operator.
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Note that this implies that HFLϕL = 11 −KL, as claimed in (3.2.22). In particular, KL ≤ 11
by minimality of ϕL. It is also clear, by definition, that KL ≥ 0. We emphasize that JL
is trace class, being the square of (−∆L + 1)−1/2ψL(−∆L)−1/2, which is Hilbert-Schmidt
since ψL is in L2, as a function of x, and f(k) := (|k|2 + 1)−1/2|k|−1 is in L2, as a
function of k. From the trace class property of JL, together with the boundedness of
(−∆L+1)1/2 QψL

hϕL−e(ϕL)(−∆L+1)1/2 (which follows from Corollary 3.3.2), we immediately infer
the trace class property of KL. We even show in Lemma 3.3.10 that JL, KL .L (−∆L + 1)−2.

We shall in the following denote by Ky
L, respectively JyL, the unitary equivalent operators

obtained from KL and JL by a translation by y. Note that Ky
L and JyL appear if one expands

FL with respect to ϕyL instead of ϕL. Moreover, the invariance under translations of FL
implies that

span{∇ϕL} ⊂ ker(11−KL). (3.3.166)

We show in Section 3.3.2 that these two sets coincide. Finally, even though both εL and the
estimate (3.3.164) in Proposition 3.3.4 depend on L, with a little extra work one can show
that the bound is actually uniform in L (for large L). For simplicity we opt for the current
version of Proposition 3.3.4, as it is sufficient for the purpose of our investigation, which is set
on a torus of fixed linear size L > L1.

Proof. We shall denote h0 := hϕL . By assumption (3.3.163) and since ϕL ∈ L2(T3
L), we

can apply Corollary 3.3.2 to ϕL and to (ϕ− ϕL). This way we see that Vϕ−ϕL is uniformly
infinitesimally relatively bounded with respect to h0 for any ϕ satisfying (3.3.163).

It is clear that h0 admits a simple and isolated least eigenvalue e(ϕL). Standard results in
perturbation theory then imply that there exist εL > 0 and a contour γ around e(ϕL) such
that for any ϕ satisfying (3.3.163) e(ϕ) is the only eigenvalue of hϕ = h0 + Vϕ−ϕL inside
γ. (For fixed ϕ, the statement above is a standard result in perturbation theory, see [101,
Theorem XII.8]; moreover it is also possible to get a ϕ-independent γ encircling e(ϕ), see
[101, Theorem XII.11] and recall that Vϕ−ϕL are uniformly infinitesimally relatively bounded
with respect to h0.) We can then write

e(ϕ) = Tr
∫
γ

z

z − (h0 + Vϕ−ϕL)
dz

2πi. (3.3.167)

Moreover, by the uniform infinitesimal relative boundedness of Vϕ−ϕL with respect to h0, we
have

sup
z∈γ
‖Vϕ−ϕL(z − h0)−1‖ < 1, (3.3.168)

for εL sufficiently small. For any z ∈ γ, we can thus use the resolvent identity in the form

1
z − h0 − Vϕ−ϕL

=
(

11− QψL

z − h0
Vϕ−ϕL

)−1 QψL

z − h0(
11− QψL

z − h0
Vϕ−ϕL

)−1 PψL
z − h0

(
11− Vϕ−ϕL

1
z − h0

)−1
. (3.3.169)

The first term is analytic inside the contour γ and hence it gives zero after integration when
inserted in (3.3.167). Inserting the second term of (3.3.169), which is rank one, in (3.3.167)
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and using Fubini’s Theorem to interchange the trace and the integral, we obtain

e(ϕ) =
∫
γ

z

z − e(ϕL)

〈
ψL

∣∣∣∣∣
(

11− Vϕ−ϕL
1

z − h0

)−1 (
11− QψL

z − h0
Vϕ−ϕL

)−1∣∣∣∣∣ψL
〉
dz

2πi.

(3.3.170)

For simplicity, we introduce the notation

A = Vϕ−ϕL
1

z − h0
, B = QψL

z − h0
Vϕ−ϕL . (3.3.171)

Because of (3.3.168), both A and B are smaller than 1 in norm, uniformly in z ∈ γ. We shall
use the identity

1
11− A

1
11− B =11 + A+ A(A+B) + B

11− B

+ A3

11− A + A2

11− AB + A

11− A
B2

11− B. (3.3.172)

We insert the various terms in (3.3.170) and do the contour integration. The term 11 gives
e(ϕL). The term A, recalling that (−∆L)−1/2ρψL = ϕL, yields

〈ψL|Vϕ−ϕL |ψL〉 = 2 〈ϕ− ϕL|ϕL〉 . (3.3.173)

A standard calculation shows that the term A(A+B) gives〈
ψL

∣∣∣∣∣Vϕ−ϕL QψL

e(ϕL)− h0
Vϕ−ϕL

∣∣∣∣∣ψL
〉

= −〈ϕ− ϕL|KL|ϕ− ϕL〉 . (3.3.174)

Furthermore, since QψLψL = 0, the term B(11− B)−1 yields zero. Recalling that FL(ϕ) =
‖ϕ‖2 + e(ϕ) we obtain from (3.3.170)

FL(ϕ)−FL(ϕL)− 〈ϕ− ϕL|11−KL|ϕ− ϕL〉

=
∫
γ

z

z − e(ϕL)

〈
ψL

∣∣∣∣∣ A3

11− A + A
(

A

11− A + 1
11− A

B

11− B

)
B

∣∣∣∣∣ψL
〉
dz

2πi. (3.3.175)

We observe that, since γ is uniformly bounded and uniformly bounded away from e(ϕL), we
can get rid of the integration, i.e., it suffices to bound

(I) := sup
z∈γ

∣∣∣∣∣
〈
ψL

∣∣∣∣∣ A3

11− A

∣∣∣∣∣ψL
〉∣∣∣∣∣ ,

(II) := sup
z∈γ

∣∣∣∣〈ψL ∣∣∣∣A( A

11− A + 1
11− A

B

11− B

)
B

∣∣∣∣ψL〉∣∣∣∣ , (3.3.176)

with the r.h.s. of (3.3.164) to conclude the proof. We note that

〈ϕ− ϕL|JL|ϕ− ϕL〉 =
∥∥∥(−∆L + 1)1/2Vϕ−ϕLψL

∥∥∥2

2
, (3.3.177)

and that, by infinitesimal relative boundedness of VϕL with respect to (−∆L) and since γ is
uniformly bounded away from e(ϕL), there exists some constant CL > 0 such that

sup
z∈γ

∥∥∥(−∆L + 1)1/2(z − h0)−k(−∆L + 1)1/2
∥∥∥ ≤ CL for k = 1, 2. (3.3.178)
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Therefore,
(I) = sup

z∈γ

∣∣∣(z − e(ϕL))−1 〈Vϕ−ϕLψL|(z − h0)−1A(11− A)−1|Vϕ−ϕLψL〉
∣∣∣

.L sup
z∈γ

∥∥∥∥(−∆L + 1)1/2(z − h0)−1 A

11− A(−∆L + 1)1/2
∥∥∥∥ 〈ϕ− ϕL|JL|ϕ− ϕL〉 ,

.L sup
z∈γ

∥∥∥∥(−∆L + 1)−1/2 A

11− A(−∆L + 1)1/2
∥∥∥∥ 〈ϕ− ϕL|JL|ϕ− ϕL〉 , (3.3.179)

(II) ≤ sup
z∈γ

∥∥∥∥ A

11− A + 1
11− A

B

11− B

∥∥∥∥ 〈ψL|AA†|ψL〉1/2 〈ψL|BB†|ψL〉1/2
.L sup

z∈γ

∥∥∥∥ A

11− A + 1
11− A

B

11− B

∥∥∥∥ 〈ϕ− ϕL|JL|ϕ− ϕL〉 . (3.3.180)

Since
A(11− A)−1 = Vϕ−ϕL(z − hϕ)−1, (3.3.181)

it follows that∥∥∥∥(−∆L + 1)−1/2 A

11− A(−∆L + 1)1/2
∥∥∥∥

≤ ‖(−∆L + 1)−1/2Vϕ−ϕL(−∆L)−1/2‖‖(−∆L)1/2(z − hϕ)−1(−∆L)1/2‖
.L ‖(−∆L + 1)−1(ϕ− ϕL)‖, (3.3.182)

where we used the relative boundedness of hϕ w.r.t to −∆L and Corollary 3.3.2. This yields
the right bound for (I). Similar estimates yield the right bounds for ‖A(11 − A)−1‖ and
‖(11− A)−1B(11− B)−1‖ .L ‖B‖, concluding the proof.

As a final result of this subsection, we prove the following Lemma about the operators KL

and JL.

Lemma 3.3.10. Let KL and JL be the operators defined in (3.3.165). We have
KL, JL .L (−∆L + 1)−2. (3.3.183)

Proof. We prove the result for JL. By the relative boundedness of hϕL with respect to −∆L

the same proof applies to KL. We shall show that (−∆L + 1)(−∆L)−1/2ψL(−∆L + 1)−1/2 is
bounded as an operator on L2(T3

L). In fact, for f ∈ L2(T3
L),

‖(−∆L + 1)(−∆L)−1/2ψL(−∆L + 1)−1/2f‖2
2

=
∑

06=k∈ 2π
L
Z3

(
|k|2 + 1
|k|

)2
∣∣∣∣∣∣∣
∑

ξ∈ 2π
L
Z3

(ψL)k−ξ
fξ

(|ξ|2 + 1)1/2

∣∣∣∣∣∣∣
2

≤ ‖(−∆L + 1)3/2ψL‖2
2

∑
06=k∈ 2π

L
Z3

(
|k|2 + 1
|k|

)2 ∑
ξ∈ 2π

L
Z3

|fξ|2

(|k − ξ|2 + 1)3(|ξ|2 + 1)

.L
∑

ξ∈ 2π
L
Z3

|fξ|2

|ξ|2 + 1
∑

06=k∈ 2π
L
Z3

(|k|2 + 1)2

|k|2(|k − ξ|2 + 1)3 .L ‖f‖
2
2, (3.3.184)

where we used that ψL ∈ C∞(T3
L) and that ∑06=k∈ 2π

L
Z3

(|k|2+1)2

|k|2(|k−ξ|2+1)3 . |ξ|2 + 1. Therefore

JL ≤ ‖(−∆L + 1)(−∆L)−1/2ψL(−∆L + 1)−1/2‖2(−∆L + 1)−2 .L (−∆L + 1)−2, (3.3.185)
as claimed.
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3.3. Properties of the Pekar Functionals

Local Properties of MF
L and FL

For L > L1 we introduce the notation

ΠL
∇ := L2-projection onto span{∇ϕL}, (3.3.186)

which is going to be used throughout this section and Section 3.4. According to Theorem 3.2.1,
the condition L > L1 guarantees that ψyL 6= ψL for any ψL ∈ ME

L and any y 6= 0, which
implies that ran ΠL

∇ is three dimensional (i.e that the partial derivatives of ϕL are linearly
independent); if not, there would exist ν ∈ S2 such that ∂νψL = 0 and this would imply
ψL = ψyL for any y parallel to ν.
For technical reasons, we also introduce a family of weighted norms which will be needed in
Section 3.4. For T ≥ 0, we define

‖ϕ‖WT
:= 〈ϕ|WT |ϕ〉1/2 , (3.3.187)

where WT acts in k-space as multiplication by

WT (k) =

1 |k| ≤ T

(|k|2 + 1)−1 |k| > T.
(3.3.188)

Note that ‖ϕ‖2
W0 = 〈ϕ|(−∆L + 1)−1|ϕ〉 and ‖ϕ‖W∞ = ‖ϕ‖2.

For the purpose of this section we could formulate the following Lemma only with respect to
‖ · ‖2 = ‖ · ‖W∞ , but we opt for this more general version since we shall need it in Section 3.4.

Lemma 3.3.11. For any L > L1, there exists ε′L (independent of T ) such that for any
ϕ ∈ L2

R(T3
L) with distWT

(ϕ,ΩL(ϕL)) ≤ ε′L there exist a unique couple (yϕ, vϕ), depending
on T , with yϕ ∈ T3

L and vϕ ∈ (spani=1,2,3{WT∂iϕL})⊥, such that

ϕ = ϕ
yϕ
L + (vϕ)yϕ and ‖vϕ‖WT

≤ ε′L. (3.3.189)

As Proposition 3.3.4 above, we opt for an L-dependent version of Lemma 3.3.11 for simplicity,
as it is sufficient for our purposes. We nevertheless believe it is possible to prove a corresponding
statement that is uniform in L. Note that Lemma 3.3.11 is equivalent to the statement that
there exists a T -independent ε′L such that the WT -projection onto ΩL(ϕL) is uniquely defined
in an ε′L-neighborhood of ΩL(ϕL) with respect to the WT -norm, and that, for any ϕ therein,
ϕ
yϕ
L characterizes the WT -projection of ϕ onto ΩL(ϕL), so that

distWT
(ϕ,ΩL(ϕL)) = ‖ϕ− ϕyϕL ‖WT

= ‖vϕ‖WT
. (3.3.190)

Proof. We begin by observing that the Lemma is equivalent to showing that for any ‖ · ‖WT
-

normalized v ∈ (spani=1,2,3{WT∂iϕL})⊥, any ε ≤ ε′L and any 0 6= y ∈ T3
L we have

ε < ‖ϕL + εv − ϕyL‖WT
. (3.3.191)

Indeed, if the Lemma holds then ϕ = ϕL + εv does not admit other decompositions of the
form (3.3.189), which implies that, for any y 6= 0, (3.3.191) holds (otherwise there would
exist y 6= 0 minimizing the WT -distance of ϕ from ΩL(ϕL) and such y would necessarily yield
a second decomposition of the form (3.3.189)). On the other hand, if the statement (3.3.191)
holds and the Lemma does not, then there exists ϕ such that distWT

(ϕ,ΩL(ϕL)) ≤ ε′L and

73



3. The Strongly Coupled Polaron on the Torus

also such that (y1, v1) and (y2, v2) yield two different decompositions of the form (3.3.189)
for ϕ (note that at least one decomposition of the form (3.3.189) always exist, as there exist
at least one element of ΩL(ϕL) realizing the WT -distance of ϕ from ΩL(ϕL)). By considering
ϕ−y1 (respectively ϕ−y2) we find ‖v1‖WT

> ‖v2‖WT
(respectively ‖v2‖WT

> ‖v1‖WT
), which

is clearly a contradiction. We shall hence proceed to prove the statement (3.3.191).
Taylor’s formula and the regularity of ϕL imply the existence of T -independent constant C1

L

such that

ϕyL = ϕL + y · (∇ϕL) + gy, with ‖gy‖WT
≤ ‖gy‖2 ≤ C1

L|y|2. (3.3.192)

As remarked after (3.3.186), the kernel of ΠL
∇ is three-dimensional, hence there exists a

constant C2
L independent of T such that

min
ν∈S2
‖ν · ∇ϕL‖WT

≥ min
ν∈S2
‖ν · ∇ϕL‖W0 ≥ C2

L. (3.3.193)

Therefore, using that v ⊥WT
∇ϕL in combination with (3.3.192) and (3.3.193), we find, for

|y| < (C2
L − 2εC1

L)1/2(C1
L)−1, (3.3.194)

that

‖ϕL + εv − ϕyL‖WT
= ‖εv − y · (∇ϕL)− gy‖WT

≥
(
ε2 + |y|2C2

L

)1/2
− C1

L|y|2 > ε,

(3.3.195)

i.e., that (3.3.191) holds for y satisfying (3.3.194). Furthermore, we have

‖ϕL + εv − ϕyL‖2
WT
≥ ε2 + ‖ϕL − ϕyL‖WT

(‖ϕL − ϕyL‖WT
− 2ε) , (3.3.196)

and this implies that (3.3.191) holds for any y such that

‖ϕL − ϕyL‖WT
> 2ε. (3.3.197)

Using again (3.3.193) and (3.3.192), there exist C3
L, c

1
L, c

4
L > 0 independent of T such that

‖ϕL − ϕyL‖WT
= ‖y · (∇ϕL) + gy‖WT

≥ C2
L|y| − C1

L|y|2 ≥ C3
L|y|, for |y| ≤ c1

L,

‖ϕL − ϕyL‖WT
> c4

L for |y| > c1
L, (3.3.198)

where the second line simply follows from ‖ · ‖WT
≥ ‖ · ‖W0 , the fact that ϕL 6= ϕyL for any

0 6= y ∈ [−L/2, L/2]3 and the continuity of ϕL. Combining (3.3.197) and (3.3.198), we
conclude that (3.3.191) holds if either |y| > c1

L or

|y| > 2ε(C3
L)−1. (3.3.199)

Picking ε′L sufficiently small, the fact that (3.3.191) holds both under the conditions (3.3.194)
and (3.3.199) shows that it holds for any y ∈ T3

L, and this completes the proof.

We conclude our study of the Pekar functional FL by showing that ker(11−KL) = span{∇ϕL} =
ran ΠL

∇. Since clearly ran ΠL
∇ ⊂ ker(11−KL), this is a consequence of the following Proposi-

tion.

Proposition 3.3.5. Recalling the definition of τL from Corollary 3.2.1, we have

11−KL ≥ τL(11− ΠL
∇). (3.3.200)
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Proof. We need to show that for all normalized v ∈ ran(11− ΠL
∇) the bound

〈v|11−KL|v〉 ≥ τL (3.3.201)

holds. Using Lemma 3.3.11 in the case T =∞, for any such v and ε small enough, denoting
ϕ = ϕL + εv, we obtain

dist2
L2(ϕ,ΩL(ϕL)) = ε2. (3.3.202)

Moreover, since ‖(−∆L + 1)−1(ϕ − ϕL)‖ ≤ ε‖v‖2 = ε, for ε small enough we can expand
FL(ϕ) with respect to ϕL using Proposition 3.3.4. Combining this with (3.2.20), we arrive at

τLε
2 ≤ FL(ϕL + εv)− eL ≤ ε2 〈v|11−KL|v〉+ ε3 〈v|JL|v〉 . (3.3.203)

Since ε can be taken arbitrarily small, the proof is complete.

3.4 Proof of Main Results
In this Section we give the proof of Theorem 3.2.2. In Section 3.4.1 we prove the upper bound
in (3.2.24). In Section 3.4.2 we estimate the cost of substituting the full Hamiltonian HL with
a cut-off Hamiltonian depending only on finitely many phonon modes, a key step in providing
a lower bound for inf specHL. Finally, in Section 3.4.3, we show the validity of the lower
bound in (3.2.24).
The approach used in Sections 3.4.1 and 3.4.2 follows closely the one used in [41], even if, in
our setting, minor complications arise in the proof of the upper bound due the presence of
the zero modes of the Hessian. For the lower bound in Section 3.4.3, however, a substantial
amount of additional work is needed to deal with the translation invariance, which complicates
the proof significantly.

3.4.1 Upper Bound
In this section we construct a trial state, which will be used to obtain an upper bound on
the ground state energy of HL for fixed L > L1. This is carried out using the Q-space
representation of the bosonic Fock space F(L2(T3

L)) (see [100]). Even though the estimates
contained in this section are L-dependent, we believe it is possible, with little modifications to
the proof, to obtain the same upper bound with the same error estimates uniformly in L.
Our trial state depends non-trivially only on finitely many phonon variables, and we proceed to
describe it more in detail. If one picks Π to be a real finite rank projection on L2(T3

L), then

F(L2(T3
L)) ∼= F(ΠL2(T3

L))⊗F((11− Π)L2(T3
L)). (3.4.1)

The first factor F(ΠL2(T3
L)) can isomorphically be identified with L2(RN), where N is the

complex dimension of ran Π. In particular, there is a one-to-one correspondence between any
real ϕ ∈ ran Π and λ = (λ1, . . . , λN) ∈ RN , explicitly given by

ϕ =
N∑
i=1

λiϕi ∼= (λ1, . . . , λN) = λ, (3.4.2)

where {ϕi}Ni=1 denotes an orthonormal basis of ran Π consisting of real-valued functions. The
trial state we use corresponds to the vacuum in the second factor F((11− Π)L2(T3

L)) and
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3. The Strongly Coupled Polaron on the Torus

shall hence be written only as a function of x (the electron variable) and λ (the finitely
many phonon variables selected by Π). We begin by specifying some properties we wish Π
to satisfy. Consider ϕL from Corollary 3.2.1 and define Π to be a projection of the form
Π = Π′ + ΠL

∇, where ΠL
∇ is defined in (3.3.186) and Π′ is an (N − 3)-dimensional projection

on span{∇ϕL}⊥ = ran(11− ΠL
∇) that will be further specified later but will always be taken

so that ϕL ∈ ran Π. Our trial state is of the form

Ψ(x, ϕ) = G(ϕ)η(ϕ)ψϕ(x), (3.4.3)

where

• x ∈ T3
L and ϕ is a real element of ran Π (identified with λ ∈ RN as in (3.4.2)),

• G(ϕ) is a Gaussian factor explicitly given by

G(ϕ) = exp
(
−α2 〈ϕ− ϕL|[Π(11−KL)Π]1/2|ϕ− ϕL〉

)
, (3.4.4)

• η is a ‘localization factor’ given by

η(ϕ) = χ
(
ε−1‖(−∆L + 1)−1/2(ϕ− ϕL)‖L2(T3

L)

)
, (3.4.5)

for some 0 < ε < εL (with εL as in Proposition 3.3.4), where 0 ≤ χ ≤ 1 is a smooth
cut-off function such that χ(t) = 1 for t ≤ 1/2 and χ(t) = 0 for t ≥ 1,

• ψϕ is the unique positive ground state of hϕ = −∆L + Vϕ.

We note that our state actually depends on two parameters (N and ε) and, of course, on the
specific choice of Π′. We choose {ϕi}i=1,...,N to be a real orthonormal basis of eigenfunctions
of [Π(11 −KL)Π] corresponding to eigenvalues µi = 0 for i = 1, 2, 3 and µi ≥ τL > 0 for
i = 4, . . . , N . Recalling Proposition 3.3.5, this amounts to choosing {ϕi}i=1,2,3 to be a real
orthonormal basis of ran ΠL

∇ and {ϕi}i=4,...,N to be a real orthonormal basis of eigenfunctions
of [Π′(11−KL)Π′]. With this choice, we have (with a slight abuse of notation)

G(ϕ) = G(λ4, . . . , λN) = exp
(
−α2

N∑
i=4

µ
1/2
i (λi − λLi )2

)
, (3.4.6)

where ϕL ∼= λL = (0, 0, 0, λL4 , . . . , λLN), since ϕL ∈ ran Π by construction, and the first three
coordinates are 0 since ϕL ∈

(
ran ΠL

∇

)⊥
.

We first show that even if G does not have finite L2(RN)-norm, Ψ does due to the presence
of η. We define

Tε := {‖(−∆L + 1)−1/2(ϕ− ϕL)‖ ≤ ε} ⊂ RN (3.4.7)

and

γL := inf
ϕ∈ran ΠL∇
‖ϕ‖2=1

〈ϕ|(−∆L + 1)−1|ϕ〉 > 0. (3.4.8)
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Then, on Tε, recalling that ΠL
∇ϕL = 0, we have

γ
1/2
L

√
λ2

1 + λ2
2 + λ2

3 = γ
1/2
L ‖ΠL

∇ϕ‖ ≤ ‖(−∆L + 1)−1/2ΠL
∇(ϕ− ϕL)‖2

≤ ‖(−∆L + 1)−1/2Π′(ϕ− ϕL)‖2 + ε ≤ ‖Π′(ϕ− ϕL)‖+ ε =
(

N∑
i=4

(λi − λLi )2
)1/2

+ ε

(3.4.9)

and this implies, using the normalization of ψϕ, that

‖Ψ‖2 =
∫
RN
G(λ4, . . . , λN)2η(λ)2dλ1 . . . dλN ≤

∫
RN
G(λ4, . . . , λN)211Tε(λ)dλ1 · · · dλN

≤ 4π
3

∫
RN−3

G(λ4, . . . , λN)2γ
−3/2
L

( N∑
i=4

(λi − λLi )2
)1/2

+ ε

3

dλ4 · · · dλN <∞.

(3.4.10)

We spend a few words to motivate our choice of Ψ. The absolute value squared of Ψ has to
be interpreted as a probability density over the couples (ϕ, x), with ϕ being a classical state
for the phonon field and x the position of the electron. In the electron coordinate, our Ψ
corresponds to the ground state of hϕ for any value of ϕ. This implies, by straightforward
computations, that the expectation value of the Fröhlich Hamiltonian in Ψ equals the one of
e(ϕ) + N, e(ϕ) being the ground state energy of hϕ and N the number operator. Moreover,
because of the factor η, we are localizing our state to the regime where the Hessian expansion
of e(ϕ) from Proposition 3.3.4 holds. To leading order, this effectively makes our system
formally correspond to a system of infinitely many harmonic oscillators with frequencies given
by the eigenvalues of (11−KL)1/2, with a Gaussian ground state. To carry out this analysis out
rigorously, we need to choose a suitable finite rank projection Π, as detailed in the remained
of this section.

We are now ready to delve into the details of the proof. It is easy to see that the interaction term
appearing in the Fröhlich Hamiltonian acts in the Q-space representation as the multiplication
by Vϕ(x). Therefore, since Ψ corresponds to the vacuum on (11−Π)L2(T3

L) and only depends
on x through the factor ψϕ(x), the g.s. of hϕ, it follows that

〈Ψ|HL|Ψ〉 = 〈Ψ|e(ϕ) + N|Ψ〉 (3.4.11)

where ϕ = Πϕ ∼= λ ∈ RN and the inner product on the r.h.s. is naturally interpreted as the
one on L2(T3

L)⊗L2(RN ). In the Q-space representation, the number operator takes the form

N =
N∑
n=1

(
− 1

4α4∂
2
λn + λ2

n −
1

2α2

)
= 1

4α4 (−∆λ) + |λ|2 − N

2α2 . (3.4.12)

Using the fact that η is supported on the set Tε defined in (3.4.7), we can use the Hessian
expansion from Proposition 3.3.4 to obtain bounds on e(λ). Consequently, for a suitable
positive constant CL,

〈Ψ|HL|Ψ〉 ≤ 〈Ψ|eL + 〈ϕ− ϕL|11−KL + εCLJL|ϕ− ϕL〉|Ψ〉

+
〈

Ψ
∣∣∣∣ 1
4α4 (−∆λ)−

N

2α2

∣∣∣∣Ψ〉
=
(
eL −

1
2α2 Tr(Π)

)
‖Ψ‖2 + A+B, (3.4.13)
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with

A =
〈

Ψ
∣∣∣∣∣ 1
4α4 (−∆λ) +

N∑
i=4

µi(λi − λLi )2
∣∣∣∣∣Ψ
〉
, (3.4.14)

B = εCL 〈Ψ| 〈ϕ− ϕL|JL|ϕ− ϕL〉|Ψ〉 . (3.4.15)

We shall now proceed to bound A and B. First, we recall that by Lemma 3.3.10

JL .L (−∆L + 1)−2. (3.4.16)

Therefore, since η is supported on Tε, we have

B .L ε
3‖Ψ‖2. (3.4.17)

To bound A a bit more work is required. A direct calculation shows that[
1

4α4 (−∆λ) +
N∑
i=4

µi(λi − λLi )2
]
G = 1

2α2 Tr
(
[Π(11−KL)Π]1/2

)
G. (3.4.18)

The previous identity, together with straightforward manipulations involving integration by
parts, shows that

A = 1
4α4

(
〈ψϕGη|ψϕ(−∆λG)η〉+

∫
T3
L×RN

G2|∇λ(ηψϕ)|2
)

+
〈

Ψ
∣∣∣∣∣
N∑
i=4

µi(λ− λLi )2
∣∣∣∣∣Ψ
〉

≤ 1
2α2 Tr

(
[Π(11−KL)Π]1/2

)
‖Ψ‖2

+ 1
2α4

[∫
T3
L×RN

G2η2|∇λψϕ|2 +
∫
T3
L×RN

G2|∇λη|2|ψϕ|2
]

=: 1
2α2 Tr

(
[Π(11−KL)Π]1/2

)
‖Ψ‖2 + A1 + A2. (3.4.19)

We proceed to bound A1. By standard first order perturbation theory (using that the phase of
ψϕ is chosen so that it is the unique positive minimizer of hϕ) we have

∂λnψϕ = −
Qψϕ

hϕ − e(ϕ)Vϕnψϕ, (3.4.20)

where we recall that Qψϕ = 11− |ψϕ〉 〈ψϕ|. This implies that, for fixed ϕ,

∫
T3
L

|∇λψϕ(x)|2dx =
N∑
n=1

∥∥∥∥∥ Qψϕ

hϕ − e(ϕ)Vϕnψϕ
∥∥∥∥∥

2

L2(T3
L)

=
N∑
n=1
〈ϕn|(−∆L)−1/2ψϕ

(
Qψϕ

hϕ − e(ϕ)

)2

ψϕ(−∆L)−1/2|ϕn〉

= Tr
Π(−∆L)−1/2ψϕ

(
Qψϕ

hϕ − e(ϕ)

)2

ψϕ(−∆L)−1/2Π
, (3.4.21)

where ψϕ is interpreted as a multiplication operator in the last two expressions. Since
(−∆L+1)1/2

(
Qψϕ

hϕ−e(ϕ)

)2
(−∆L+1)1/2 is uniformly bounded over the support of η (the potential
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Vϕ being uniformly infinitesimally relatively bounded with respect to −∆L by Corollary 3.3.2)
and recalling the normalization of ψϕ, we get

Tr
Π(−∆L)−1/2ψϕ

(
Qψϕ

hϕ − e(ϕ)

)2

ψϕ(−∆L)−1/2Π


.L Tr
(
Π(−∆L)−1/2ψϕ(−∆L + 1)−1ψϕ(−∆L)−1/2Π

)
.L 1. (3.4.22)

In summary, we conclude that

A1 .L
1
α4‖Ψ‖

2. (3.4.23)

Finally, we proceed to bound A2. Recalling the definition of η and Tε, we see that

|∇λη|2 =
∣∣∣∇λ

[
χ
(
ε−1‖(−∆L + 1)−1/2(ϕ− ϕL)‖L2(T3

L)

)]∣∣∣2
. ε−211Tε(ϕ)

∣∣∣∇λ‖(−∆L + 1)−1/2(ϕ− ϕL)‖L2(T3
L)

∣∣∣2
. ε−211Tε(ϕ) ‖(−∆L + 1)−1(ϕ− ϕL)‖2

‖(−∆L + 1)−1/2(ϕ− ϕL)‖2 ≤ 11Tε(ϕ)ε−2, (3.4.24)

where we used that η is supported on Tε and that χ is smooth and compactly supported.
Therefore, using also the normalization of ψϕ, we obtain

A2 .
1

α4ε2‖11TεG‖
2
L2(RN ). (3.4.25)

We now need to bound ‖11TεG‖L2(RN ) in terms of ‖Ψ‖ = ‖ηG‖L2(RN ). We define

Sν := {ϕ ∈ ran Π | ‖Π′(ϕ− ϕL)‖2 ≤ ν} (3.4.26)

and observe that on Sν ∩ Tε we have, by the triangle inequality,

‖(−∆L + 1)−1/2ΠL
∇ϕ‖2 ≤ ε+ ν, (3.4.27)

and that on Scν

G(λ) ≤ exp
(
−α2τ

1/2
L ν2

)
, (3.4.28)

where we used that [Π(11−KL)Π]1/2 ≥ τ
1/2
L Π′ (with τL being the constant appearing in

Proposition 3.3.5). We then have, using (3.4.27), that

‖11TεG‖2
2 = ‖11Tε∩SνG‖2

2 + ‖11Tε∩ScνG‖
2
2

≤
∫
{‖(−∆L+1)−1/2ΠL∇ϕ‖2≤ε+ν}∩Sν

G2dλ1 . . . dλN +
∫
Tε∩Scν

G2dλ1 . . . dλN . (3.4.29)

We now perform the change of variables (λ1, λ2, λ3) = 3(λ′1, λ′2, λ′3) in the first integral and
the change of variables λ− λL = 2(λ′ − λL) in the second integral and fix ν = ε/8, obtaining

‖11TεG‖2
2 ≤ 27

∫
{‖(−∆L+1)−1/2ΠL∇ϕ‖2≤(ε+ν)/3}∩Sν

G2dλ+ 2N
∫
Tε/2∩Scν/2

G(λ′)8dλ′

≤
(
27 + 2N exp

(
−6α2τ

1/2
L ν2/4

)) ∫
Tε/2

G2dλ

≤
(
27 + 2N exp

(
−6α2τ

1/2
L ν2/4

))
‖Ψ‖2, (3.4.30)
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where in the second step we used that {‖(−∆L + 1)−1/2ΠL
∇ϕ‖2 ≤ (ε + ν)/3} ∩ Sν ⊂ Tε/2

by the triangle inequality if ν = ε/8, and (3.4.28) to estimate the Gaussian factor on Scν/2.
Therefore, as long as

√
N ≤ C1

Lαε for a sufficiently small C1
L, we conclude that

A2 .
1

α4ε2‖Ψ‖
2. (3.4.31)

Plugging estimates (3.4.17), (3.4.19), (3.4.23), and (3.4.31) into (3.4.13), we infer, for√
N ≤ C1

Lαε, that for a sufficiently large C2
L

〈Ψ|HL|Ψ〉
〈Ψ|Ψ〉 ≤ eL −

1
2α2 Tr

(
Π− [Π(11−KL)Π]1/2

)
+ C2

L(ε3 + α−4ε−2). (3.4.32)

We now proceed to choose a real orthonormal basis for ran Π which is convenient to bound
the r.h.s. of (3.4.32). Let {gj}j∈N be an orthonormal basis of eigenfunctions of KL with
corresponding eigenvalue kj, ordered such that kj+1 ≥ kj. By Proposition 3.3.5 we have
kj = 1 for j = 1, 2, 3 and kj < 1 for j > 3. Moreover, ΠL

∇ coincides with the projection onto
span{g1, g2, g3}. We pick Π′ to be the projection onto span{g4, . . . , gN} if ϕL is spanned by
{g1, . . . , gN} and onto span{g4, . . . , gN−1, ϕL} otherwise. With this choice the eigenvalues
µi of Π(11−KL)Π appearing in the Gaussian factor G are equal to

µj = 1− kj, j = 1, . . . , N − 1, µN =

1− kN if ϕL ∈ span{g1, . . . , gN},
〈ϕ̃L|11−KL|ϕ̃L〉 otherwise,

(3.4.33)

with ϕ̃L := ϕL−
∑N−1

j=4 gj〈gj |ϕL〉

‖ϕL−
∑N−1

j=4 gj〈gj |ϕL〉‖2
. In any case

Tr
(
Π− [Π(11−KL)Π]1/2

)
≥

N−1∑
j=1

(1− (1− kj)1/2) = Tr
(
11− (11−KL)1/2

)
−
∞∑
j=N

(1− (1− kj)1/2). (3.4.34)

In order to estimate ∑∞j=N(1− (1− kj)1/2), we note that Lemma 3.3.10 implies that kj .L
(lj + 1)−2, where lj denotes the ordered eigenvalues of −∆L. Since lj ∼ j2/3 for j � 1, we
have

∞∑
j=N

(1− (1− kj)1/2) .L N−1/3. (3.4.35)

This allows us to conclude that
〈Ψ|HL|Ψ〉
〈Ψ|Ψ〉 ≤ eL −

1
2α2 Tr

(
11− (11−KL)1/2

)
+ C3

L(ε3 + α−4ε−2 + α−2N−1/3), (3.4.36)

as long as
√
N ≤ C1

Lαε. The error term is minimized, under this constraint, for ε ∼ α−8/11

and N ∼ α2ε2 ∼ α6/11, which yields

〈Ψ|HL|Ψ〉
〈Ψ|Ψ〉 ≤ eL −

1
2α2 Tr

(
11− (11−KL)1/2

)
+ CLα

−24/11, (3.4.37)

as claimed in (3.2.24).
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3.4.2 The Cutoff Hamiltonian
As a first step to derive the lower bound in (3.2.24), we show that it is possible to apply an
ultraviolet cutoff of size Λ to HL at an expense of order Λ−5/2 (this is proven in Proposition
3.4.3 in Section 3.4.2). Our approach follows closely the one in [41]. It relies on an application
of a triple Lieb–Yamazaki bound (extending the method of [83]) which we carry out in Section
3.4.2), and on a consequent use (in Section 3.4.2) of a Gross transformation [58, 94].
We shall in the following, for any real-valued f ∈ L2(T3

L), denote

Φ(f) := a†(f) + a(f), (3.4.38)
Π(f) := Φ(if) = i(a†(f)− a(f)). (3.4.39)

We recall that the interaction term in the Fröhlich Hamiltonian is given by

−a†(vxL)− a(vxL) = −Φ(vxL), (3.4.40)

where vL was defined in (3.2.3) and a and a† satisfy the rescaled commutation relations (3.2.5).
We shall apply an ultraviolet cutoff of size Λ in k-space, which amounts to substituting the
interaction term with

−a†(vxL,Λ)− a(vxL,Λ) = −Φ(vxL,Λ), (3.4.41)

where

vL,Λ(y) :=
∑

06=k∈ 2π
L

Z3

|k|<Λ

1
|k|

e−ik·y

L3 . (3.4.42)

To quantify the expense of such a cutoff we clearly need to bound

−a†(wxL,Λ)− a(wxL,Λ) = −Φ(wxL,Λ), (3.4.43)

where

wL,Λ(y) = vL(y)− vL,Λ(y) =
∑

k∈ 2π
L

Z3

|k|≥Λ

1
|k|

e−ik·y

L3 . (3.4.44)

Triple Lieb–Yamazaki Bounds

Let us introduce the notation p = (p1, p2, p3) = −i∇x for the electron momentum operator.
Note that on any function of the form f(x, y) = f(y − x), such as wxL,Λ for example, the
operator p simply acts as multiplication by k in k-space and agrees, up to a sign, with −i∇y.
The purpose of this section is to prove the following Proposition.

Proposition 3.4.1. Let wL,Λ be defined as in (3.4.44) and Λ > 1. Then

a†(wxL,Λ) + a(wxL,Λ) = Φ(wxL,Λ) . (|p|2 + N + 1)2(Λ−5/2 + α−1Λ−3/2), (3.4.45)

as quadratic forms on L2(T3
L)⊗F(L2(T3

L)).

We first need the following Lemma.
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Lemma 3.4.1. Let wL,Λ be defined as in (3.4.44) and Λ > 1. Then for any j, l,m ∈ {1, 2, 3}

a†
[
(∂j∂l∂m(−∆L)−3wL,Λ)x

]
a
[
(∂j∂l∂m(−∆L)−3wL,Λ)x

]
. Λ−5N, (3.4.46)

‖∂j∂l(−∆L)−2wL,Λ‖2
L2(T3

L) . Λ−3, (3.4.47)

a†
[
(∂j∂l(−∆L)−2wL,Λ)x

]
a
[
(∂j∂l(−∆L)−2wL,Λ)x

]
. Λ−5(|p|2 + L−3Λ−1)N, (3.4.48)

as quadratic forms on L2(T3
L)⊗F(L2(T3

L)).

Proof. For any j, l,m ∈ {1, 2, 3}, (3.4.46) follows from a†(g)a(g) ≤ ‖g‖2
2N for g ∈ L2(T3

L),
and then proceeding along the same lines of the proof of (3.4.47). To prove (3.4.47) we
estimate

‖∂j∂l(−∆L)−2wL,Λ‖2
L2(T3

L) = 1
L3

∑
|k|≥Λ
k∈ 2π

L
Z3

k2
jk

2
l

|k|10 .
∫
BcΛ

1
|t|6

dt = 4π
3 Λ−3. (3.4.49)

If we denote fxj,l := (−∂j∂l(−∆L)−2wL,Λ)x, in order to show (3.4.48) it suffices to prove that∣∣∣fxj,l〉 〈fxj,l∣∣∣ . Λ−5
(
|p|2 + Λ−1

)
on L2(T3

L)⊗ L2(T3
L), (3.4.50)

where the bracket notation refers to the second factor in the tensor product, i.e., the left side
is a rank-one projection on the second factor parametrized by x, which acts via multiplication
on the first factor. For any Ψ ∈ L2(T3

L)⊗ L2(T3
L) with Fourier coefficients Ψq,k, we have

〈
Ψ
∣∣∣∣ ∣∣∣fxj,l〉 〈fxj,l∣∣∣ ∣∣∣∣Ψ〉 =

∫
dx
∣∣∣∣∫ dyfxj,l(y)Ψ(x, y)

∣∣∣∣2 =
∑

q∈ 2π
L
Z3

∣∣∣∣∣∣∣∣∣
∑

k∈ 2π
L

Z3

|k|≥Λ

kjkl
L3/2|k|5

Ψq−k,k

∣∣∣∣∣∣∣∣∣
2

≤

 ∑
q∈ 2π

L
Z3

 ∑
k∈ 2π

L
Z3

|k|≥Λ, k 6=q

1
L3|k|6|q − k|2


 ∑
k∈ 2π

L
Z3

|q − k|2|Ψq−k,k|2
+

∑
q∈ 2π

L
Z3

|q|≥Λ

|Ψ0,q|2

L3|q|6



≤ sup
q∈ 2π

L
Z3

 ∑
k∈ 2π

L
Z3

|k|≥Λ, k 6=q

L−3

|k|6|q − k|2

 〈Ψ||p|2|Ψ〉+ L−3Λ−6‖Ψ‖2

. 〈Ψ|Λ−5(|p|2 + L−3Λ−1)|Ψ〉 , (3.4.51)

which shows our claim. We only need to justify the last step, i.e., that the supremum appearing
in (3.4.51) is bounded by CΛ−5. We have

∑
06=k∈ 2π

L
Z3

|k|≥Λ, k 6=q

L−3

|k|6|q − k|2
.
∫
BcΛ

1
|x|6|q − x|2

dx = Λ−5
∫
Bc1

1
|x|6|Λ−1q − x|2

≤ Λ−5
(∫

B1(Λ−1q)

1
|Λ−1q − x|2

+
∫
Bc1

|x|−6
)
≤ 16π

3 Λ−5. (3.4.52)

This concludes the proof.

We are now able to prove Proposition 3.4.1.
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Proof of Proposition 3.4.1. Following the approach by Lieb and Yamazaki in [83], we have
3∑
j=1

[pj, a(pj|p|−2wxL,Λ)] = −a(wxL,Λ). (3.4.53)

Applying this three times, we obtain
3∑

j,k,l=1
[pj, [pk, [pl, a(pjpkpl|p|−6wxL,Λ)]]] = −a(wxL,Λ). (3.4.54)

Similarly,
3∑

j,k,l=1
[pj, [pk, [pl, a†(pjpkpl|p|−6wxL,Λ)]]] = a†(wxL,Λ). (3.4.55)

Therefore, if we define

Bjkl := a†(pjpkpl|p|−6wxL,Λ)− a(pjpkpl|p|−6wxL,Λ)
= a†

[
(∂j∂l∂m(−∆L)−3wL,Λ)x

]
− a

[
(∂j∂l∂m(−∆L)−3wL,Λ)x

]
, (3.4.56)

we have

a†(wxL,Λ) + a(wxL,Λ) = Φ(wxL,Λ) =
3∑

j,k,l=1
[pj, [pk, [pl, Bjkl]]]. (3.4.57)

Using that B†jkl = −Bjkl and that Bjkl is invariant under exchange of indices, we arrive at

Φ(wxL,Λ) =
3∑

j,k,l=1

(
pjpk[pl, Bjkl] + [B†jkl, pl]pjpk

)
− 2

3∑
j,k,l=1

(
pjpkBjklpl + plB

†
jklpjpk

)
.

(3.4.58)

By the Cauchy–Schwarz inequality, we have for any λ > 0

−pjpkBjklpl − plB†jklpjpk ≤ λp2
jp

2
k + λ−1plB

†
jklBjklpl. (3.4.59)

Moreover, using (3.4.46) and the rescaled commutation relations (3.2.5) satisfied by a and a†,
we have

B†jklBjkl ≤ C
(
4N + 2α−2

)
Λ−5. (3.4.60)

Using (3.4.59) and (3.4.60) and picking λ = C1/2Λ−5/2 we conclude that

−2
3∑

j,k,l=1

(
pjpkBjklpl + plB

†
jklpjpk

)
. Λ−5/2

(
|p|4 + 3|p|2(4N + 2α−1)

)
. (3.4.61)

We now define

Cjk :=
3∑
l=1

[pl, Bjkl] = a†(pjpk|p|−4wxL,Λ) + a(pjpk|p|−4wxL,Λ)

= a†
[
(∂j∂k(−∆L)−2wL,Λ)x

]
+ a

[
(∂j∂k(−∆L)−2wL,Λ)x

]
= C†jk. (3.4.62)
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Using (3.4.47), (3.4.48) and the Cauchy-Schwarz inequality, we have for any λ > 0

pjpkCjk + Cjkpjpk ≤ λp2
jp

2
k + λ−1C2

jk. (3.4.63)

Moreover,

C2
jk ≤ 4a†(pjpk|p|−4wxL,Λ)a(pjpk|p|−4wxL,Λ) + 2α−2‖pjpk|p|−4wxL,Λ‖2

2

. Λ−5(|p|2 + Λ−1)N + α−2Λ−3. (3.4.64)

Picking λ = Λ−5/2 + α−1Λ−3/2, we therefore conclude that
3∑

j,k,l=1

(
pjpk[pl, Bjkl] + [B†jkl, pl]pjpk

)
. (Λ−5/2 + α−1Λ−3/2)[|p|4 + N(|p|2 + L−3Λ−1) + 1]. (3.4.65)

Applying (3.4.61) and (3.4.65) in (3.4.58), we finally obtain

Φ(wxL,Λ) . (Λ−5/2 + α−1Λ−3/2)
[
|p|4 + N(|p|2 + L−3Λ−1) + 1

]
+ Λ−5/2

(
|p|4 + 3|p|2(4N + 2α−1)

)
. (|p|2 + N + 1)2(Λ−5/2 + α−1Λ−3/2), (3.4.66)

as claimed.

Gross Transformation

The bound (3.4.45), derived in Proposition 3.4.1, is not immediately useful as it stands. In
order to relate the r.h.s. of (3.4.45) to the square of the Fröhlich Hamiltonian HL in (3.2.4),
we shall apply a Gross transformation [58], [94].
For a real-valued f ∈ H1(T3

L), recalling that fx( · ) = f( · − x), we consider the following
unitary transformation on L2(T3

L)⊗F

U = ea(α2fx)−a†(α2fx) = eiΠ(α2fx), (3.4.67)

where U is understood to act as a ‘multiplication’ with respect to the x variable. For any
g ∈ L2(T3

L), we have

Ua(g)U † = a(g) + 〈g|fx〉 and Ua†(g)U † = a†(g) + 〈fx|g〉 , (3.4.68)

and therefore

UNU † = N + Φ(fx) + ‖f‖2
2. (3.4.69)

Moreover,

UpU † = p+ α2Φ(pfx) = p+ α2Φ[(i∇f)x]. (3.4.70)

This implies that

Up2U † = p2 + α4(Φ[(i∇f)x])2 + 2α2p · a[(i∇f)x] + 2α2a†[(i∇f)x] · p+ α2Φ[(−∆Lf)x].
(3.4.71)
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Therefore, we also have

UHLU
† = |p|2 + α4(Φ[(i∇f)x])2 + 2α2p · a[(i∇f)x] + 2α2a†[(i∇f)x] · p

+ Φ[(−α2∆Lf + f − vL)x] + N + ‖f‖2
2 − 2 〈vL|f〉 . (3.4.72)

We denote

g = −α2∆Lf + f − vL, (3.4.73)

and we shall pick

f(y) =
[
(−α2∆L + 1)−1(−∆L)−1/2χBc

K2
(−∆L)

]
(0, y)

=
∑
|k|≥K
k∈ 2π

L
Z3

1
(α2|k|2 + 1)|k|

e−ik·y

L3 (3.4.74)

for some K > 0. Recalling (3.4.42), this implies that

g(y) = −vL,K(y) = −
∑

06=k∈ 2π
L

Z3

|k|<K

1
|k|

e−ik·y

L3 . (3.4.75)

For simplicity we suppress the dependence on K in the notation for f and g, but we will keep
track of the parameter K by denoting the operator U related to this choice of f (depending
on α and K) via (3.4.67) by UK

α . We shall need the following estimates for norms involving
f and g. We have

‖g‖2
2 =

∑
06=k∈ 2π

L
Z3

|k|<K

1
L3|k|2

. K, (3.4.76)

‖f‖2
2 =

∑
06=k∈ 2π

L
Z3

|k|≥K

1
L3|k|2(α2|k|2 + 1)2 . α−4

∫
BcK

1
|t|6

dt . α−4K−3, (3.4.77)

〈vL|f〉 =
∑

k∈ 2π
L

Z3

|k|≥K

1
L3|k|2(α2|k|2 + 1) . α−2

∫
BcK

1
|t|4

dt . α−2K−1, (3.4.78)

‖∇f‖2
2 =

∑
k∈ 2π

L
Z3

|k|≥K

1
L3(α2|k|2 + 1)2 . α−4

∫
BcK

1
|t|4

dt . α−4K−1. (3.4.79)

We now state and prove the main result of this subsection, the proof of which follows the
approach used in [57] for the analogous statement on R3, and in [41] for the analogous
statement on a domain with Dirichlet boundary conditions.

Proposition 3.4.2. For any ε > 0 there exist Kε > 0 and Cε > 0 such that, for all α & 1
and any Ψ ∈ L2(T3

L)⊗F in the domain of |p|2 + N

(1− ε)‖(|p|2 + N)Ψ‖ − Cε‖Ψ‖ ≤ ‖UKε
α HL(UKε

α )†Ψ‖ ≤ (1 + ε)‖(|p|2 + N)Ψ‖+ Cε‖Ψ‖.
(3.4.80)
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Proof. We shall use the following standard (given the rescaled commutation relations satisfied
by a and a†) properties, which hold for any Ψ ∈ F , any f ∈ L2(T3

L) and any function
h : [0,∞)→ R

‖a(f)Ψ‖ ≤ ‖f‖2‖
√
NΨ‖, ‖a†(f)Ψ‖ ≤ ‖f‖2‖

√
N + α−2Ψ‖, (3.4.81)

h(N + α−2)a = ah(N), h(N)a† = a†h(N + α−2). (3.4.82)

It is then straightforward, with the aid of the estimates (3.4.76), (3.4.77), (3.4.78) and
(3.4.79), to show, for any Ψ ∈ L2(T3

L)⊗F , any δ > 0 and any K > 0, that

α4‖(Φ[(i∇f)x])2Ψ‖ . α4‖∇f‖2‖(N + α−2)Ψ‖ . K−1‖(N + α−2)Ψ‖, (3.4.83)
‖Φ(gx)Ψ‖ . K1/2‖

√
N + α−2Ψ‖ . δ‖(N + α−2)Ψ‖+ δ−1K‖Ψ‖, (3.4.84)

α2‖a†[(i∇f)x] · pΨ‖ . K−1/2‖
√
N + α−2

√
|p|2Ψ‖ . K−1/2‖(|p|2 + N + α2)Ψ‖. (3.4.85)

It remains to bound the term

‖α2p · a[(i∇f)x]Ψ‖ ≤ ‖α2a[(i∇f)x] · pΨ‖+ ‖a[(−α2∆Lf)x]Ψ‖ =: (I) + (II). (3.4.86)

As in (3.4.85), we can easily bound

(I) . K−1/2‖(|p|2 + N + α−2)Ψ‖. (3.4.87)

By (3.4.73) and (3.4.75) and recalling (3.4.42) and (3.4.44), we have

a[(−α2∆Lf)x] = a[(g − f + vL)x] = −a(fx) + a(wxL,K). (3.4.88)

With the same arguments used in the proof of Lemma 3.4.1 we obtain

‖a(wxL,K)Ψ‖ . K−1/2‖
√
N(|p|2 +K−1)Ψ‖, (3.4.89)

and therefore, using (3.4.77) to bound ‖a(fx)Ψ‖ , we arrive at

(II) . α−2K−3/2‖
√
NΨ‖+K−1/2‖

√
N(|p|2 +K−1)Ψ‖

. α−2K−3/2(‖(N + α−2)Ψ‖+ ‖Ψ‖) +K−1/2‖(|p|2 + N +K−1)Ψ‖. (3.4.90)

Combining (3.4.83), (3.4.84), (3.4.85), (3.4.87), (3.4.90), (3.4.77) and (3.4.78) with (3.4.72),
we obtain, for any K ≥ 1

‖UK
α HL(Uk

α)†Ψ‖ ≤ [1 + C(K−1/2 + δ)]‖(|p|2 + N)Ψ‖+ C(δ−1K + 3α−2K−1)‖Ψ‖,
(3.4.91)

‖UK
α HL(UK

α )†Ψ‖ ≥ [1− C(K−1/2 + δ)]‖(|p|2 + N)Ψ‖ − C(δ−1K + 3α−2K−1)‖Ψ‖,
(3.4.92)

which allows to conclude the proof by picking Kε ∼ ε−2, δ ∼ ε and Cε ∼ ε−3.

Remark 3.4.1. Proposition 3.4.2 has as an important consequence the fact that the ground
state energy of HL is uniformly bounded for α & 1.
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Final Estimates for Cut-off Hamiltonian

With Propositions 3.4.1 and 3.4.2 at hand, we are finally ready to prove the main result of this
section. Note that all the estimates performed in this section are actually independent of L.

Proposition 3.4.3. Let

HΛ
L = −∆L − Φ(vxL,Λ) + N, (3.4.93)

where vL,Λ is defined in (3.4.42). Then, for any Λ & 1 and α & 1,

inf specHL − inf specHΛ
L & −(Λ−5/2 + α−1Λ−3/2 + α−2Λ−1). (3.4.94)

Note that for the error term introduced in (3.4.94) to be negligible compared to α−2 it suffices
to pick Λ� α4/5.

Proof. We begin by recalling that Proposition 3.4.1 implies that

a(wxL,Λ) + a†(wxL,Λ) = Φ(wxL,Λ) . (Λ−5/2 + α−1Λ−3/2)(|p|2 + N + 1)2. (3.4.95)

Applying the unitary Gross transformation UK
α introduced in the previous subsection (with f

defined in (3.4.74) and K large enough for Proposition 3.4.2 to hold for some 0 < ε < 1) to
both sides of the previous inequality and recalling (3.4.68), we obtain

(UK
α )†Φ(wxL,Λ)UK

α = Φ(wxL,Λ) + 2 〈f |wL,Λ〉
. (Λ−5/2 + α−1Λ−3/2)(UK

α )†(|p|2 + N + 1)2UK
α . (3.4.96)

Proposition 3.4.2 implies that

(UK
α )†(|p|2 + N + 1)2UK

α . (HL + C)2, (3.4.97)

where C is a positive constant (independent of α for α & 1). Recalling the definitions of f
and wL,Λ we also have

| 〈f |wL,Λ〉 | ≤
∑

06=k∈ 2π
L

Z3

|k|>Λ

1
L3(α2|k|2 + 1)|k|2 . α−2Λ−1, (3.4.98)

and this allows us to conclude, in combination with (3.4.96) and (3.4.97), that

Φ(wxL,Λ) . (Λ−5/2 + α−1Λ−3/2 + α−2Λ−1)(HL + C)2. (3.4.99)

Hence

〈Ψ|HL|Ψ〉 ≥ 〈Ψ|HΛ
L|Ψ〉 − (Λ−5/2 + α−1Λ−3/2 + α−2Λ−1) 〈Ψ|(HL + C)2|Ψ〉 . (3.4.100)

By Remark 3.4.1, to compute the ground state energy of HL it is clearly sufficient to restrict
to the spectral subspace relative to |HL| ≤ C for some suitable C, which then yields (3.4.94).
This concludes the proof and the section.
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3.4.3 Final Lower Bound
In this section we show the validity of the lower bound in (3.2.24), thus completing the proof
of Theorem 3.2.2. With Proposition 3.4.3 at hand, we have good estimates on the cost of
substituting HL with HΛ

L and, in particular, we know that the difference between the ground
state energies of the two is negligible for Λ� α4/5. We are thus left with the task of giving a
lower bound on inf specHΛ

L.
While the previous steps in the lower bound follow closely the analogous strategy in [41], the
translation invariance of our model leads to substantial complications in the subsequent steps,
and the analysis given in this subsection is the main novel part of our proof. In contrast to the
case considered in [41], the set of minimizersMF

L = ΩL(ϕL) is a three-dimensional manifold,
and in order to decouple the resulting zero-modes of the Hessian of the Pekar functional we
find it necessary introduce a suitable diffeomorphism that ’flattens’ the manifold of minimizers
and the region close to it. Special attention also has to be paid on the metric in which this
closeness is measured, necessitating the introduction of the family of norms in (3.3.188).
We emphasize that the non-uniformity in L also results from the subsequent analysis, where
the compactness of resolvent of −∆L enters in an essential way.

Let Π denote the projection

ran Π = span
{
L−3/2eik·x, k ∈ 2π

L
Z3, |k| ≤ Λ

}
, N = dimC ran Π. (3.4.101)

For later use we note that

N ∼
(
L

2π

)3
Λ3 as Λ→∞. (3.4.102)

The Fock space F(L2(T3
L)) naturally factorizes into the tensor product F(ΠL2(T3

L))⊗F((11−
Π)L2(T3

L)) and HΛ
L is of the form A⊗11+11⊗N>, with A acting on L2(T3

L)⊗F(ΠL2(T3
L)) and

N> being the number operator on F((11−Π)L2(T3
L)). In particular, inf specHΛ

L = inf specA.
As in Section 3.4.1, we can, for any L2-orthonormal basis of real-valued functions {fn} of
ran Π, identify F(ΠL2(T3

L)) with L2(RN ) through the Q-space representation (see [100]). In
particular, any real-valued ϕ ∈ ran Π corresponds to a point λ ∈ RN via

ϕ = Πϕ =
N∑
n=1

λnfn ∼= (λ1, . . . , λN) = λ. (3.4.103)

Note that, compared to Section 3.4.1, we are using a different choice of Π here for the
decomposition L2(T3

L) = ran Π⊕ (ran Π)⊥.
In the representation given by (3.4.103), the operator A is given by

A = −∆L + Vϕ(x) +
N∑
n=1

(
− 1

4α4∂
2
λn + λ2

n −
1

2α2

)
(3.4.104)

on L2(T3
L)⊗ L2(RN). For a lower bound, we can replace hϕ = −∆L + Vϕ with the infimum

of its spectrum e(ϕ), obtaining

inf specHΛ
L ≥ inf specK, (3.4.105)
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where K is the operator on L2(RN) defined as

K = − 1
4α4

N∑
n=1

∂2
λn −

N

2α2 + FL(ϕ) = 1
4α4 (−∆λ)−

N

2α2 + FL(λ), (3.4.106)

where FL, which is understood as a multiplication operator in (3.4.106), can be seen as a
function of ϕ ∈ spanR{fj}Nj=1 or λ ∈ RN through the identification (3.4.103).

Using IMS localization we shall split RN into two regions, one localized around the surface of
minimizers of FL, i.e.,MF

L = ΩL(ϕL), and the other localized away from it. On each of these
regions we can bound FL from below with the estimates contained in Proposition 3.3.4 and in
Corollary 3.2.1, respectively. Because of the prefactor α−4 in front of −∆λ the outer region
turns out to be negligible compared to the inner one (at least if we define the inner and outer
region with respect to an appropriate norm). At the same time, employing an appropriate
diffeomorphism, the inner region can be treated as if ΩL(ϕL) was a a flat torus, leading to a
system of harmonic oscillators whose ground state energy can be calculated explicitly.

The start be specifying the norm with respect to which we measure closeness to ΩL(ϕL).
Recall the definition of the WT -norms given in (3.3.188). Note that for T ≥ Λ the L2-norm
coincides with the WT -norm on ran Π, which makes 0 < T < Λ the relevant regime for our
discussion. In fact, we shall pick

1� T � Λ2/3 , α4/5 � Λ, (3.4.107)

where T � 1 is needed for the inner region to yield the right contribution, and T � Λ2/3

ensures that the outer region contribution is negligible.

We proceed by introducing an IMS type localization with respect to ‖·‖WT
. Let χ : R+ → [0, 1]

be a smooth function such that χ(t) = 1 for t ≤ 1/2 and χ(t) = 0 for t ≥ 1. Let ε > 0 and
let j1 and j2 denote the multiplication operators on L2(RN)

j1 = χ
(
ε−1distWT

(ϕ,ΩL(ϕL))
)
, j2 =

√
1− j2

1 . (3.4.108)

Then

K = j1Kj1 + j2Kj2 − E, (3.4.109)

where E is the IMS localization error given by

E = 1
4α4

N∑
n=1

(
|∂λnj1|2 + |∂λnj2|2

)
. (3.4.110)

To bound E we apply Lemma 3.3.11, which states that for ε sufficiently small, for any
ϕ ∈ suppj1, there exists a unique yϕ ∈ T3

L such that

dist2
WT

(ϕ,ΩL(ϕL)) =
〈
ϕ− ϕyϕL

∣∣∣WT

∣∣∣ϕ− ϕyϕL 〉 . (3.4.111)

Likewise, for any n ∈ {1, . . . , N} and any h sufficiently small there exists a unique yn,h ∈ T3
L

such that

dist2
WT

(ϕ+ hfn,ΩL(ϕL)) =
〈
ϕ+ hfn − ϕ

yn,h
L

∣∣∣WT

∣∣∣ϕ+ hfn − ϕ
yn,h
L

〉
. (3.4.112)
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It is easy to see, using again Lemma 3.3.11, that limh→0 y
h,n = yϕ for any n. Therefore, using

that distWT
(ϕ+hfn,ΩL(ϕL)) ≤ ‖ϕ−ϕyϕL ‖WT

and distWT
(ϕ,ΩL(ϕL)) ≤ ‖ϕ−ϕyh,nL ‖WT

, we
arrive at

2 〈fn|WT

∣∣∣ϕ− ϕyϕL 〉 = lim
h→0

2 〈fn|WT

∣∣∣ϕ− ϕyh,nL

〉
≤ lim

h→0
h−1

(
dist2

WT
(ϕ+ hfn,ΩL(ϕL))− dist2

WT
(ϕ,ΩL(ϕL))

)
≤ 2 〈fn|WT

∣∣∣ϕ− ϕyϕL 〉 , (3.4.113)

which shows that

∂λn dist2
WT

(ϕ,ΩL(ϕL)) = 2 〈fn|WT (ϕ− ϕyϕL )〉. (3.4.114)

Using that |χ′|,
∣∣∣∣[(1− χ2)1/2

]′∣∣∣∣ . 11[1/2,1], for k = 1, 2 we obtain

|[∂λnjk] (ϕ)|2 . ε−4
∣∣∣∂λn dist2

WT
(ϕ,ΩL(ϕL))

∣∣∣2 11{distWT (ϕ,ΩL(ϕL))≤ε}
. ε−4| 〈fn|WT (ϕ− ϕyϕL )〉|211{distWT (ϕ,ΩL(ϕL))≤ε}. (3.4.115)

Summing over n, using that ‖WT‖ ≤ 1 and that {fn} is an orthonormal system, we arrive at

E . α−4ε−2, (3.4.116)

and thus the localization error is negligible as long as ε� α−1. Hence, we are left with the
task of providing lower bounds for j1Kj1 and j2Kj2 under the constraint ε� α−1. We carry
out these estimates in the next two subsections, 3.4.3 and 3.4.3. Finally, in Section 3.4.3, we
combine these bounds to prove the lower bound in (3.2.24).

Bounds on j1Kj1

Let us look closer at the intersection of the ε-neighborhood of ΩL(ϕL) with respect to the
WT -norm with ran Π, i.e., the set

[ΠΩL(ϕL)]ε,T := {ϕ ∈ ran Π | ϕ̄ = ϕ, distWT
(ϕ,ΩL(ϕL)) ≤ ε} = suppj1 ∩ ran Π.

(3.4.117)

In the following we shall show that this set is, for ε small enough, a tubular neighborhood of
ΠΩL(ϕL), which can be mapped via a suitable diffeomorphism (given in Definition 3.4.1) to a
tubular neighborhood of a flat torus.
Since ϕ ∈ ran Π and Π commutes both with WT and with the transformation g 7→ gy for any
y ∈ T3

L, we have

dist2
WT

(ϕ,ΩL(ϕL)) = ‖(11− Π)ϕL‖2
WT

+ dist2
WT

(ϕ,ΩL(ΠϕL)). (3.4.118)

This implies that [ΠΩL(ϕL)]ε,T is non-empty if and only if

rT,ε :=
√
ε2 − ‖(11− Π)ϕL‖2

WT
> 0. (3.4.119)

Since ϕL ∈ C∞(T3
L), rT,ε > 0 as long as

ε &L Λ−h (3.4.120)
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for some h > 0 and Λ sufficiently large. In particular, (3.4.120) is satisfied with h = 5/4 for
α large enough since, as discussed above, we need to pick ε � α−1 and Λ � α4/5 for the
IMS and the cutoff errors to be negligible.
Lemma 3.3.11 implies that any ϕ ∈ [ΠΩL(ϕL)]ε,T , for ε ≤ ε′L (independently of T and N),
admits a unique WT -projection ϕyϕL onto ΩL(ϕL) and

ϕ = ϕ
yϕ
L + (vϕ)yϕ , with vϕ ∈ (span{WT∇ϕL})⊥L2 . (3.4.121)

Since WT and Π commute, ΩL(ϕL) is ‘parallel’ to ran Π with respect to ‖ · ‖WT
, i.e.,

distWT
(ran Π, ϕyL) is independent of y and the WT -projection of ϕyL onto Π is simply Π(ϕyL) =

(ΠϕL)y. Therefore, for ε ≤ ε′L, any ϕ ∈ [ΠΩL(ϕL)]ε,T admits a unique WT -projection
(ΠϕL)yϕ onto ΩL(ΠϕL) and (3.4.121) induces a unique decomposition of the form

ϕ = (ΠϕL)yϕ + (ηϕ)yϕ , with ηϕ ∈ (span{ΠWT∇ϕL})⊥L2 , ‖ηϕ‖WT
≤ rT,ε, (3.4.122)

where ηϕ = Πvϕ (note that (11−Π)vϕ = −(11−Π)ϕL). This allows to introduce the following
diffeomorphism, which is a central object in our discussion. It maps [ΠΩL(ϕL)]ε,T onto a
tubular neighborhood of a flat torus. We shall call this diffeomorphism Gross coordinates, as
it is inspired by an approach introduced in [59].

Definition 3.4.1 (Gross coordinates). For

BT,Λ
ε :=

{
η ∈ spanR{ΠWT∇ϕL}⊥L2 ∩ ran Π | ‖η‖WT

≤ rT,ε
}
⊂ ran Π, (3.4.123)

we define the Gross coordinates map u as

u : [ΠΩL(ϕL)]ε,T → T3
L × BT,Λ

ε ,

ϕ 7→ (yϕ, ηϕ), (3.4.124)

where yϕ and ηϕ are defined through the decomposition (3.4.122).

By the discussion above it is clear that u is well-defined and invertible, for ε ≤ ε′L (defined in
Lemma 3.3.11), with inverse u−1 given by

u−1 : T3
L × BT,Λ

ε → [ΠΩL(ϕL)]ε,T
(y, η) 7→ (ΠϕL)y + ηy. (3.4.125)

We emphasize that the whole aim of the discussion above is to show that u is well-defined,
since once that has been shown the invertibility of u and the form of u−1 are obvious. In
other words, the map u−1 as defined in (3.4.125) is trivially-well defined, but it is injective and
surjective with inverse u only thanks to the existence and uniqueness of the decomposition
(3.4.122).
To show that u is a smooth diffeomorphism, we prefer to work with its inverse u−1, which we
proceed to write down more explicitly. For this purpose, we pick a real L2-orthonormal basis
{fk}Nk=1 of ran Π, such that f1, f2 and f3 are an orthonormal basis of span{ΠWT∇ϕL} and
f4 = ΠϕL

‖ΠϕL‖2 . Note that span{ΠWT∇ϕL} is three dimensional, as remarked after (3.3.186),
at least for N and T large enough, and that f4 is indeed orthogonal to f1, f2 and f3 since
in k-space WT and Π are even multiplication operators while the partial derivatives are odd
multiplication operators. We denote the projection onto spank=1,2,3{ΠWT∂kϕL} by

ΠL
∇,T :=

3∑
k=1
|fk〉 〈fk| . (3.4.126)
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Having fixed a real orthonormal L2-basis, we can identify any real-valued function in ran Π (and
hence also any function in [ΠΩL(ϕL)]ε,T ) with a point (λ1, . . . , λN) via (3.4.103). In these
coordinates, the orthogonal transformation that acts on functions in ran Π as the translation
by y, i.e., ϕ 7→ ϕy, reads

R(y) :=
N∑
k=1
|f yk 〉 〈fk| , (3.4.127)

and we can write BT,Λ
ε in (3.4.123) as

BT,Λ
ε :=

η = (η4, . . . , ηN) ∈ spanR{f4, . . . , fN}
∣∣∣∣
∥∥∥∥∥
N∑
k=4

ηkfk

∥∥∥∥∥
WT

≤ rT,ε

 . (3.4.128)

In this basis, we can write u−1 explicitly as

u−1(y, η) = (ΠϕL)y + ηy = R(y)(0, 0, 0, ‖ΠϕL‖2 + η4, η5, . . . , ηN). (3.4.129)

The following Lemma uses this explicit expression for u−1 and shows that it is a smooth
diffeomorphism (therefore showing that the Gross coordinates map u is as well).

Lemma 3.4.2. Let u−1 be the map defined in (3.4.129). There exists ε1
L ≤ ε′L (independent

of T and N) and NL > 0 such that for any ε ≤ ε1
L, any T > 0 and any N > NL the map

u−1 is a C∞-diffeomorphism from T3
L × BT,Λ

ε onto [ΠΩL(ϕL)]ε,T . Moreover, for ε ≤ ε1
L,

| detDu−1| and all its derivatives are uniformly bounded independently of T and N .

Proof. We introduce the notation J(y, η) = Du−1(y, η) and d(y, η) := | det J(y, η)|. Note
that R(y) in (3.4.127) satisfies R(−y) = R(y)−1 = R(y)t since {f yj }Nj=1 is an orthonormal
basis of ran Π for any y. Hence, for j = 1, . . . , N we have

(u−1)j(y, η) =
〈
fj
∣∣∣u−1(y, η)

〉
=
〈
R(−y)fj

∣∣∣∣∣ΠϕL +
N∑
l=4

ηlfl

〉
. (3.4.130)

This yields the smoothness of u−1 in η and in y (noting that {fj}Nj=1 ⊂ ran Π is a set of
smooth functions for any N). We proceed to compute J . We have, for 4 ≤ k ≤ N ,

∂ηk(u−1)j(y, η) = 〈R(−y)fj|fk〉 = 〈fj|R(y)fk〉 , (3.4.131)

and

∂yk(u−1)j(y, η) =
〈
fj

∣∣∣∣∣∂ykR(y)
(

ΠϕL +
N∑
l=4

ηlfl

)〉

= −
〈
fj

∣∣∣∣∣R(y)∂k
(

ΠϕL +
N∑
l=4

ηlfl

)〉
(3.4.132)

for 1 ≤ k ≤ 3. Therefore

J(y, η) = R(y)
 3∑
k=1
|vk〉 〈fk|+

∑
k≥4
|fk〉 〈fk|


= R(y)

(
11− ΠL

∇,T +
3∑

k=1
|vk〉 〈fk|

)
=: R(y)J0(η), (3.4.133)
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where vk(η) := −∂ku−1(0, η) = −∂k
(
ΠϕL +∑N

l=4 ηlfl
)
. Since R(y) is orthogonal, we see

that d = | det J0| (implying, in particular, that d is independent of y).

Observe that

J0 =
(
A0 0
A1 11

)
, (3.4.134)

where A0 is the 3× 3 matrix given by

(A0)jk = 〈fj|vk〉 =
〈
fj

∣∣∣∣∣−∂k
(

ΠϕL +
N∑
l=4

ηlfl

)〉
, j, k ∈ {1, 2, 3}, (3.4.135)

and A1 is the (N − 3)× 3 matrix defined by

(A1)jk =
〈
fj+3

∣∣∣∣∣−∂k
(

ΠϕL +
N∑
l=4

ηlfl

)〉
j ∈ {1, . . . , N − 3}, k ∈ {1, 2, 3}. (3.4.136)

Since J0 is the identity in the bottom-right (N − 3)× (N − 3) corner and 0 in the top-right
3× (N − 3) corner, d = | detA0|. On ran ΠL

∇,T the operators ∂k with k = 1, 2, 3 and W−1
T

are uniformly bounded in N and T . Recall also that ‖η‖WT
≤ ε1

L. Hence, for some constant
CL independent of N and T , and for any j, k ∈ {1, 2, 3}, we have

|(A0)jk| ≤ ‖∂kfj‖2‖ΠϕL‖2 + ‖W−1
T ∂kfj‖WT

‖η‖WT
≤ CL. (3.4.137)

Moreover, for any j, k ∈ {1, 2, 3} and any l, l1, l2 ∈ {4, . . . , N}, we also have

∂ηl(A0)jk = 〈∂kfj|fl〉 , ∂ηl1∂ηl2 (A0)jk = 0. (3.4.138)

Clearly, (3.4.137) and (3.4.138) together with the fact that d = | detA0| show that d and all its
derivatives are uniformly bounded in N and T . To show that there exists ε1

L and NL such that
d ≥ CL > 0 for all ε ≤ ε1

L, T > 0 and N > NL, we show that the image of the 3-dimensional
unit sphere under A0 is uniformly bounded away from 0, which clearly yields our claim. For this
purpose, we observe that the k-th column of A0 is given by ΠL

∇,T

[
−∂k

(
ΠϕL +∑N

l=4 ηlfl
)]

and therefore, for any unit vector a = (a1, a2, a3) ∈ R3,

A0a =
3∑

k=1
akΠL

∇,T

[
−∂k

(
ΠϕL +

N∑
l=4

ηlfl

)]
= −ΠL

∇,T∂au
−1(0, η), (3.4.139)

where we denote ∑3
k=1 ak∂k = ∂a. To bound the norm of A0a from below, it is then sufficient

to test ∂au−1(0, η) against one normalized element of ran ΠL
∇,T , say ΠWT ∂aϕL

‖ΠWT ∂aϕL‖2
. We obtain

‖A0a‖2
2 = ‖ΠL

∇,T∂au
−1(0, η)‖2

2 ≥
∣∣∣∣∣
〈

ΠWT∂aϕL
‖ΠWT∂aϕL‖2

∣∣∣∣∣∂a
(

ΠϕL +
N∑
l=4

ηlfl

)〉∣∣∣∣∣
2

= ‖ΠWT∂aϕL‖−2
2

∣∣∣∣‖ΠW 1/2
T ∂aϕL‖2

2 −
〈
Π∂2

aϕL
∣∣∣η〉

WT

∣∣∣∣2
≥ ‖∂aϕL‖−2

2

(
‖ΠW 1/2

0 ∂aϕL‖2
2 − ‖Π∂2

aϕL‖WT
‖η‖WT

)2

+

≥ ‖∂aϕL‖−2
2

(
‖ΠW 1/2

0 ∂aϕL‖2
2 − ε‖∂2

aϕL‖2
)2

+
, (3.4.140)
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3. The Strongly Coupled Polaron on the Torus

where we used that ‖η‖WT
≤ ε, 0 ≤ WT ≤ 11 and Π ≤ 11, and ( · )+ denotes the positive part.

As remarked after (3.3.186), ∂aϕL = (−∆L)−1/2∂a|ψL|2 6= 0 and since ϕL ∈ C∞, ∂aϕL and
∂2
aϕL are uniformly bounded in a. We can thus find NL > 0 and ε1

L such that the r.h.s. of
(3.4.140) is bounded from below by some constant CL > 0 uniformly for T > 0, N > NL and
ε ≤ ε1

L. This shows that A0 (and hence J) is invertible at every point and that d ≥ CL > 0
uniformly in T > 0, N > NL and ε ≤ ε1

L, as claimed. This concludes the proof.

Since u is a diffeomorphism, we can introduce a unitary operator that lifts u−1 to L2, defined
by

U : L2(T3
L × BT,Λ

ε ) −→ L2([ΠΩL(ϕL)]ε,T )
U(ψ) := | det (Du) |1/2ψ ◦ u. (3.4.141)

Recall that j1 is supported in [ΠΩL(ϕL)]ε,T , hence we can apply U to j1Kj1, obtaining an
operator that acts on functions on T3

L ×RN−3 that are supported in T3
L ×BT,Λ

ε . In particular,

j1Kj1 ≥ j2
1 inf spec

H1
0(T3

L×B
T,Λ
ε )[U∗KU ], (3.4.142)

where the subscript indicates that the operator has to be understood as the corresponding
quadratic form with form domain H1

0 (T3
L × BT,Λ

ε ) (i.e., with Dirichlet boundary conditions
on the boundary of BT,Λ

ε ). We are hence left with the task of giving a lower bound on
inf spec

H1
0(T3

L×B
T,Λ
ε )[U∗KU ], which will be done in the remainder of this subsection.

Recalling the definition of K given in (3.4.106), we proceed to find a convenient lower bound
for U∗FLU . Any (ΠϕL)yϕ + (wϕ)yϕ = ϕ ∈ [ΠΩL(ϕL)]ε,T satisfies (3.3.163) with ϕyϕL in place
of ϕL, and we can therefore expand FL(ϕ) using Proposition 3.3.4, obtaining

FL(ϕ)− eL ≥〈(wϕ)yϕ − ((11− Π)ϕL)yϕ |11−Kyϕ
L − εCLJ

yϕ
L |(wϕ)yϕ − ((11− Π)ϕL)yϕ〉

= 〈ϕL|(11− Π)(11−KL − εCLJL)(11− Π)|ϕL〉
− 2 〈(11− Π)ϕL| 11−KL − εCLJL |wϕ〉+ 〈wϕ|11−KL − εCLJL|wϕ〉 .

(3.4.143)

Since KL and JL are trace class operators,

(11− Π)(11−KL − εCLJL)(11− Π) > 0 (3.4.144)

holds for Λ sufficiently large and ε sufficiently small. Moreover, since ϕL ∈ C∞(T3
L)

| 〈(11− Π)ϕL| 11−KL − εCLJL |wϕ〉 |
≤ ‖W−1/2

T (11−KL − εCLJL)(11− Π)ϕL‖2‖wϕ‖WT
= O(εΛ−h) (3.4.145)

for arbitrary h > 0 and uniformly in T . This implies that, for any ϕ = (ΠϕL)yϕ + (wϕ)yϕ ∈
[ΠΩL(ϕL)]ε,T , any Λ sufficiently large, any ε sufficiently small and an arbitrary h

FL(ϕ) = FL((ΠϕL)yϕ + (wϕ)yϕ) ≥ eL −O(εΛ−h) + 〈wϕ|11−KL − εCLJL|wϕ〉 .
(3.4.146)

Therefore, if we define the [(N − 3)× (N − 3)]-matrix M with coefficients

Mk,j := 〈fk+3| 11−KL − εCLJL |fj+3〉 , (3.4.147)
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then, by (3.4.146), the multiplication operator U∗FLU satisfies

(U∗FLU)(y, η) ≥ eL + 〈η|M |η〉 −O(εΛ−h). (3.4.148)

It is easy to see that M is a positive matrix, at least for ε sufficiently small and T and Λ
sufficiently large. Indeed, the positivity ofM is equivalent to the positivity of (11−KL−εCLJL)
on ran(Π − ΠL

∇,T ) and, by Proposition 3.3.5, (11 −KL − εCLJL) is positive on any vector
space with trivial intersection with ran ΠL

∇. Clearly, since ΠL
∇,T → ΠL

∇ as T →∞, the bound

M ≥ cL > 0 (3.4.149)

holds, uniformly in T , Λ and for ε sufficiently small.
We now proceed to bound −U∗∆λU from below.

Lemma 3.4.3. Let U be the unitary transformation defined in (3.4.141). There exists CL > 0,
independent of N , T and ε, such that, for ε ≤ ε1

L, T > 0 and N > NL

U∗ (−∆λ)U ≥ −∆η − CL. (3.4.150)

Proof. Since (3.4.133) shows that J(y, η) = R(y)J0(η) with R(y) orthogonal, we have

U∗ (−∆λ)U = −d−1/2∇ · d1/2
[
J−1(J−1)t

]
d1/2∇d−1/2

= −d−1/2∇ · d1/2
[
J−1

0 (J−1
0 )t

]
d1/2∇d−1/2, (3.4.151)

with d(y, η) = | det J(y, η)| and ∇ denoting the gradient with respect to (y, η) ∈ RN .
Recalling the expression (3.4.134) for J0, we find

J−1
0 =

(
A−1

0 0
−A1A

−1
0 11

)
=
(

0 0
0 11

)
+
(

A−1
0 0

−A1A
−1
0 0

)
=: (1− ΠL

∇,T ) +D. (3.4.152)

Since D(11− ΠL
∇,T ) = (11− ΠL

∇,T )Dt = 0, we have

J−1
0 (J−1

0 )t = (11− ΠL
∇,T ) +DDt ≥ 11− ΠL

∇,T . (3.4.153)

With (3.4.151) and (3.4.153), we thus obtain

U∗ (−∆λ)U ≥ −d−1/2∇ · d1/2
(
11− ΠL

∇,T

)
d1/2∇d−1/2

= −∆η − (2d)−2|∇d|2 + (2d)−1∆d. (3.4.154)

Lemma 3.4.2 guarantees that d and all its derivatives are bounded, and d is bounded away
from 0 uniformly in N > NL, T > 0 and ε ≤ ε1

L, leading to (3.4.150).

In combination, (3.4.148), (3.4.150) and the positivity of M imply that

j1Kj1 ≥ j2
1 inf spec

H1
0(T3

L×B
T,Λ
ε )(U∗KU) (3.4.155)

≥ j2
1

(
eL −

N

2α2 −O(εΛ−h)−O(α−4) + inf specL2(RN )

[
− 1

4α4 ∆η + 〈η|M |η〉
])

= j2
1

(
eL −

1
2α2 (N − Tr

(
M1/2

)
)−O(εΛ−h)−O(α−4)

)
. (3.4.156)
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Note that since we are taking Λ� α4/5, ε� 1 and h > 0 was arbitrary, picking h = 5 allows
to absorb the error term O(εΛ−h) in the error term O(α−4). Recalling the definition of M
given in (3.4.147), we have

Tr
(
M1/2

)
= Tr

[√
(Π− ΠL

∇,T )(11−KL − εCLJL)(Π− ΠL
∇,T )

]
. (3.4.157)

With {tj}N−3
j=1 an orthonormal basis of ran(Π− ΠL

∇,T ) of eigenfunctions of (Π− ΠL
∇,T )(11−

KL − εCLJL)(Π− ΠL
∇,T ), we can write

Tr
(
M1/2

)
=

N−3∑
j=1
〈tj|11−KL − εCLJL|tj〉1/2

=
N−3∑
j=1

 〈tj|11−KL|tj〉1/2 −
εCL

2ξ1/2
j

〈tj|JL|tj〉

 (3.4.158)

for some {ξj}N−3
j=1 satisfying

cL ≤ 〈tj|11−KL − εCLJL|tj〉 ≤ ξj ≤ 〈tj|11−KL|tj〉 ≤ 1 (3.4.159)

for T and Λ large enough and ε small enough, where we used (3.4.149) for the lower bound.
Using the concavity of the square root and the trace class property of JL, we conclude that

Tr
(
M1/2

)
≥

N−3∑
j=1
〈tj|

√
11−KL|tj〉 − εCL Tr(JL) = Tr

[
(Π− ΠL

∇,T )
√

11−KL

]
− εCL.

(3.4.160)

Since ϕL ∈ C∞ and recalling (3.4.107), for an arbitrary h > 0 we can bound

‖ΠL
∇ − ΠL

∇,T‖ .L min{Λ, T}−h = T−h, (3.4.161)

which also implies the same estimate for the trace-norm of the difference of ΠL
∇ and ΠL

∇,T ,
both operators being of rank 3. Recalling that ΠL

∇ projects onto ker(11 − KL), we finally
obtain

Tr
(
M1/2

)
≥ Tr

[
Π
√

11−KL

]
−O(ε)−O(T−h). (3.4.162)

The error term O(T−h) forces T →∞ as α→∞, but allows T to grow with an arbitrarily
small power of α. By picking h to be sufficiently large we can absorb it in the error term O(ε).
We obtain the final lower bound

j1Kj1 ≥ j2
1

[
eL −

1
2α2 Tr

[
Π(11− (11−KL)1/2)

]
−O(εα−2)−O(α−4)

]
≥ j2

1

[
eL −

1
2α2 Tr

[
(11− (11−KL)1/2)

]
−O(εα−2)−O(α−4)

]
. (3.4.163)

Bounds on j2Kj2

We recall Corollary 3.2.1, which implies that, for any ϕ ∈ L2
R(T3

L),

FL(ϕ) ≥ eL + inf
y∈T3

L

〈ϕ− ϕyL|B|ϕ− ϕ
y
L〉 , (3.4.164)
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where B acts in k-space as the multiplication by

B(k) =

1 for k = 0,
1− (1 + κ′|k|)−1 for k 6= 0.

(3.4.165)

Note that B − ηWT > 0 for η > 0 small enough (independently of T ). Moreover, for any ϕ
in the support of j2 and any y ∈ T3

L,

〈ϕ− ϕyL|WT |ϕ− ϕyL〉 ≥ ε2/4. (3.4.166)

Therefore, on the support of j2, we have

FL(ϕ) ≥ eL + inf
y∈T3

L

〈ϕ− ϕyL|B − ηWT |ϕ− ϕyL〉+ ηε2/4. (3.4.167)

By the Cauchy–Schwarz inequality, using that all the operators involved commute, we have

〈ϕ− ϕyL|B − ηWT |ϕ− ϕyL〉 ≥ 〈ϕ|(11−W 1/2
γ )(B − ηWT )|ϕ〉

+ 〈ϕL|(11−W−1/2
γ )(B − ηWT )|ϕL〉 (3.4.168)

for any γ > 0. Note that the right hand side is independent of y. Since ϕL ∈ C∞(T3
L), the

Fourier coefficients of ϕL satisfy

(1 + |k|2)5/2|(ϕL)k|2 ≤ CL,tγ
−t for |k| ≥ γ (3.4.169)

for any t > 0. Using the positivity of B − ηWT we can bound

〈ϕL|(11−W−1/2
γ )(B− ηWT )|ϕL〉 ≥ −

∑
k∈ 2π

L
Z3

|k|>γ

(B(k)− ηWT (k))(1 + |k|2)1/2|(ϕL)k|2

= −
∑

k∈ 2π
L

Z3

|k|>γ

(B(k)− ηWT (k))
(1 + |k|2)2 (1 + |k|2)5/2|(ϕL)k|2

≥ −CL,tγ−t
∑

k∈ 2π
L

Z3

|k|>γ

1
(1 + |k|2)2 &L γ

−t−1. (3.4.170)

Therefore we conclude, using the positivity of 11−W 1/2
γβ

and of B − ηWT , that

j2Kj2

≥ j2
2 inf spec

[
eL −

N

2α2 + ηε2

4 −O(γ−t−1)− 1
4α4 ∆λ + 〈ϕ|(11−W 1/2

γ )(B − ηWT )|ϕ〉
]

= j2
2

(
eL + ηε2

4 −O(γ−t−1)− 1
2α2 Tr

[
Π
(

11−
√

(11−W 1/2
γ )(B − ηWT )

)])
. (3.4.171)

We need to estimate the behavior in N = rank Π, T and γ of the trace appearing in the last
equation, which equals

Tr
[
Π
(

11−
√

(11−W 1/2
γ )(B − ηWT )

)]
=

∑
k∈ 2π

L
Z3

|k|≤Λ

(
1−

√
(1−Wγ(k)1/2)(B(k)− ηWT (k))

)
. (3.4.172)

97



3. The Strongly Coupled Polaron on the Torus

The contribution to the sum from |k| ≤ max{γ, T} can be bounded by C(Lmax{γ, T})3.
For |k| > max{γ, T}, Wγ(k) = WT (k) = (1 + |k|2)−1, and the coefficient under the square
root in the last line of (3.4.172) behaves asymptotically for large momenta as 1−|k|−1. Hence,
recalling (3.4.102), we conclude that

Tr
[
Π
(

11−
√

(11−W 1/2
γ )(B − ηWT )

)]
≤ O

(
max{γ, T}3

)
+O(Λ2). (3.4.173)

Because of (3.4.107), the first term on the right hand side is negligible compared to the
second if we choose γ to equal α to some small enough power. Because t was arbitrary, we
thus arrive at

j2Kj2 ≥ j2
2

(
eL + ηε2

4 −O(α−2Λ2)
)
. (3.4.174)

Therefore, if

ε ≥ CLα
−1Λ (3.4.175)

for a sufficiently large constant CL, we conclude that for sufficiently large α and Λ

j2Kj2 ≥ j2
2eL. (3.4.176)

Proof of Theorem 3.2.2, lower bound

By combining the results (3.4.163) and (3.4.176) of the previous two subsections with (3.4.109)
and (3.4.116), we obtain

K ≥ j1Kj1 + j2Kj2 +O(α−4ε−2)

≥ j2
1

[
eL −

1
2α2 Tr

[
(11− (11−KL)1/2)

]
+O(εα−2) +O(α−4)

]
+ j2

2eL +O(α−4ε−2)

≥ eL −
1

2α2 Tr
[
(11− (11−KL)1/2)

]
+O(εα−2) +O(α−4) +O(α−4ε−2) (3.4.177)

under the constraint (3.4.175). With Proposition 3.4.3 we can thus conclude that

inf specHL ≥ inf specHΛ
L +O(Λ−5/2) +O(α−1Λ−3/2) +O(α−2Λ−1)

≥ inf specK +O(Λ−5/2) +O(α−1Λ−3/2) +O(α−2Λ−1)

≥ eL −
1

2α2 Tr
[
(11− (11−K)1/2)

]
+O(εα−2) +O(α−4) +O(α−4ε−2)

+O(Λ−5/2) +O(α−1Λ−3/2) +O(α−2Λ−1). (3.4.178)

To minimize the error terms under the constraint (3.4.175), we pick ε ∼ α−1/7 and Λ ∼ α6/7,
which yields the claimed estimate

inf specHL ≥ eL −
1

2α2 Tr
[
(11− (11−KL)1/2)

]
+O(α−15/7). (3.4.179)

This concludes the proof of the lower bound, and hence the proof of Theorem 3.2.2.
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CHAPTER 4
Persistence of the Spectral Gap for the

Landau–Pekar Equations

This Chapter contains the work

• Dario Feliciangeli, Simone Rademacher, and Robert Seiringer. Persistence of the spectral
gap for the Landau–Pekar equations. Letters in Mathematical Physics, 111(1):1–19,
2021.

Abstract

The Landau–Pekar equations describe the dynamics of a strongly coupled polaron. Here we
provide a class of initial data for which the associated effective Hamiltonian has a uniform
spectral gap for all times. For such initial data, this allows us to extend the results on the
adiabatic theorem for the Landau–Pekar equations and their derivation from the Fröhlich
model obtained in previous works to larger times.

4.1 Introduction and Main Results
The Landau–Pekar equations [66] provide an effective description of the dynamics for a
strongly coupled polaron, modeling an electron moving in an ionic crystal. The strength of
the interaction of the electron with its self-induced polarization field is described by a coupling
parameter α > 0. In this system of coupled differential equations, the time evolution of the
electron wave function ψt ∈ H1(R3) is governed by a Schrödinger equation with respect to
an effective Hamiltonian hϕt depending on the polarization field ϕt ∈ L2(R3), which evolves
according to a classical field equation. Motivated by the recent work in [73, 87, 74], we
are interested in initial data for which the Hamiltonian hϕt possesses a uniform spectral gap
(independent of t and α) above the infimum of its spectrum.

The Landau–Pekar equations are of the form

i∂tψt = hϕtψt

iα2∂tϕt = ϕt + σψt
(4.1.1)
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with

hϕ = −∆+Vϕ, Vϕ(x) = 2(2π)3/2 Re [(−∆)−1/2ϕ](x), σψ(x) = (2π)3/2
[
(−∆)−1/2|ψ|2

]
(x).

(4.1.2)
For initial data (ψ0, ϕ0) ∈ H1(R3) × L2(R3), (5.1.1) is well-posed for all times t ∈ R (see
[38] or Lemma 4.2.1 below).

For (ψ, ϕ) ∈ H1(R3) × L2(R3) with ‖ψ‖2 = 1, the energy functional corresponding to the
Landau–Pekar equations is defined as

G(ψ, ϕ) = 〈ψ, hϕψ〉+ ‖ϕ‖2
2. (4.1.3)

One readily checks that for solutions of (5.1.1), G(ψt, ϕt) is independent of t [38, Lemma
2.1], and the same holds for ‖ψt‖2. We also define

E(ψ) = inf
ϕ∈L2(R3)

G(ψ, ϕ), F(ϕ) = inf
ψ∈H1(R3)
‖ψ‖2=1

G(ψ, ϕ). (4.1.4)

These three functionals are known as Pekar functionals and we shall discuss some of their
properties in Section 4.2. It follows from the work in [76] that there exist (ψP, ϕP) ∈
H1(R3)× L2(R3) with ‖ψP‖2 = 1, called Pekar minimizers, realizing

inf
ψ,ϕ
G(ψ, ϕ) = G(ψP, ϕP) = E(ψP) = F(ϕP) = eP < 0 , (4.1.5)

and (ψP, ϕP) is unique up to symmetries (i.e., translations and multiplication of ψP by a
constant phase factor). We also note that the Hamiltonian hϕP has a spectral gap above its
ground state energy, i.e., Λ(ϕP) > 0, where we denote for general ϕ ∈ L2(R3)

Λ(ϕ) = inf
λ∈spec(hϕ)
λ 6=e(ϕ)

|λ− e(ϕ)| with e(ϕ) = inf spec hϕ . (4.1.6)

In the following we consider solutions (ψt, ϕt) to the Landau–Pekar equations (5.1.1) with
initial data (ψ0, ϕ0) such that its energy G(ψ0, ϕ0) is sufficiently close to eP, and show that
for such initial data the Hamiltonian hϕt possesses a uniform spectral gap above the infimum
of its spectrum for all times t ∈ R and any coupling constant α > 0. This is the content of
the following Theorem.

Theorem 4.1.1. For any 0 < Λ < Λ(ϕP) there exists εΛ > 0 such that if (ψt, ϕt) is the
solution of the Landau–Pekar equations (5.1.1) with initial data (ψ0, ϕ0) ∈ H1(R3)× L2(R3)
with ‖ψ0‖2 = 1 and G(ψ0, ϕ0) ≤ eP + εΛ, then

Λ(ϕt) ≥ Λ for all t ∈ R, α > 0. (4.1.7)

Theorem 4.1.1 is proved in Section 4.3. It provides a class of initial data for the Landau–Pekar
equations for which the Hamiltonian hϕt has a uniform spectral gap for all times t ∈ R. The
existence of initial data with this particular property is of relevance for recent work [73, 87, 74]
on the adiabatic theorem for the Landau–Pekar equations, and on their derivation from the
Fröhlich model (where the polarization is described as a quantum field instead). For this
particular initial data, the results obtained there can then be extended in the following way:
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Adiabatic theorem. Due to the separation of time scales in (5.1.1), the Landau–Pekar
equations decouple adiabatically for large α (see [73] or also [39] for an analogous one-
dimensional model). To be more precise, in [73] the initial phonon state function is assumed
to satisfy

ϕ0 ∈ L2(R3) with e(ϕ0) = inf spechϕ0 < 0, (4.1.8)
which implies that hϕ0 has a spectral gap and that there exists a unique positive and normalized
ground state ψϕ0 of hϕ0 . Under this assumption, denoting by (ψt, ϕt) the solution of the
Landau–Pekar equations (5.1.1) with initial data (ψϕ0 , ϕ0), [73, Thm. II.1 & Rem. II.3] proves
that there exist constants C, T > 0 (depending on ϕ0) such that

‖ψt − e−i
∫ t

0 ds e(ϕs)ψϕt‖2
2 ≤ Cα−4 for all |t| ≤ Tα2, (4.1.9)

where ψϕt denotes the unique positive and normalized ground state of hϕt . The restriction on
|t| in (4.1.9) is due to the need of ensuring that the spectral gap of the effective Hamiltonian
hϕt does not become too small for initial data satisfying (4.1.8), which is only proven (in [73,
Lemma II.1]) for times |t| ≤ Tα2. Nevertheless, assuming that there exists Λ > 0 such that
Λ(ϕt) > Λ for all times t ∈ R, the adiabatic theorem in [73, Thm. II.1] allows to approximate
ψt by e−i

∫ t
0 ds e(ϕs)ψϕt for all times |t| � α4. This raises the question about initial data for

which the existence of a spectral gap of order one holds true for longer times, and Theorem
4.1.1 answers this question. In fact, by suitably adjusting the phase factor, we can prove the
following stronger result.

Corollary 4.1.1. Let ϕ0 ∈ L2(R3) be such that

F(ϕ0) ≤ eP + ε (4.1.10)

for sufficiently small ε > 0. Then hϕ0 has a ground state ψϕ0 . Let (ψt, ϕt) be the solution to
the Landau–Pekar equations (5.1.1) with initial data (ψϕ0 , ϕ0) and define

ν(s) = −α−4〈ψϕs , VIm ϕsR
3
ϕsVIm ϕsψϕs〉 and ψ̃t = ei

∫ t
0 ds(e(ϕs)+ν(s))ψt, (4.1.11)

where Rϕs = qs(hϕs − e(ϕs))−1qs with qs = 1 − |ψϕs〉〈ψϕs |. Then, there exists a C > 0
(independent of ϕ0 and α) such that

‖ψ̃t − ψϕt‖2
2 ≤ Cεα−4

(
1 + α−2|t|

)
eCα

−4|t| . (4.1.12)

Our proof in Section 4.3 shows that the smallness condition on ε in Corollary 4.1.1 can be
made explicit in terms of properties of ϕP. It also shows that minθ∈[0,2π) ‖eiθψt−ψϕt‖2

2 ≤ Cε
for all times t, independently of α. The bound (4.1.12) improves upon this for large α as long
as α−4|t|eCα−4|t| � α2 and hence, in particular, for |t| . α4.

Effective dynamics for the Fröhlich Hamiltonian. As already mentioned, the Landau–
Pekar equations provide an effective description of the dynamics for a strongly coupled polaron.
Its true dynamics is described by the Fröhlich Hamiltonian [47] Hα acting on L2(R3) ⊗ F ,
the tensor product of the Hilbert space L2(R3) for the electron and the bosonic Fock space F
for the phonons. We refer to [73, 74] for a detailed definition. Pekar product states of the
form ψt ⊗W (α2ϕt)Ω, with (ψt, ϕt) a solution of the Landau–Pekar equations, W the Weyl
operator and Ω the Fock space vacuum, were proven in [73, Thm. II.2] to approximate the
dynamics defined by the Fröhlich Hamiltonian Hα for times |t| � α2. Recently, it was shown
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4. Persistence of the Spectral Gap for the Landau–Pekar Equations

in [74] that in order to obtain a norm approximation valid for times of order α2, one needs to
implement correlations among phonons, which are captured by a suitable Bogoliubov dynamics
acting on the Fock space of the phonons only. In fact, considering initial data satisfying
(4.1.8), [74, Theorem I.3] proves that there exist constants C, T > 0 (depending on ϕ0) such
that

‖e−iHαtψϕ0⊗W (α2ϕ0)Ω−e−i
∫ t

0 ds ω(s)ψt⊗W (α2ϕt)Υt‖L2(R3)⊗F ≤ Cα−1 for all |t| ≤ Tα2,
(4.1.13)

where ω(s) = α2 Im〈ϕs, ∂sϕs〉+ ‖ϕs‖2
2 and Υt is the solution of the dynamics of a suitable

Bogoliubov Hamiltonian on F (see [74, Definition I.2] for a precise definition). As for the
adiabatic theorem discussed above, the restriction to times |t| ≤ Tα2 results from the need
of a spectral gap of hϕt of order one (compare with [74, Remark I.4]), which under the sole
assumption (4.1.8) is guaranteed by [73, Lemma II.1] only for |t| ≤ Tα2. Theorem 4.1.1 now
provides a class of initial data for which the above norm approximation holds true for all times
of order α2, in the following sense.

Corollary 4.1.2. Let ϕ0 ∈ L2(R3) be such that

F(ϕ0) ≤ eP + ε (4.1.14)

for sufficiently small ε > 0. Then hϕ0 has a ground state ψϕ0 . Let (ψt, ϕt) be the solution to
the Landau–Pekar equations (5.1.1) with initial data (ψϕ0 , ϕ0). Then there exists a C > 0
(independent of ϕ0 and α) such that

‖e−iHαtψϕ0⊗W (α2ϕ0)Ω−e−i
∫ t

0 ds ω(s)ψt⊗W (α2ϕt)Υt‖L2(R3)⊗F ≤ Cα−1eCα
−2|t| . (4.1.15)

Again, the smallness condition on ε in Corollary 4.1.2 can be made explicit in terms of properties
of ϕP. Corollary 4.1.2 is an immediate consequence of Theorem 4.1.1 and the method of
proof in [74], as explained in [74, Remark I.4].

4.2 Properties of the Spectral Gap and the Pekar
Functionals

Throughout the paper, we use the symbol C for generic constants, and their value might
change from one occurrence to the next.

4.2.1 Preliminary Lemmas
We begin by stating some preliminary Lemmas we shall need throughout the following discussion.

Lemma 4.2.1 (Lemma 2.1 in [38]). For any (ψ0, ϕ0) ∈ H1(R3)× L2(R3), there is a unique
global solution (ψt, ϕt) of the Landau–Pekar equations (5.1.1). Moreover, ‖ψ0‖2 = ‖ψt‖2,
G(ψ0, ϕ0) = G(ψt, ϕt) for all t ∈ R and there exists a constant C > 0 such that

‖ψt‖H1(R3) ≤ C, ‖ϕt‖2 ≤ C (4.2.1)

for all α > 0 and all t ∈ R.

The following Lemma collects some properties of Vϕ and σψ (see also [73, Lemma III.2] and
[74, Lemma II.2]).
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Lemma 4.2.2. There exists C > 0 such that for every ϕ ∈ L2(R3) and ψ ∈ H1(R3)
‖Vϕ‖6 ≤ C‖ϕ‖2 and ‖Vϕψ‖2 ≤ C‖ϕ‖2‖ψ‖H1(R3). (4.2.2)

Moreover, there exists C > 0 such that for all ψ1, ψ2 ∈ H1(R3)
‖σψ1 − σψ2‖2 ≤ C (‖ψ1‖2 + ‖ψ2‖2) min

θ∈[0,2π)
‖eiθψ1 − ψ2‖H1(R3). (4.2.3)

Proof. The first two inequalities follow immediately from [73, Lemma III.2] and [74, Lemma
II.2]. For the last inequality, we note that σψ = σeiθψ for arbitrary θ ∈ R. Hence, it is enough
to prove the result for θ = 0. We write the difference

σ̂ψ1(k)− σ̂ψ2(k) = |k|−1
(
〈ψ1, e

−ik ·ψ1〉 − 〈ψ2, e
−ik ·ψ2〉

)
= |k|−1

(
〈ψ1 − ψ2, e

−ik ·ψ1〉+ 〈ψ2, e
−ik · (ψ1 − ψ2)〉

)
. (4.2.4)

where σ̂ψ(k) = (2π)−3/2 ∫ dx e−ik·xσψ(x) denotes the Fourier transform of σψ. Thus,

‖σψ1 − σψ2‖2
2 ≤ 2

∫
dk

1
|k|2

(
|〈ψ1 − ψ2, e

−ik ·ψ1〉|2 + |〈ψ2, e
−ik · (ψ1 − ψ2)〉|2

)
. (4.2.5)

For the first term, we write∫ dk

|k|2
|〈ψ1 − ψ2, e

−ik ·ψ1〉|2 = C
∫ dx dy

|x− y|
(ψ1 − ψ2)(x)(ψ1 − ψ2)(y)ψ1(x)ψ1(y). (4.2.6)

The Hardy-Littlewood-Sobolev inequality implies that∫ dk

|k|2
|〈ψ1 − ψ2, e

−ik ·ψ1〉|2 ≤ C‖ψ1(ψ1 − ψ2)‖2
6/5 ≤ C‖ψ1 − ψ2‖2

3‖ψ1‖2
2, (4.2.7)

and we obtain with the Sobolev inequality that∫ dk

|k|2
|〈ψ1 − ψ2, e

−ik ·ψ1〉|2 ≤ C‖ψ1 − ψ2‖2
H1(R3)‖ψ1‖2

2. (4.2.8)

The second term of (4.2.5) can be bounded in a similar way, and we obtain the desired
estimate.

We recall the definition of the resolvent
Rϕ = qψϕ (hϕ − e(ϕ))−1 qψϕ , (4.2.9)

where qψϕ = 1− |ψϕ〉〈ψϕ|. In the following Lemma we collect useful estimates on Rϕ.
Lemma 4.2.3. There exists C > 0 such that

‖Rϕ‖ = Λ(ϕ)−1, ‖ (−∆ + 1)1/2 R1/2
ϕ ‖ ≤ C(1 + ‖ϕ‖2‖R1/2

ϕ ‖) (4.2.10)
for any ϕ ∈ L2(R3) with e(ϕ) < 0.

Proof. The first identity for the norm of the resolvent follows immediately from the definition
of the spectral gap Λ(ϕ) in (4.1.6). For ψ ∈ L2(R3) we have

‖ (−∆ + 1)1/2 R1/2
ϕ ψ‖2

2 = 〈ψ, R1(2
ϕ (−∆ + 1)R1/2

ϕ ψ〉 . (4.2.11)
It follows from Lemma 4.2.2 that there exists C > 0 such that

‖ (−∆ + 1)1/2 R1/2
ϕ ψ‖2

2 ≤ C 〈ψ,R1/2
ϕ

(
hϕ + C‖ϕ‖2

2

)
R1/2
ϕ ψ〉

= C ‖qψϕψ‖2
2 + C

(
C‖ϕ‖2

2 + e(ϕ)
)
‖R1/2

ϕ ψ‖2
2. (4.2.12)

Since e(ϕ) < 0 this implies the desired estimate.
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4. Persistence of the Spectral Gap for the Landau–Pekar Equations

4.2.2 Perturbative properties of ground states and of the spectral
gap

Since the essential spectrum of hϕ is R+, the assumption e(ϕ) < 0 guarantees the existence
of a ground state (denoted by ψϕ) and of a spectral gap Λ(ϕ) > 0 of hϕ. In the next two
Lemmas we investigate the behavior of Λ(ϕ) and ψϕ under L2-perturbations of ϕ.

Lemma 4.2.4. Let ϕ0 satisfy (4.1.8), and let 0 < Λ < Λ(ϕ0). Then, there exists δΛ > 0
(depending, besides Λ, only on the spectrum of hϕ0 and ‖ϕ0‖2) such that

Λ(ϕ) ≥ Λ for all ϕ ∈ L2(R3) with ‖ϕ− ϕ0‖2 ≤ δΛ. (4.2.13)

Proof. By definition of the spectral gap

Λ(ϕ) = e1(ϕ)− e(ϕ), (4.2.14)

where e(ϕ) denotes the ground state energy of hϕ, and e1(ϕ) its first excited eigenvalue if
it exists, or otherwise e1(ϕ) = 0 (which is the bottom of the essential spectrum). By the
min-max principle we can write

e1(ϕ) = inf
A⊂L2(R3)
dimA=2

sup
ψ∈A
‖ψ‖2=1

〈ψ, hϕψ〉. (4.2.15)

For ψ ∈ H1(R3) with ‖ψ‖2 = 1 we find with Lemma 4.2.2

〈ψ, hϕψ〉 = 〈ψ, hϕ0ψ〉+ 〈ψ, Vϕ−ϕ0ψ〉
≤ 〈ψ, hϕ0ψ〉+ C‖ϕ− ϕ0‖2‖ψ‖2

H1(R3). (4.2.16)

Moreover, for ε > 0,

‖ψ‖2
H1(R3) = 〈ψ, hϕ0ψ〉−〈ψ, Vϕ0ψ〉+1 ≤ 〈ψ, hϕ0ψ〉+ε‖ψ‖2

H1(R3)+Cε−1‖ϕ0‖2
2+1. (4.2.17)

Hence, choosing ε = 1/2, we find

‖ψ‖2
H1(R3) ≤ 2〈ψ, hϕ0ψ〉+ C(‖ϕ0‖2

2 + 1). (4.2.18)

Thus, if ‖ϕ− ϕ0‖2 ≤ δ, we have

〈ψ, hϕψ〉 ≤ (1 + Cδ)〈ψ, hϕ0ψ〉+ Cδ(‖ϕ0‖2
2 + 1), (4.2.19)

and similarly
〈ψ, hϕψ〉 ≥ (1− Cδ)〈ψ, hϕ0ψ〉 − Cδ(‖ϕ0‖2

2 + 1). (4.2.20)
Since e(ϕ0), e(ϕ1) ≤ 0, we therefore find

Λ(ϕ) ≥ Λ(ϕ0)− Cδ
(
e(ϕ0) + e1(ϕ0) + 2(‖ϕ0‖2

2 + 1)
)
≥ Λ(ϕ0)− 2Cδ(‖ϕ0‖2

2 + 1) > Λ
(4.2.21)

for sufficiently small δ = δΛ > 0.

Lemma 4.2.5. Let ϕ0 satisfy (4.1.8), and let ϕ ∈ L2(R3) with

‖ϕ− ϕ0‖ ≤ δϕ0 (4.2.22)

for sufficiently small δϕ0 > 0. Then, there exists a unique positive and normalized ground
state ψϕ of hϕ. Moreover, there exists C > 0 (independent of ϕ) such that

‖ψϕ0 − ψϕ‖H1(R3) ≤ C‖ϕ− ϕ0‖2. (4.2.23)
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Proof. We write
ψϕ − ψϕ0 =

∫ 1

0
dµ ∂µψϕµ , (4.2.24)

with ϕµ = ϕ0 + µ(ϕ− ϕ0). Note that ψϕµ is well defined for all µ ∈ [0, 1], since

‖ϕµ − ϕ0‖2 = µ‖ϕ− ϕ0‖2 ≤ µδϕ0 ≤ δϕ0 (4.2.25)

and therefore Lemma 4.2.4 guarantees the existence of a spectral gap

Λ(ϕµ) ≥ Λ > 0 (4.2.26)

for sufficiently small δϕ0 , uniformly in µ ∈ [0, 1]. First order perturbation theory yields

∂µψϕµ = RϕµVϕ0−ϕψϕµ (4.2.27)

and it follows from Lemma 4.2.2 that

‖ψϕ0 − ψϕ‖H1(R3) ≤
∫ 1

0
dµ ‖RϕµVϕ−ϕ0ψϕµ‖H1(R3)

≤ C
∫ 1

0
dµ ‖ (−∆ + 1)1/2 R1/2

ϕµ ‖
2 ‖ϕ− ϕ0‖2. (4.2.28)

Lemma 4.2.3 shows that

‖ (−∆ + 1)1/2 Rϕµ‖ ≤ C
(
1 + ‖ϕµ‖2‖Rϕµ‖

)
. (4.2.29)

Since ‖ϕµ‖2 ≤ ‖ϕ0‖2 + µ‖ϕ − ϕ0‖2 ≤ ‖ϕ0‖2 + δϕ0 , the bound (4.2.26) implies that the
right-hand side of (4.2.29) is bounded independently of µ. Hence the desired estimate (4.2.23)
follows.

4.2.3 Pekar Functionals
Recall the definition of the Pekar Functionals G, E and F in (5.2.1) and (4.1.4), and note that

G(ψ, ϕ) = E(ψ) + ‖ϕ+ σψ‖2
2 . (4.2.30)

As was shown in [76], E admits a unique strictly positive and radially symmetric minimizer,
which is smooth and will be denoted by ψP. Moreover, the set of all minimizers of E coincides
with

Θ(ψP) = {eiθψP( · − y) | θ ∈ [0, 2π), y ∈ R3}. (4.2.31)
This clearly implies that the set of minimizers of F coincides with

Ω(ϕP) = {ϕP( · − y) | y ∈ R3} with ϕP = −σψP . (4.2.32)

In the following we prove quadratic lower bounds for the Pekar Functionals E and F . The key
ingredients are the results obtained in [70]. In particular, these results allow to infer, using
standard arguments, the following Lemma 4.2.6, which provides the quadratic lower bounds
for E . (We spell out its proof for completeness in the Appendix; a very similar proof in a
slightly different setting is also given in [41]). Based on the bound for E , it is then quite
straightforward to obtain the quadratic lower bound for F in the subsequent Lemma 4.2.7.
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Lemma 4.2.6 (Quadratic Bounds for E). There exists a positive constant κ such that, for
any L2-normalized ψ ∈ H1(R3),

E(ψ)− eP ≥ κ min
y∈R3

θ∈[0,2π)

‖ψ − eiθψP( · − y)‖2
H1(R3) = κ dist2

H1(R3)(ψ,Θ(ψP)). (4.2.33)

Lemma 4.2.7 (Quadratic Bounds for F). There exists a positive constant τ such that, for
any ϕ ∈ L2(R3),

F(ϕ)− eP ≥ τ min
y∈R3
‖ϕ− ϕP( · − y)‖2

2 = τ dist2
L2(R3)(ϕ,Ω(ϕP)). (4.2.34)

Proof. Recalling that
F(ϕ) = inf

‖ψ‖2=1
ψ∈H1(R3)

G(ψ, ϕ) (4.2.35)

our claim trivially follows by showing that for any L2-normalized ψ ∈ H1(R3) and ϕ ∈ L2(R3)

G(ψ, ϕ)− eP ≥ τ dist2
L2(R3)(ϕ,Ω(ϕP)). (4.2.36)

For any such ψ let y∗ ∈ R3 and θ∗ ∈ [0, 2π) be such that

‖ψ − eiθ∗ψP( · − y∗)‖2
H1(R3) = dist2

H1(R3)(ψ,Θ(ψP)), (4.2.37)

and denote eiθ∗ψP( · − y∗) by ψ∗P. By using the previous Lemma 4.2.6, the fact that ψ and ψ∗P
are L2-normalized, (4.2.3) and completing the square, we obtain for, some positive κ∗ > 0,

G(ψ, ϕ)− eP = E(ψ)− eP + ‖ϕ+ σψ‖2
2 ≥ κ‖ψ − ψ∗P‖2

H1(R3) + ‖ϕ+ σψ‖2
2

≥ κ∗‖σψ − σψ∗P‖
2
2 + ‖ϕ+ σψ‖2

2

= ‖(1 + κ∗)1/2(σψ∗P − σψ)− (1 + κ∗)−1/2(ϕ+ σψ∗P)‖2
2 + κ∗

1 + κ∗
‖ϕ+ σψ∗P‖

2
2

≥ κ∗

1 + κ∗
‖ϕ− ϕP( · − y∗)‖2

2 ≥
κ∗

1 + κ∗
dist2

L2(R3)(ϕ,Ω(ϕP)). (4.2.38)

This completes the proof of (4.2.36), and hence of the Lemma, with τ = κ∗/(1 + κ∗).

Remark 4.2.1. The two previous quadratic bounds on E and F clearly imply, together with
(4.1.4), that, for any L2-normalized ψ ∈ H1(R3) and any ϕ ∈ L2(R3), having low energy
guarantees closeness to the surfaces of minimizers Θ(ψP) and Ω(ϕP), i.e.

G(ψ, ϕ) ≤ eP+ε ⇒ E(ψ),F(ϕ) ≤ eP+ε ⇒ dist2
H1(ψ,Θ(ψP)), dist2

L2(ϕ,Ω(ϕP)) ≤ Cε .
(4.2.39)

Finally, we exploit the previous estimate to obtain the following Lemma. It states that for
couples (ψ, ϕ) which have low energy ψ is close to ψϕ, the ground state of hϕ, and ϕ is close
to −σψϕ , in the following sense.

Lemma 4.2.8. Let ε > 0 be sufficiently small, ψ ∈ H1(R3) be L2-normalized, ϕ ∈ L2(R3)
and let (ψ, ϕ) be such that

G(ψ, ϕ) ≤ eP + ε . (4.2.40)
Then hϕ has a positive ground state ψϕ, and there exists C > 0 (independent of (ψ, ϕ)) such
that

min
θ∈[0,2π)

‖ψ − eiθψϕ‖2
H1(R3) ≤ Cε, (4.2.41)

‖ϕ+ σψϕ‖2
2 ≤ Cε. (4.2.42)
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Proof. Since F(ϕ) ≤ G(ψ, ϕ) for any L2-normalized ψ ∈ H1(R3), Lemma 4.2.7 implies that
for any δ > 0 there exists εδ > 0 such that distL2(ϕ,Ω(ϕP)) ≤ δ whenever G(ψ, ϕ) ≤ eP + εδ.
Moreover, by Lemma 4.2.4, there exists δ̄ > 0 such that if distL2(ϕ,Ω(ϕP)) ≤ δ̄ then ψϕ
exists. We then pick ε = εδ̄ and this guarantees that under the hypothesis of the Lemma ψϕ
is well defined.
Using Lemmas 4.2.6 and 4.2.7, the assumption (4.2.40) implies that there exist y1 and y2
such that

min
θ∈[0.2π)

‖ψ − eiθψP( · − y1)‖2
H1(R3) ≤ Cε, ‖ϕ− ϕP( · − y2)‖2

2 ≤ Cε. (4.2.43)

Moreover, since

eP + ε ≥ G(ψ, ϕ) = E(ψ) + ‖ϕ+ σψ‖2
2 ≥ eP + ‖ϕ+ σψ‖2

2, (4.2.44)

we also have
‖ϕ+ σψ‖2

2 ≤ ε. (4.2.45)
In combination, the second bound in (4.2.43) and (4.2.45) imply

‖ϕP( · − y2) + σψ‖2
2 ≤ Cε. (4.2.46)

Moreover, with the aid of (4.2.3) and the first bound in (4.2.43), we obtain

‖ϕP( · −y1)+σψ‖2
2 = ‖σψP( · −y1)−σψ‖2

2 ≤ C min
θ∈[0,2π)

‖ψ−eiθψP( · −y1)‖2
H1 ≤ Cε. (4.2.47)

By putting the second equation in (4.2.43), (4.2.46) and (4.2.47) together, we can hence
conclude that

‖ϕ−ϕP( · −y1)‖2 ≤ ‖ϕ−ϕP( · −y2)‖2 +‖ϕP( · −y2)+σψ‖2 +‖σψ+ϕP( · −y1)‖2 ≤ Cε1/2.
(4.2.48)

Therefore, using Lemma 4.2.5, we obtain

‖ψ − eiθψϕ‖H1 ≤ ‖ψ − eiθψP( · − y1)‖H1 + ‖ψP( · − y1)− ψϕ‖H1

= ‖ψ − eiθψP( · − y1)‖H1 + ‖ψϕP( · −y1) − ψϕ‖H1

≤ ‖ψ − eiθψP( · − y1)‖H1 + C‖ϕP( · − y1)− ϕ‖2 . (4.2.49)

This yields (4.2.41) after taking the infimum over θ ∈ [0, 2π) and using (4.2.48) and the first
bound in (4.2.43). To prove (4.2.42), we use (4.2.45), (4.2.3), the normalization of ψ and
ψϕ and (4.2.41) to obtain

‖ϕ+σψϕ‖2 ≤ ‖ϕ+σψ‖2 +‖σψ−σψϕ‖2 ≤ ε1/2 +C min
θ∈[0,2π)

‖ψ−eiθψϕ‖H1 ≤ Cε1/2. (4.2.50)

4.3 Proof of the Main Results
The conservation of G along solutions of the Landau–Pekar equations allows to apply the tools
developed in Section 4.2 to get results valid for all times. This will in particular allow us to
prove the results stated in Section 4.1. When combined with energy conservation, Remark
4.2.1 shows that we can estimate the distance to the sets of Pekar minimizers of solutions
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of the Landau–Pekar equations only in terms of the energy of their initial data. Since Ω(ϕP)
contains only real-valued functions this yields bounds on the L2-norm of the imaginary part
of ϕt. That is, there exists a C > 0 such that if (ψt, ϕt) solves the Landau–Pekar equations
(5.1.1) with initial data (ψ0, ϕ0), then

min
y∈R3

θ∈[0,2π)

‖ψt − eiθψP( · − y)‖2
H1(R3) ≤ C(G(ψ0, ϕ0)− eP), ‖ Im ϕt‖2

2 ≤ C(G(ψ0, ϕ0)− eP),

min
y∈R3
‖Re ϕt − ϕP( · − y)‖2

2 ≤ C(G(ψ0, ϕ0)− eP) (4.3.1)

for all t ∈ R and α > 0. It is then straightforward to obtain a proof of Theorem 4.1.1.

Proof of Theorem 4.1.1. Let 0 < Λ < Λ(ϕP) and let (ψt, ϕt) denote the solution to the
Landau–Pekar equations with initial data (ψ0, ϕ0) satisfying G(ψ0, ϕ0) ≤ eP +εΛ. From (4.3.1)
we deduce that for any t ∈ R there exists yt ∈ R3 such that

‖ϕt − ϕP( · − yt)‖2
2 ≤ CεΛ (4.3.2)

for some C > 0. Since the spectrum of hϕP( · −y) and ‖ϕP( · −y)‖2 are independent of y ∈ R3,
Theorem 4.1.1 now follows immediately from Lemma 4.2.4 by taking εΛ = C−1δ2

Λ, where δΛ
is the same as in Lemma 4.2.4.

Conservation of energy also allows to extend the validity of Lemma 4.2.8 for all times. If
(ψt, ϕt) solves (5.1.1) with initial data (ψ0, ϕ0) satisfying G(ψ0, ϕ0) ≤ eP + ε for a sufficiently
small ε, then ψϕt is well defined for all times and

min
θ∈[0,2π)

‖ψt − eiθψϕt‖2
H1(R3) ≤ Cε, ‖ϕt + σψϕt‖

2
2 ≤ Cε. (4.3.3)

Moreover, Theorem 4.1.1 implies that for all times Λ(ϕt) ≥ Λ for a suitable Λ > 0. It thus
follows from Lemmas 4.2.1 and 4.2.3 that for some C > 0

‖Rϕt‖ ≤ C and ‖(−∆ + 1)1/2R1/2
ϕt ‖ ≤ C for all t ∈ R, (4.3.4)

where as above Rϕt = qt (hϕt − e(ϕt))
−1 qt and qt = 1− pt = 1− |ψϕt〉〈ψϕt |.

With these preparations, we are now ready to prove Corollary 4.1.1.

Proof of Corollary 4.1.1. The proof follows closely the ideas of the proof of [73, Theorem II.1],
hence we allow ourselves to be a bit sketchy at some points and refer to [73] for more details.
It follows from the Landau–Pekar equations (5.1.1) that

α2∂tVϕt = VIm ϕt , α2∂tVIm ϕt = −VRe ϕt+σψt . (4.3.5)

Lemmas 4.2.1–4.2.3 imply, together with (4.3.1), that there exists C > 0 such that

‖RϕtVIm ϕt‖2 ≤ Cε for all t ∈ R. (4.3.6)

In the same way, by the triangle inequality, Lemma 4.2.2 and (4.3.3), there exists C > 0 such
that

‖RϕtVRe ϕt+σψt‖
2 ≤ C min

θ∈(0,2π]
‖ψt−eiθψϕt‖2

H1(R3)+C‖Re ϕt+σψϕt‖
2
2 ≤ Cε for all t ∈ R.

(4.3.7)
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Moreover, it follows from
α2∂tψϕt = −RϕtVIm ϕtψϕt (4.3.8)

that

α2∂tRϕt = ptVIm ϕtR
2
ϕt +R2

ϕtVIm ϕtpt −Rϕt (VIm ϕt − 〈ψϕt , VIm ϕtψϕt〉)Rϕt (4.3.9)

(see [73, Lemma IV.2]) and by the same arguments as above that

‖ (−∆ + 1)1/2 ∂tRϕt (−∆ + 1)1/2 ‖ ≤ Cε1/2α−2 for all t ∈ R. (4.3.10)

Recall the definitions of ψ̃t and ν in (4.1.11). The same computations as in [73, Eqs. (58)–(65)],
using

qt e
i
∫ t

0 ds e(ϕs)ψt = i Rϕt ∂t e
i
∫ t

0 ds e(ϕs)ψt (4.3.11)
and integration by parts, lead to

‖ψ̃t − ψϕt‖2
2 = 2α−2 Im 〈ψ̃t, R2

ϕtVIm ϕtψϕt〉 (4.3.12a)

+ 2α−2
∫ t

0
ds ν(s) Re〈ψ̃s, R2

ϕsVIm ϕsψϕs〉 (4.3.12b)

+ 2α−4
∫ t

0
ds Im〈ψ̃s, Rϕs (RϕsVIm ϕs)

2 ψϕs〉 (4.3.12c)

+ 2α−4
∫ t

0
ds Im〈ψ̃s, R2

ϕsVRe ϕs+σψsψϕs〉 (4.3.12d)

− 2α−2
∫ t

0
ds
(
Im〈ψ̃s,

(
∂sR

2
ϕs

)
VIm ϕsψϕs〉+ α2ν(s) Im〈ψ̃s, ψϕs〉

)
.

(4.3.12e)

The difference to the calculations in [73] are the additional terms (4.3.12b) and the second
term in (4.3.12e) resulting from the phase ν. While (4.3.12b) is, as we show below, only a
subleading error term, the phase in (4.3.12e) leads to a crucial cancellation. This cancellation
allows to integrate by parts once more, and finally results in the improved estimate in Corollary
4.1.1.
We shall now estimate the various terms in (4.3.12). Since ‖qtψ̃t‖2 ≤ ‖ψ̃t − ψϕt‖2, we find
for the first term using (4.3.4) and (4.3.6)

|(4.3.12a)| ≤ Cα−2ε1/2‖ψ̃t − ψϕt‖2 ≤ δ‖ψ̃t − ψϕt‖2
2 + Cδ−1α−4ε (4.3.13)

for arbitrary δ > 0. Moreover, we have |ν(s)| ≤ Cα−4ε for all s ∈ R, and find for the second
term

|(4.3.12b)| ≤ Cα−6ε3/2
∫ t

0
ds ‖ψ̃s − ψϕs‖2 . (4.3.14)

For the third term, we integrate by parts using (4.3.11) once more, with the result that

(4.3.12c) = −2α−4 Re 〈ψ̃t, R2
ϕt (RϕtVIm ϕt)

2 ψϕt〉+ 2α−4
∫ t

0
ds ν(s) Im 〈ψ̃s, R2

ϕs (RϕsVIm ϕs)
2 ψϕs〉

+ 2α−4
∫ t

0
ds Re 〈ψ̃s, ∂s

(
R2
ϕs (RϕsVIm ϕs)

2 ψϕs
)
〉. (4.3.15)

The first two terms can be bounded in the same way as (4.3.12a) and (4.3.12b). For the third
term, note that the r.h.s. of the inner product depends on time s through ϕs only, hence its
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time derivative leads to another factor of α−2. With (4.3.5), (4.3.8) and (4.3.9) we compute
its time derivative. From the time derivative of the resolvent in (4.3.9), we obtain one term
for which the projection ps hits ψ̃s on the l.h.s. of the inner product, in which case we can
only bound ‖psψ̃s‖2 ≤ 1. For the remaining terms, we use ‖qsψ̃s‖2 ≤ ‖ψ̃s − ψϕs‖2 instead.
With the same arguments as above and (4.3.7), we obtain

|(4.3.12c)| ≤ δ‖ψ̃t−ψϕt‖2
2 +Cδ−1α−8ε2 +Cα−6ε

∫ t

0
ds ‖ψ̃s−ψϕs‖2 +Cα−6ε3/2|t| (4.3.16)

for any δ > 0. For the forth term (4.3.12d), we first split

(4.3.12d) = 2α−4
∫ t

0
ds
(
Im 〈ψ̃s, R2

ϕsVσψs−σψϕsψϕs〉+ Im 〈ψ̃s, R2
ϕsVRe ϕs+σψϕsψϕs〉

)
.

(4.3.17)
Lemmas 4.2.1–4.2.3 and (4.3.4) imply that we can bound ‖R2

ϕsVσψs−σψϕs ‖ ≤ C‖ψ̃s − ψϕs‖2
in the first term. For the second term, we observe that the r.h.s. of the inner product depends
on s again only through ϕs, whose time derivative is of order α−2. We thus again use (4.3.11)
and integration by parts, and proceed as above. For the calculation, we need to bound the
time derivative of σψϕs , which can be done with the aid [74, Lemma II.4], with the result that
‖∂sσψϕs‖2 ≤ Cε1/2α−2. Altogether, this shows that

|(4.3.12d)| ≤ Cα−4
∫ t

0
ds ‖ψ̃s − ψϕs‖2

2 + δ‖ψ̃t − ψϕt‖2
2 + Cδ−1α−8ε

+ Cα−6ε1/2
∫ t

0
ds ‖ψ̃s − ψϕs‖2 + Cα−6ε|t| (4.3.18)

for any δ > 0. For the last term, we compute using (4.3.9)

(4.3.12e) = −6α−4
∫ t

0
ds Im〈ψ̃s, R3

ϕsVIm ϕspsVIm ϕsψϕs〉

+ 2α−4
∫ t

0
ds Im〈ψ̃s,

(
R2
ϕsVIm ϕsRϕs +RϕsVIm ϕsR

2
ϕs

)
VIm ϕsψϕs〉. (4.3.19)

Note that the phase ν(s) cancels the contribution of ∂sRϕs projecting onto ψϕs (the first
term of (4.3.9)). This cancellation is important, since the integration by parts argument using
(4.3.11) would not be applicable to this term. It can be applied to all the terms in (4.3.19),
however, proceeding as above, with the result that

|(4.3.12e)| ≤ δ‖ψ̃t−ψϕt‖2
2 +Cδ−1α−8ε2 +Cα−6ε

∫ t

0
ds ‖ψ̃s−ψϕs‖2 +Cα−6ε3/2|t| (4.3.20)

for any δ > 0.

Collecting the bounds in (4.3.13), (4.3.14), (4.3.16), (4.3.18) and (4.3.20), Eq. (4.3.12) shows
that

‖ψ̃t − ψϕt‖2
2 ≤ Cα−4ε+ Cα−6ε1/2

∫ t

0
ds ‖ψ̃s − ψϕs‖2 + Cα−4

∫ t

0
ds ‖ψ̃s − ψϕs‖2

2 + Cα−6ε|t|

≤ Cα−4ε+ Cα−4
∫ t

0
ds ‖ψ̃s − ψϕs‖2

2 + Cα−6ε|t| (4.3.21)

for α & 1 and ε . 1. A Gronwall type argument finally yields the desired bound (4.1.12).
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4.4 Appendix: Proof of Lemma 4.2.6
In this appendix we give the proof of Lemma 4.2.6. As already mentioned, the result follows
from the work in [70] by standard arguments. We follow closely the proof given in [41] of a
corresponding result in the slightly different setting of a confined polaron.

Proof of Lemma 4.2.6. Step 1: For any L2-normalized ψ ∈ H1(R3), there exists θ̄ ∈ [0, 2π)
and ȳ ∈ R3 such that

‖eiθ̄ψ( · − ȳ)− ψP‖2 = min
y,θ
‖eiθψ( · − y)− ψP‖2. (4.4.1)

By invariance of E under translations and changes of phase, it is then sufficient to show that
for any L2-normalized ψ such that

‖ψ − ψP‖2 = min
y,θ
‖ψ − eiθψP( · − y)‖2, (4.4.2)

the inequality
E(ψ)− eP ≥ κ‖ψ − ψP‖2

H1(R3) (4.4.3)
holds (for some κ > 0 independent of ψ). In fact, this is stronger than the desired bound
(4.2.33). We henceforth only work with L2-normalized ψ satisfying (4.4.2), and denote
δ = ψ − ψP. Observe that any ψ satisfying (4.4.2) also satisfies

〈ψ|ψP〉 ≥ 0, 〈ψ|∂iψP〉 = 0 for i = 1, 2, 3. (4.4.4)

Step 2: We first prove the quadratic lower bound (4.4.3) locally around ψP for any L2-
normalized ψ satisfying (4.4.2). By straightforward computations, using that

‖δ‖2
2 = 2− 2 〈ψP|ψ〉 = −2 〈ψP|δ〉 (4.4.5)

since both ψP and ψ are L2-normalized, we obtain

E(ψ)− eP = HessψP(δ) +O(‖δ‖3
H1(R3)), (4.4.6)

with

HessψP(δ) = 〈Im δ|QL−Q|Im δ〉+ 〈Re δ|QL+Q|Re δ〉 ,
Q = 1− |ψP〉 〈ψP| ,
L− = hϕP − e(ϕP),
L+ = L− − 4X,
X = (2π)3ψP(−∆)−1ψP , (4.4.7)

where in the last formula for X, ψP has to be understood as a multiplication operator.
The Euler–Lagrange equation for the minimization of E reads L−ψP = 0, and since L− is a
Schrödinger operator and ψP is strictly positive, L− has 0 as its lowest eigenvalue, and a gap
above. Therefore we have

QL−Q ≥ κ1Q (4.4.8)
for some κ1 > 0. Moreover, it was shown in [70] that the kernel of L+ coincides with
spani=1,2,3{∂iψP} and from this we can infer the existence of a κ2 > 0 such that

QL+Q ≥ κ2Q
′ with Q′ = Q−

3∑
i=1
‖∂iψP‖−2

2 |∂iψP〉 〈∂iψP| . (4.4.9)
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Recall that Q′δ = Qδ by assumption on ψ and orthogonality of ψP to its partial derivatives.
With κ′ = min{κ1, κ2} we thus have

HessψP(δ) ≥ κ1‖Q Im δ‖2
2 + κ2‖Q′Re δ‖2

2 ≥ κ′‖Qδ‖2
2. (4.4.10)

Using again (4.4.5) we see that

‖Qδ‖2
2 = ‖δ‖2

2 − 〈ψP|δ〉2 = ‖δ‖2
2

(
1− 1

4‖δ‖
2
2

)
≥ 1

2‖δ‖
2
2, (4.4.11)

which finally implies that

HessψP(δ) ≥ κ′

2 ‖δ‖
2
2. (4.4.12)

We now want to improve this bound to include the full H1-norm of δ. Using the regularity of
ψP it is rather straightforward to show that

L− = QL−Q ≥ −∆− C ,
QL+Q ≥ −∆− C (4.4.13)

which implies, that
HessψP(δ) ≥ ‖δ‖2

H1 − C‖δ‖2
2. (4.4.14)

By interpolating between (4.4.12) and (4.4.14), we finally obtain

HessψP(δ) ≥ κ′

κ′ + 2C ‖δ‖
2
H1 = κ′′‖δ‖2

H1 . (4.4.15)

In combination with (4.4.6), we conclude that

E(ψ)− eP ≥ κ′′‖δ‖2
H1 − C‖δ‖3

H1 (4.4.16)

for any L2-normalized ψ satisfying (4.4.2), which shows that (4.4.3) holds for ‖δ‖H1 sufficiently
small.
Step 3: We now extend the previous local bound to show that (4.4.3) holds globally. Suppose
by contradiction that there does not exist a universal κ such that (4.4.3) holds. Then there
exists a sequence ψn of L2-normalized functions satisfying (4.4.2) such that

E(ψn) ≤ eP + 1
n
‖ψn − ψP‖2

H1 ≤
2
n
‖ψn‖2

H1 + C . (4.4.17)

One readily checks that

E(ψn) ≥ 1
2‖ψn‖

2
H1 − C , (4.4.18)

hence ψn must be bounded in H1(R3). Again using (4.4.17), we conclude that ψn must be
a minimizing sequence for E . It was proven in [76] that any minimizing sequence converges
in H1(R3) to a minimizer of E , i.e., an element of Θ(ψP) in (4.2.31), and since ψn satisfies
(4.4.2) this implies that ψn H1

−→ ψP. This yields a contradiction, since we already know by
(4.4.16) that locally the bound (4.4.3) holds.

112



CHAPTER 5
Effective Mass of the Polaron via

Landau–Pekar Equations

This Chapter contains the work

• Dario Feliciangeli, Simone Rademacher, and Robert Seiringer. Effective mass of the
polaron via Landau-Pekar equations. arXiv preprint arXiv:2107.03720, 2021.

Abstract

We provide a definition of the effective mass for the classical polaron described by the Landau–
Pekar equations. It is based on a novel variational principle, minimizing the energy functional
over states with given (initial) velocity. The resulting formula for the polaron’s effective mass
agrees with the prediction by Landau and Pekar [66].

5.1 Introduction
The polaron is a model of an electron interacting with its self-induced polarization field of
the underlying crystal. The description of the polarization as a quantum field corresponds to
the Fröhlich model [47]. In the classical approximation, on the other hand, the dynamics of a
polaron is described by the Landau–Pekar (LP) equations. For (ψt, ϕt) ∈ H1(R3)× L2(R3),
where ψt is the electron wave function and ϕt denotes the phonon field, these equations read
in suitable units

i∂tψt = hϕtψt,

iα2∂tϕt = ϕt + σψt ,
(5.1.1)

where hϕ is the Schrödinger operator

hϕ = −∆ + Vϕ (5.1.2)

with potential

Vϕ(x) = 2(2π)3/2 Re [(−∆)−1/2ϕ](x) = 4(2π)5/2|x|−2 ∗ Re ϕ, (5.1.3)

and
σψ(x) = (2π)3/2

[
(−∆)−1/2|ψ|2

]
(x) = 2(2π)5/2|x|−2 ∗ |ψ|2. (5.1.4)
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The parameter α > 0 quantifies the strength of the coupling of the electron’s charge to the
polarization field.

The LP equations can be derived from the dynamics generated by the (quantum) Fröhlich
Hamiltonian for suitable initial states in the strong coupling limit α → ∞ [74] (see also
[40, 38, 56, 73, 87] for earlier results on this problem). One of the outstanding open problems
concerns the polaron’s effective mass [81, 109, 111]: due to the interaction with the polarization
field, the electron effectively becomes heavier and behaves like a particle with a larger mass.
This mass increases with the coupling α, and is expected to diverge as α4 as α → ∞. A
precise asymptotic formula was obtained by Landau and Pekar [66] based on the classical
approximation, and hence it is natural to ask to what extent the derivation of the LP equations
in [74] allows to draw conclusions on the effective mass problem.

It is, however, far from obvious how to rigorously obtain the effective mass even on the classical
level, i.e., from the LP equations (5.1.1). A heuristic derivation, reviewed in Section 5.4.1
below, considers traveling wave solutions of (5.1.1) for non-zero velocity v ∈ R3, and expands
the corresponding energy for small v. The existence of such solutions remains unclear, however,
and we in fact conjecture that no such solutions exist for non-zero v. This is related to the
fact the energy functional corresponding to (5.1.1) (given in Eq. (5.2.1) below) does not
dominate the total momentum, and a computation of the ground state energy as a function
of the (conserved) total momentum would simply yield a constant function (corresponding
to an infinite effective mass). Due to the vanishing of the sound velocity in the medium, a
moving electron can be expected to be slowed down to zero speed by emitting radiation. (See
[49, 50] for the study of a similar effect in a model of a classical particle coupled to a field.)

In this paper, we provide a novel definition of the effective mass for the LP equations. We
shall argue that all low energy states have a well-defined notion of (initial) velocity, and
hence we can minimize the energy functional among states with given velocity. Expanding
the resulting energy-velocity relation for small velocity gives a definition of the effective mass,
which coincides with the prediction by Landau and Pekar [66].

5.1.1 Structure of the paper

In Section 5.2, we explain our rigorous approach to derive the energy-velocity relation of
the system, allowing for a precise definition and computation of the effective mass. After
introducing some notation and recalling fundamental properties of the Pekar energy functional
in Section 5.2.1, we identify in Section 5.2.2 a set of initial data for the LP equations for
which it is possible to define the position, and consequently the velocity, at any time. We then
arrive at an energy-velocity relation by defining E(v) in Section 5.2.3 as the minimal energy
among all admissible initial states of fixed initial velocity v. Finally, in Section 5.2.4 we state
our main result, an expansion of E(v) for small velocities v, allowing for the computation the
effective mass of the system.

Section 5.3 contains the proof of our main result, Theorem 5.2.1.

In Section 5.4 we discuss the formal approach to the effective mass via traveling waves.
Moreover, we investigate an alternative definition of the effective mass, through an alternative
notion of velocity of low-energy states.
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5.2 Main Results
5.2.1 Preliminaries
We start by introducing further notation and recalling some known results. The classical energy
functional corresponding to the Landau–Pekar equations (5.1.1) is defined on H1(R3)×L2(R3)
as

G(ψ, ϕ) = 〈ψ, hϕψ〉+ ‖ϕ‖2
2 for ‖ψ‖2 = 1. (5.2.1)

Equipped with the symplectic form 1
2i
∫
dψ ∧ dψ̄+ α2

2i
∫
dϕ∧ dϕ̄, it defines a dynamical system

leading to the LP equations (5.1.1). Moreover, G is conserved along solutions of (5.1.1).
It was proved in [76] that the Pekar ground state energy

minG(ψ, ϕ) =: eP (5.2.2)

is attained for the Pekar minimizers (ψP, ϕP), which are radial functions in C∞(R3) satisfying
ψP > 0, ϕP = −σψP and ψP = ψϕP , where ψϕ denotes the ground state of hϕ whenever
it exists. Moreover, this minimizer is unique up to the symmetries of the problem, i.e.,
translation-invariance and multiplication of ψ by a phase. We shall denote

HP = hϕP − µP with µP = inf spechϕP . (5.2.3)

Associated to G, there are the two functionals

E(ψ) := inf
ϕ∈L2(R3)

G(ψ, ϕ), F(ϕ) := inf
ψ∈H1(R3)
‖ψ‖2=1

G(ψ, ϕ) (5.2.4)

and clearly eP = minG(ψ, ϕ) = min E(ψ) = minF(ϕ). We also define the manifolds of
minimizers

MG := {(ψ, ϕ) | G(ψ, ϕ) = eP}, ME := {ψ | E(ψ) = eP} , MF := {ϕ | F(ϕ) = eP} .
(5.2.5)

The results in [76] imply that we can write these in terms of the Pekar minimizers (ψP, ϕP) as

MG = {(eiθψyP, ϕ
y
P) | θ ∈ [0, 2π), y ∈ R3},

ME = {eiθψyP | θ ∈ [0, 2π), y ∈ R3},
MF = {ϕyP | y ∈ R3} (5.2.6)

where f y := f(· − y) for any function f . Furthermore, it can be deduced from the results in
[70] that the energy functionals F and E are both coercive (see [35, Lemmas 2.6 and 2.7]),
i.e., there exists C > 0 such that

F(ϕ) ≥ eP + C dist2
L2(ϕ,MF), E(ψ) ≥ eP + C dist2

H1(ψ,ME). (5.2.7)

The following Lemma on properties of the projection onto the manifoldMF will be important
for our analysis below. Its proof will be given in Section 5.5.

Lemma 5.2.1. There exists δ > 0 such that the L2-projection ontoMF , is well-defined (i.e.,
unique) on

(MF)δ := {ϕ ∈ L2(R3) | distL2(ϕ,MF) ≤ δ} . (5.2.8)
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For any ϕ ∈ (MF)δ, we define zϕ ∈ R3 via

PMFL2 (ϕ) = ϕ
zϕ
P . (5.2.9)

Then zϕ is a differentiable function from (MF)δ to R3 and its partial derivative in the direction
η ∈ L2(R3) is given by

∂tzϕ+tη �t=0= A−1
ϕ 〈Re η|∇ϕzϕP 〉, (5.2.10)

where A is the invertible matrix defined for any ϕ ∈ (MF)δ by Ai,j := −Re〈ϕ|∂i∂jϕzϕP 〉.

Remark 5.2.1. Likewise, it can be shown that the H1- (resp. L2-) projection ontoME have
similar properties: There exists δ > 0 such that the H1- (resp. the L2-) projection ontoME

PMEH1 (ψ) = eiθψψ
yψ
P ,

(
resp. PMEL2 (ψ) = eiθ

′
ψψ

y′ψ
P

)
(5.2.11)

is well-defined on the set (ME)H
1

δ := {ψ ∈ L2(R3) | distH1(ψ,ME) ≤ δ} (resp. (ME)L
2

δ :=
{ψ ∈ L2(R3) | distL2(ψ,ME) ≤ δ}) and the functions yψ, θψ (resp. y′ψ, θ′ψ) defined through
(5.2.11) are differentiable functions from (ME)H

1
δ (resp. (ME)L

2
δ ) to R/(2πZ) and R3.

5.2.2 Position and velocity of solutions
In this section, we give a meaning to the notion of position, and therefore velocity, for solutions
of the Landau–Pekar equations (at least for a class of initial data). There is a natural way of
defining, given ψt, the position of the electron at time t, which is simply given by

Xel(t) := 〈ψt|x|ψt〉 . (5.2.12)

This yields, by straightforward computations using (5.1.1), that

Vel(t) := d

dt
Xel(t) = 2 〈ψt|−i∇|ψt〉 . (5.2.13)

Note that (5.2.13) is always well-defined for ψ ∈ H1(R3), even although (5.2.12) not necessarily
is.
For the phonon field, the situation is more complicated as ϕ cannot be interpreted as a
probability distribution over positions. This calls for a different approach. By (5.2.7), Lemma
5.2.1 and the conservation of G along solutions of (5.1.1), we know that there exists δ∗ such
that for any initial condition (ψ0, ϕ0) such that

G(ψ0, ϕ0) ≤ eP + δ∗, (5.2.14)

ϕt admits a unique L2-projection ϕz(t)P ontoMF for all times. We use this to define

Xph(t) := z(t), Vph := d

dt
Xph(t) = ż(t). (5.2.15)

Note that Xph(t) is indeed differentiable by Lemma 5.2.1 and the differentiability of the LP
dynamics. At this point, for any initial data satisfying (5.2.14), we have a well-defined notion
of position and velocity for all times, admittedly in a much less explicit form for the phonon
field.

116



5.2. Main Results

5.2.3 Initial conditions of velocity v
For any v ∈ R3 (or at least for |v| sufficiently small), we are now interested in considering
all initial conditions (ψ0, ϕ0) whose solutions have instantaneous velocity v at t = 0 (both in
the electron and in the phonon coordinate) and to then minimize the functional G over such
states. This will give us an explicit relation between the energy and the velocity of the system,
allowing us to define the effective mass of the polaron in the classical setting defined by the
Landau–Pekar equations.

Note that by radial symmetry of the problem only the absolute value of the velocity, and not
its direction, affects our analysis. Hence, for v ∈ R, we consider initial conditions (ψ0, ϕ0)
such that

(i) (ψ0, ϕ0) ∈ H1(R3)× L2(R3) with ‖ψ0‖2 = 1 and such that (5.2.14) is satisfied,

(ii) Vel(0) = Vph(0) = v(1, 0, 0).

The set of admissible initial conditions of velocity v ∈ R can hence be compactly written as

Iv := {(ψ0, ϕ0) | (i), (ii) are satisfied}. (5.2.16)

We will show below that it is non-empty for small enough v.

5.2.4 Expansion of the energy
In order to compute the effective mass of the polaron, we now minimize the energy G over the
set Iv. To this end, we define the energy

E(v) := inf
(ψ0,ϕ0)∈Iv

G(ψ0, ϕ0). (5.2.17)

The following theorem gives an expansion of E(v) for sufficiently small velocities v. Its proof
will be given in Section 5.3.

Theorem 5.2.1. As v → 0 we have

E(v) = eP + v2
(

1
4 + α4

3 ‖∇ϕP‖2
2

)
+O(v3). (5.2.18)

Since the kinetic energy of a particle of mass m and velocity v equals mv2/2, (5.2.18) identifies
the effective mass of the system as

meff = lim
v→0

E(v)− eP

v2/2 = 1
2 + 2α4

3 ‖∇ϕP‖2
2. (5.2.19)

The first term 1/2 is simply the bare mass of the election, while the second term 2α4

3 ‖∇ϕP‖2
2

corresponds to the additional mass acquired through the interaction with the phonon field,
and agrees with the prediction in [66].

Remark 5.2.2 (Traveling waves). The heuristic computations contained in the physics
literature concerning meff [1, 66] all rely, in one way or another, on the existence of traveling
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5. Effective Mass of the Polaron via Landau–Pekar Equations

wave solutions of the LP equations of velocity v (at least for sufficiently small velocity), i.e.
solutions with initial data (ψv, ϕv) such that

(ψt(x), ϕt(x)) = (e−ievtψv(x− vt), ϕv(x− vt)) (5.2.20)

for suitable ev ∈ R. Such solutions would allow to define the energy of the system at velocity
v as ETW(v) = G(ψv, ϕv), and a perturbative calculation (discussed in Section 5.4.1 below)
yields indeed

lim
v→0

ETW(v)− eP

v2/2 = 1
2 + 2α4

3 ‖∇ϕP‖2, (5.2.21)

in agreement with (5.2.19). Unfortunately, this approach turns out to be only formal, and we
conjecture traveling wave solutions to not exist for any α > 0, v > 0.

Remark 5.2.3. In Section 5.2.2, we used the standard approach from quantum mechanics to
define the electron’s position (5.2.12) and velocity (5.2.13). We could, instead, use also for
the electron a similar approach to the one we use for the phonon field (i.e. (5.2.15)) through
the projection onto the manifold of minimizersME . A natural question is whether one obtains
the same effective mass using this different notion of position. In Section 5.4.2, we show that,
in fact, this alternate definition yields a different effective mass equal to

m̃eff = 2‖∇ψP‖4
2

3‖∇ϕP‖2
2

+ 2α4

3 ‖∇ϕP‖2
2. (5.2.22)

This coincides with (5.2.19) and (5.2.21) for large α (hence still confirming the prediction in
[66]), but differs in the O(1) term. In fact, as we discuss in Section 5.4.2, one has m̃eff < meff.

5.3 Proof of Theorem 5.2.1
Let us denote δ1 = ψ0 − ψP and δ2 = ϕ0 − ϕP. Expanding G in (5.2.1) and using that
ϕP = −σψP we find

G(ψ0, ϕ0) = G(ψP + δ1, ϕP + δ2)
= eP + 2 〈ψP|hϕP |Re δ1〉

+ 〈δ1|hϕP |δ1〉+ 2 〈Re δ1|Vδ2 |ψP〉+ ‖δ2‖2
2 + 〈δ1|Vδ2 |δ1〉 . (5.3.1)

Since ψ0 is normalized, we have

1 = ‖ψ0‖2
2 = ‖ψP + δ1‖2

2 = 1 + ‖δ1‖2
2 + 2 〈ψP|Re δ1〉 ⇐⇒ 2 〈ψP|Re δ1〉 = −‖δ1‖2

2.
(5.3.2)

Hence

2 〈ψP|hϕP |Re δ1〉 = 2µP 〈ψP|Re δ1〉 = −µP‖δ1‖2
2, (5.3.3)

and using ‖Vδ2δ1‖2 ≤ C‖δ2‖2 ‖δ1‖H1 (see, e.g., [73, Lemma III.2]) we arrive at

G(ψ0, ϕ0) = eP + 〈δ1|HP|δ1〉+ 2 〈Re δ1|Vδ2 |ψP〉+ ‖δ2‖2
2 +O(‖δ2‖2‖δ1‖2

H1). (5.3.4)
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By completing the square, we have

‖Re δ2‖2
2 + 2 〈Re δ1|Vδ2 |ψP〉

= ‖Re δ2 + 2(2π)3/2(−∆)−1/2(ψP Re δ1)‖2
2 − 4(2π)3 〈Re δ1|ψP(−∆)−1ψP|Re δ1〉 (5.3.5)

and therefore

G(ψ0, ϕ0) = eP + 〈Imψ0|HP|Imψ0〉+ ‖ Imϕ0‖2
2

+ ‖Re δ2 + 2(2π)3/2(−∆)−1/2(ψP Re δ1)‖2
2

+ 〈Re δ1|HP − 4XP|Re δ1〉+O(‖δ2‖2‖δ1‖2
H1), (5.3.6)

where XP is the operator with integral kernel XP(x, y) := (2π)3ψP(x)(−∆)−1(x, y)ψP(y).
Since XP is bounded, and ‖PψP Re δ1‖ = ‖δ1‖2

2/2 by (5.3.2) (with PψP = |ψP〉〈ψP| the rank
one projection onto ψP), we also have

G(ψ0, ϕ0) = eP + 〈Imψ0|HP|Imψ0〉+ ‖ Imϕ0‖2
2

+ ‖Re δ2 + 2(2π)3/2(−∆)−1/2(ψP Re δ1)‖2
2

+ 〈Re δ1|Q(HP − 4X)Q|Re δ1〉+O(‖δ2‖2‖δ1‖2
H1) +O(‖δ1‖3

L2), (5.3.7)

where Q = 11− PψP .
Upper Bound: For sufficiently small v, we use as a trial state

(ψ̄0, ϕ̄0) =
(
fvψP + igvH

−1
P ∂1ψP, ϕP + ivα2∂1ϕP

)
(5.3.8)

with fv, gv > 0 given by

f 2
v := 2v2‖H−1

P ∂1ψP‖2
2

1−
√

1− 4v2‖H−1
P ∂1ψP‖2

2

, g2
v :=

1−
√

1− 4v2‖H−1
P ∂1ψP‖2

2

2‖H−1
P ∂1ψP‖2

2
. (5.3.9)

Note that ∂1ψP is orthogonal to ψP, hence H−1
P ∂1ψP is well-defined. We begin by showing that

(5.3.8) is an element of the set of admissible initial data Iv in (5.2.16). To prove that (ψ̄0, ϕ̄0)
satisfies (i), we only need to check that ψ̄0 is normalized (which follows easily from (5.3.9)) as
the condition (5.2.14) will follow a posteriori from the energy bound we shall derive. We now
proceed to show that (ψ̄0, ϕ̄0) satisfies (ii). For the electron, using that H−1

P ∂jψP = −xjψP/2
(which can be checked by applying HP and using that [HP , x1] = −2∂1) and consequently
that

〈∂iψP|H−1
P |∂jψP〉 = δij/4 (5.3.10)

since ψP is radial, we can conclude that

−2
〈
ψ̄0

∣∣∣i∂j∣∣∣ψ̄0
〉

= 4fvgv〈H−1
P ∂1ψP|∂jψP〉 = vδj1, (5.3.11)

i.e., that Vel(0) = v(1, 0, 0), as required.
For the phonons, we first note that Xph(0) = 0, since Re ϕ̄0 = ϕP. Next, we derive a relation
for the velocity of the phonons Vph(t) = ż(t) in terms of their position Xph(t) = z(t) for
general time t. Since

min
z
‖ϕt − ϕzP‖2

2 = ‖ϕt − ϕz(t)P ‖2
2, (5.3.12)
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the position z(t) necessarily has to satisfy

Re
〈
ϕt
∣∣∣(u · ∇)ϕz(t)P

〉
= 0 for all u ∈ S2 ⇐⇒ Reϕt ⊥ span{∇ϕz(t)P }. (5.3.13)

Differentiating (5.3.13) w.r.t. time, using (5.1.1) and evaluating the resulting expression at
t = 0, we arrive at

0 = Re
〈
−iα−2(u · ∇)(ϕ̄0 + σψ̄0)

∣∣∣ϕP
〉
− Re 〈(ż(0) · ∇)ϕ̄0|(u · ∇)ϕP〉

=
〈
−α−2 Im ϕ̄0

∣∣∣(u · ∇)ϕP
〉
− 〈(ż(0) · ∇) Re ϕ̄0|(u · ∇)ϕP〉

=− 〈v∂1ϕP|(u · ∇)ϕP〉 − 〈(ż(0) · ∇)ϕP|(u · ∇)ϕP〉 , (5.3.14)

which the velocity ż(0) has to satisfy for all u ∈ S2, given its position Xph(0) = z(0) = 0. By
invertibility of the coefficient matrix, (5.3.14) has the unique solution ż(0) = v(1, 0, 0), and
we indeed conclude that Vph(0) = v(1, 0, 0).
We now evaluate G(ψ̄0, ϕ̄0). Since fv = 1 +O(v2), gv = v+O(v3), using (5.3.7) and (5.3.10)
we find

E(v) ≤ G(ψ̄0, ϕ̄0) = eP + v2
(1

4 + α4‖∂1ϕP‖2
2

)
+O(v3) (5.3.15)

verifying on the one hand (5.2.14) for sufficiently small v, and on the other hand the r.h.s. of
(5.2.18) as an upper bound on E(v) (using that ϕP is radial).
Lower Bound: We first observe that to derive a lower bound on E(v) we can w.l.o.g. restrict
to initial conditions (ψ0, ϕ0) satisfying additionally

PMEL2 (ψ0) > 0, (5.3.16)
Xph(0) = 0. (5.3.17)

This simply follows from the invariance of G under translations (of both ψ and ϕ) and under
changes of phase of ψ. Moreover, by the upper bound derived in the first step of this proof
and the coercivity of E and F in (5.2.7), we conclude that it is sufficient to minimize over
elements of Iv such that distH1(ψ0,ME) = O(v) = distL2(ϕ0,MF) for small v. Since the
L2-projection of ϕ0 is ϕP by (5.3.17), it immediately follows that ‖δ2‖2 = O(v). We now
proceed to show that necessarily also ‖δ1‖H1 = O(v). Let y′, y ∈ R3 and θ ∈ [0, 2π) be such
that

PMEL2 (ψ0) = ψy
′

P , PMEH1 (ψ0) = eiθψyP, (5.3.18)

where we recall that the L2-projection is assumed to be positive by (5.3.16). Combining the
upper bound derived in the first step with [? , Eq. (53)], we get

‖ϕ0 − ϕyP‖2
2 ≤ C (G(ψ0, ϕ0)− eP) ≤ Cv2. (5.3.19)

There exist δ, C1, C2 > 0 such that

‖ϕP − ϕyP‖2 ≥

C1|y|‖∇ϕP‖2, |y| ≤ δ

C2 |y| > δ
, (5.3.20)

and this allows to conclude that |y| = O(v). In other words, assuming centering w.r.t. to
translations in the phonon coordinate (i.e. (5.3.17)) forces, at low energies, also the centering
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w.r.t. translations in the electron coordinate, at least approximately. At this point, it is also
easy to verify that θ = O(v) (and, as an aside, that |y′| = O(v)), since, by the upper bound
derived in the first step and the coercivity of E , we have

‖ψy
′

P − eiθψ
y
P‖2 ≤ ‖ψy

′

P − ψ0‖2 + ‖eiθψyP − ψ0‖2 = O(v). (5.3.21)

In particular, we conclude that

‖δ1‖H1 ≤ ‖eiθψyP − ψ0‖H1 + ‖ψP − eiθψyP‖H1 = O(v). (5.3.22)

Using again (5.3.7) and that Q(HP − 4XP)Q ≥ 0, we conclude that for any (ψ0, ϕ0) ∈ Iv
satisfying (5.3.16) and (5.3.17), as well as G(ψ0, ϕ0) ≤ eP +O(v2), we have

G(ψ0, ϕ0) ≥ eP + 〈Imψ0|HP|Imψ0〉+ ‖ Imϕ0‖2
2 +O(v3). (5.3.23)

By arguing as in (5.3.14), we see that the conditions Xph(0) = 0 and Vph(0) = v imply that

P∇ϕP(Imϕ0 + vα2∂1 Reϕ0) = 0, (5.3.24)

where P∇ϕP denotes the projection onto the span of ∂jϕP, 1 ≤ j ≤ 3. Since P∇ϕP∂1 is a
bounded operator, and ‖δ2‖2 = O(v), we find

‖ Imϕ0‖2
2 ≥ ‖P∇ϕP Imϕ0‖2

2 = v2α4‖∂1ϕP + P∇ϕP∂1 Re δ2‖2
2 ≥ v2α4‖∂1ϕP‖2

2 −O(v3).
(5.3.25)

We are left with giving a lower bound on 〈Imψ0|HP|Imψ0〉, under the condition that

2 〈ψ0|−i∇|ψ0〉 = 4 〈Imψ0|∇Reψ0〉 = v(1, 0, 0). (5.3.26)

We already argued in (5.3.22) that ‖ψ0 − ψP‖H1 = O(v), and therefore

4 〈Imψ0|∇ψP〉 = v(1, 0, 0) + O(v2). (5.3.27)

Completing the square, we find

〈Imψ0|HP|Imψ0〉 = 〈HP Imψ0 − v∂1ψP|H−1
P |HP Imψ0 − v∂1ψP〉

+ 2v 〈Imψ0|∂1ψP〉 − v2 〈∂1ψP|H−1
P |∂1ψP〉

≥ 2v 〈Imψ0|∂1ψP〉 − v2 〈∂1ψP|H−1
P |∂1ψP〉 . (5.3.28)

From the constraint (5.3.27) and (5.3.10), it thus follows that

〈Imψ0|HP|Imψ0〉 ≥
v2

4 +O(v3). (5.3.29)

By combining (5.3.23), (5.3.25) and (5.3.29), we arrive at the final lower bound

E(v) ≥ eP + v2
(1

4 + α4‖∂1ϕP‖2
2

)
+O(v3). (5.3.30)

Again, since ϕP is radial, this is of the desired form, and hence the proof is complete.

5.4 Further Considerations
In this section, we carry out the details related to Remarks 5.2.2 and 5.2.3.
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5.4.1 Effective mass through traveling wave solutions
A possible way of formalizing the derivation of the effective mass in [1, 66] relies on traveling
wave solutions of the Landau–Pekar equations. A traveling wave of velocity v ∈ R3 is a
solution (ψt, ϕt) of (5.1.1) of the form

(ψt, ϕt) = (e−ievtψTW
v (· − vt), ϕTW

v (· − vt)) (5.4.1)

for all t ∈ R, with ev ∈ R defining a suitable phase factor. As before, by rotation invariance
we can restrict our attention to velocities of the form v(1, 0, 0) with v ∈ R in the following.

Note that in the case α = 0, where ϕt = −σψt for all t ∈ R, the LP equations simplify to a
non-linear Schrödinger equation (also known as Choquard equation). In this case, a traveling
wave is given by ψTW

v (x) = eix1v/2ψP(x) with ev = µP + v2

4 , and its energy can be computed
to be

G
(
ψTW
v ,−σψTW

v

)
= eP + v2

4 , (5.4.2)

yielding an effective mass m = 1/2 at α = 0. For the case α > 0, on the other hand, we
conjecture that there are no traveling wave solutions of the form (5.4.1).

Conjecture 5.4.1. For α > 0, there are no solutions to the LP equations (5.1.1) of the form
(5.4.1) with v 6= 0.

If one assumes the existence of traveling wave solutions, at least for small v, one can predict
an effective mass that agrees with our formula (5.2.19), as we shall now demonstrate. From
the LP equations (5.1.1) one easily sees that a traveling wave solution needs to satisfy

−iv∂1ψ
TW
v =

(
hϕTW

v
+ ev

)
ψTW
v

−iα2v∂1ϕ
TW
v = ϕTW

v + σψTW
v
.

(5.4.3)

We shall denote by ETW(v) the energy of the traveling wave as a function of the velocity
v ∈ R, i.e.

ETW(v) := G(ψTW
v , ϕTW

v ). (5.4.4)

In the following, we assume that ev = µP +O(v2) and that the traveling wave is of the form

(ψTW
v , ϕTW

v ) =
(

ψP + vξv
‖ψP + vξv‖2

, ϕP + vηv

)
, (5.4.5)

with both ξv and ηv bounded in v and converging to some (ξ, η) as v → 0. In other words,
we assume that the traveling waves have a suitable differentiability in v, at least for small v,
and converge to the standing wave solution (e−iµPtψP, ϕP) for v = 0. W.l.o.g. we may also
assume that ξv is orthogonal to ψP.

We can then use that

1
‖ψP + vξv‖2

2
= 1− v2 ‖ξv‖2

2
‖ψP + vξv‖2

2
= 1− v2‖ξ‖2

2 + o(v2) (5.4.6)

122



5.4. Further Considerations

in order to linearize the traveling wave equations (5.4.1), obtaining that (ξ, η) solves(
i∂1ψP
iα2∂1ϕP

)
=
(

HP 2(2π)3/2ψP(−∆)−1/2 Re
2(2π)3/2(−∆)−1/2ψP Re 1

)(
ξ
η

)
, (5.4.7)

where HP = hϕP − µP, as defined in (5.2.3). Splitting into real and imaginary parts, we
equivalently find

HP Im ξ = ∂1ψP (5.4.8)
Im η = α2∂1ϕP (5.4.9)
HP Re ξ + 2(2π)3/2ψP (−∆)−1/2 Re η = 0 (5.4.10)
2(2π)3/2 (−∆)−1/2 ψP Re ξ + Re η = 0. (5.4.11)

Combining (5.4.10) and (5.4.11) gives (HP−4XP) Re ξ = 0, with XP defined after (5.3.6). It
was shown in [70] that the kernel of HP−4XP is spanned by ∇ψP, hence Re ξ ∈ span{∇ψP}.
Eq, (5.4.11) then implies that Re η ∈ span{∇ϕP}.
Using these equations and (5.4.6) in the expansion (5.3.7), it is straightforward to obtain

ETW(v) = eP + v2
(1

4 + α4‖∂1ϕP‖2
2

)
+ o(v2), (5.4.12)

which agrees with (5.4.2) for the case α = 0, and also with (5.2.18) to leading order in v. In
particular, (5.2.21) holds.

5.4.2 Effective mass with alternative definition for the electron’s
velocity

In this Section, we discuss a different approach to the definition of the effective mass. This
approach is based on an alternative way of defining the electron’s position and velocity. While in
Section 5.2.2 we use the standard definition from quantum mechanics, here we use a definition
similar to the one of the phonons’ position and velocity (5.2.15). For this purpose, we recall
Remark 5.2.1 and that δ∗ has been chosen such that the condition E(ψ0) ≤ G(ψ0, ϕ0) ≤ eP+δ∗
ensures that for all times there exists a unique L2-projection eiθ(t)ψy(t)

P of ψt onto the manifold
ME . Then, we define the electron’s position and velocity by

X̃el(t) = y(t), Ṽel(t) = ẏ(t). (5.4.13)

Similarly to the conditions (i) and (ii) in Section 5.2.2, we define the set of admissible initial
data as

Ĩv = {(ψ0, ϕ0) | (i),(ii’) are satisfied} (5.4.14)

where

(ii’) Ṽel(t) = Vph(0) = v(1, 0, 0).

Note that we are leaving the parameter θ̇(0) free, which in this case is also relevant. In other
words, we have

Ĩv = ∪κ∈RĨv,κ, (5.4.15)
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where

Ĩv,κ = {(ψ0, ϕ0) | (i),(ii’) are satisfied and θ̇(0) = κ}. (5.4.16)

Minimizing now the energy over all states of the set Ĩv

Ẽ(v) := inf
(ψ0,ϕ0)∈Ĩv

G(ψ0, ϕ0), (5.4.17)

leads to an energy expansion in v that differs from the one of Theorem 5.2.1 in its second
order.

Proposition 5.4.1. As v → 0, we have

Ẽ(v) = eP + v2
(
‖∇ψP‖4

2
3‖∇ϕP‖2

2
+ α4

3 ‖∇ϕP‖2
2

)
+O(v3). (5.4.18)

The energy expansion in (5.4.18) leads to the effective mass

m̃eff = lim
v→0

Ẽ(v)− eP

v2/2 = 2‖∇ψP‖4
2

3‖∇ϕP‖2
2

+ 2α4

3 ‖∇ϕP‖2
2 (5.4.19)

which agrees with (5.2.19) and (5.2.21) in leading order for large α only (and thus still confirms
the Landau–Pekar prediction [66]), but differs in the O(1) term. In fact, it turns out that
m̃eff < meff with meff defined in (5.2.21).

This follows from the observation that the trial state

(ψ̃0, ϕ̃0) =
(
fvψP + ivH−1

P ∂1ψP

‖fvψP + ivH−1
P ∂1ψP‖

, ϕP + ivα2∂1ϕP

)
(5.4.20)

with fv = 1
2

(
1 +

√
1− v2/(4‖∂1ψP‖2

2)
)
(which coincides up to terms of order v2 with the

trial state (5.3.8)) is an element of Ĩv,κ̄ for κ̄ = −µP + 4‖∂1ψP‖2
2(fv − 1) and is such that

G(ψ̃0, ϕ̃0) = eP + meff v
2/2 + O(v3). Thus, m̃eff ≤ meff and equality holds if and only if

equality (up to terms o(v2)) holds in (5.4.36). This is the case if and only if

QψP

(
Im ψ̃0 − cv∂1ψP

)
= o(v). (5.4.21)

Using (5.4.20), equality holds if and only if

0 = H−1
P ∂1ψP − c∂1ψP = − (x1/2 + c∂1)ψP (5.4.22)

i.e. , recalling the radiality of ψP, if and only if ψP is a Gaussian with variance σ2 = 1/(2c).
Since ψP satisfies the Euler–Lagrange equation

HPψP = 0 ⇐⇒ VϕPψP = (−∆ + µP )ψP, (5.4.23)

it cannot be a Gaussian and therefore m̃eff < meff.

We present only a sketch of the proof of Proposition 5.4.1, since it uses very similar arguments
as the proof of Theorem 5.2.1.
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Sketch of Proof of Proposition 5.4.1. Upper bound: We use the alternative trial state

(ψ̃0, ϕ̃0) =
(
fvψP + ivc∂1ψP

‖fvψP + ivc∂1ψP‖
, ϕP + ivα2∂1ϕP

)
, (5.4.24)

with

fv :=
1 +

√
1 + 4c2v2‖∂1ψP‖2

2 , c := ‖∂1ψP‖2

‖∂1ϕP‖2 . (5.4.25)

With similar arguments as in the previous section, one can verify that (ψ̃0, ϕ̃0) ∈ Ĩv, in
particular (ψ̃0, ϕ̃0) ∈ Ĩv,κ with κ = −µP + −1+

√
1+4c2v2‖∂1ψP‖2

2c .

Note that, similarly to (5.3.14), one can derive necessary conditions for the velocities ẏ(0), θ̇(0)
(using X̃el(0) = 0, θ(0) = 0), namely〈

[hRe ϕ̃0
+ θ̇(0)] Im ψ̃0 − ẏ(0) · ∇Re ψ̃0

∣∣∣(u · ∇)ψP
〉

= 0 for all u ∈ S2 (5.4.26)

and 〈
ψP

∣∣∣(hRe ϕ̃0
+ θ̇(0)) Re ψ̃0 + ẏ(0) · ∇ Im ψ̃0

〉
= 0. (5.4.27)

Straightforward computations then show that

Ẽ(v) ≤ G(ψ̃0, ϕ̃0) = eP + v2
(
‖∂1ψP‖4

2
‖∂1ϕP‖2

2
+ α4‖∂1ϕP‖2

2

)
+O(v3). (5.4.28)

Lower bound: We proceed similarly to the lower bound in the previous section. First, we
assume w.l.o.g. that

PMEL2 (ψ0) = ψ
y(0)
P , PMFL2 (ϕ0) = ϕP, (5.4.29)

i.e., centering with respect to translations and changes of phase. We can then substitute
the two conditions of (ii’) and the conditions for ψy(0)

P (resp. ϕP) to be the L2-projection
of ψ0 (resp. ϕ0) onto ME (resp. MF) with their analogue necessary conditions (whose
computations proceed along the lines of (5.4.26) and (5.4.27)). With this discussion, we are
left with the task of minimizing G over the set

Ĩ ′v :=
⋃
κ∈R

Ĩ ′v,κ (5.4.30)

with

Ĩ ′v,κ :=
{

(ψ0, ϕ0) ∈ Ĩ∗ |P∇ψy(0)
P

[(hReϕ0 + κ) Imψ0 − v∂1 Reψ0] = 0,

P
ψ
y(0)
P

[(hReϕ0 + κ) Reψ0 + v∂1 Imψ0] = 0,

P∇ϕP(Imϕ0 − vα2∂1 Reϕ0) = 0
}
. (5.4.31)

and

Ĩ∗ :=
{

(ψ0, ϕ0) | G(ψ0, ϕ0) ≤ eP + δ∗, ‖ψ0‖2
2 = 1, Reψ0 ⊥ ∇ψy(0)

P , Reϕ0 ⊥ ∇ϕP
}
.

(5.4.32)
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5. Effective Mass of the Polaron via Landau–Pekar Equations

As in the previous section, one can argue by coercivity of E and F and the upper bound
that it is possible to restrict to initial conditions such that ‖δ2‖2, ‖δ1‖H1 , y(0) are all O(v).
Moreover, the second constraint of the r.h.s. of (5.4.31) shows that κ = −µP +O(v). Thus,
we are left with minimizing G over the set

Ĩ ′′v := Ĩ ′v ∩ {κ+ µP = O(v), ‖δ1‖H1 = O(v), ‖δ2‖2 = O(v)} . (5.4.33)

The lower bound is proven in the same way as before. But instead of the constraint (5.3.27),
this time we need to minimize w.r.t.

P∇ψy(0)
P

[(hReϕ0 + κ) Imψ0 − v∂1 Reψ0] = 0. (5.4.34)

Since κ + µP, y0, ‖δ1‖H1 and ‖δ2‖2 are all order v and ψP ∈ C∞0 (R3) (and these facts also
allow to infer that ψy(0)

P = ψP +O(v)), the constraint (5.4.34) can be written as

〈∇ψP|HP| Imψ0〉 = v‖∂1ψP‖2
2(1, 0, 0) +O(v2). (5.4.35)

Denoting c = ‖∂1ψP‖2
2/‖∂1ϕP‖2

2, we complete the square

〈Imψ0|HP|Imψ0〉 = 〈Imψ0 − vc∂1ψP|HP|Imψ0 − vc∂1ψP〉
+ 2vc 〈Imψ0|HP|∂1ψP〉 − c2v2 〈∂1ψP|HP|∂1ψP〉
≥ 2cv 〈Imψ0|HP∂1ψP〉 − c2v2 〈∂1ψP|HP|∂1ψP〉 . (5.4.36)

With the constraint (5.4.34) and 〈∂iψP|HP|∂jψP〉 = δi,j‖∂jϕP‖2
2, we arrive at (5.4.18).

5.5 Appendix A: Well-posedness and regularity of the
projections onto MF

Similar arguments to the ones used in the following proof are contained in [33], where the
functional F is investigated in the case of a torus in place of R3. Remark 5.2.1 on the
propertiesME can be shown with a similar approach, but we omit its proof.

Proof of Lemma 5.2.1. We need to prove that there exists δ > 0 such that for any ϕ ∈ (MF)δ
there exists a unique zϕ identifying the projection of ϕ onto MF , and such that zϕ is
differentiable at any ϕ ∈ (MF)δ. As the problem is invariant w.r.t. translations, we can
w.l.o.g. restrict to show differentiability at ϕ0 ∈ (MF)δ such that zϕ0 = 0.
We define the function F : L2(R3)× R3 → R3 given, component-wise, by

Fi(ϕ, z) = Re〈ϕ|∂iϕzP 〉 for i = 1, 2, 3. (5.5.1)

By definition of zϕ, we have F (ϕ0, 0) = 0 and F (ϕ, zϕ) = 0, for any ϕ in a sufficiently small
neighborhood of ϕ0. Hence, we set out to use the implicit function theorem to determine
properties of zϕ. Observe that, for any η ∈ L2(R3), z ∈ R3 and i, j ∈ {1, 2, 3}, we have

∂tFi(ϕ+ tη, z) = Re〈η|∂iϕzP 〉 and ∂zjFi(ϕ, z) = −Re〈ϕ|∂i∂jϕzP 〉 . (5.5.2)

Since ϕP ∈ C∞(R3), the map (MF)δ 3 ϕ 7→ det
(
∂Fi
∂zj

(ϕ, z)
)
i,j=1,...,3

is continuous w.r.t the
L2-norm and, by radiality of ϕP ,

det
(
∂Fi
∂zj

(ϕP , 0)
)
i,j=1,...,3

= 1
9‖∇ϕP‖

2
2 > 0 . (5.5.3)
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Thus, it follows that det
(
∂Fi
∂zj

(ϕ0, 0)
)
i,j=1,...,3

> 0, uniformly in ϕ0 for sufficiently small δ > 0.
By the implicit function theorem, there exists a unique differentiable zϕ : (MF)δ → R3 whose
partial derivative in the direction η ∈ L2(R3) at ϕ0 is given by

∂tzϕ0+tη �t=0=
(∂Fi

∂zj
(ϕ0, zϕ0)

)
i,j=1,...,3

−1

Re〈η|∂iϕ
zϕ0
P 〉 . (5.5.4)
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APPENDIX A
A Non-Commutative Entropic Optimal

Transport Approach to Quantum
Composite Systems at Positive

Temperature

This Appendix contains the work

• Dario Feliciangeli, Augusto Gerolin, and Lorenzo Portinale. A non-commutative entropic
optimal transport approach to quantum composite systems at positive temperature.
arXiv preprint arXiv:2106.11217, 2021.

Abstract

This paper establishes new connections between many-body quantum systems, One-body
Reduced Density Matrices Functional Theory (1RDMFT) and Optimal Transport (OT), by
interpreting the problem of computing the ground-state energy of a finite dimensional composite
quantum system at positive temperature as a non-commutative entropy regularized Optimal
Transport problem. We develop a new approach to fully characterize the dual-primal solutions
in such non-commutative setting. The mathematical formalism is particularly relevant in
quantum chemistry: numerical realizations of the many-electron ground state energy can be
computed via a non-commutative version of Sinkhorn algorithm. Our approach allows to prove
convergence and robustness of this algorithm, which, to our best knowledge, were unknown
even in the two marginal case. Our methods are based on careful a priori estimates in the
dual problem, which we believe to be of independent interest. Finally, the above results are
extended in 1RDMFT setting, where bosonic or fermionic symmetry conditions are enforced
on the problem.

A.1 Introduction
In this work we are interested in studying the ground state energy of a finite dimensional
composite quantum system at positive temperature. In particular, we focus on the problem of
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minimizing the energy of the composite system conditionally to the knowledge of the states
of all its subsystems.

The first motivation for this study is physical: it is useful to understand how one could infer the
state of a composite system when one only has experimental access to the measurement of the
states of its subsystems. The second motivation is mathematical: indeed this problem can be
cast as a non-commutative optimal transport problem, therefore showcasing how several ideas
and concepts introduced in the commutative setting carry through to the non-commutative
framework. Finally, a third motivation comes from the fact that one-body reduced density
matrix functional theory, which is of interest on its own, can be framed as a special case of
our setting.

Let us consider a composite system with N subsystems, each with state space given by the
complex Hilbert space hj of dimension dj < ∞, for j = 1, . . . , N , and denote the state
space of the composite system h := h1 ⊗ h2 ⊗ · · · ⊗ hN (with dimension d = d1 · d2 · . . . dN ).
Further denote by H the Hamiltonian to which the whole system is subject and suppose that
H = H0 + Hint, where H0 is the non-interacting part of the Hamiltonian, i.e. H0 = ⊕N

j=1 Hj :=
H1⊗11 · · · ⊗ 11 + 11 ⊗ H2⊗11 · · · ⊗ 11 + · · · + 11 ⊗ · · · ⊗ 11 ⊗ HN with Hj acting on hj, and
Hint is its interacting part. Finally, suppose to have knowledge of the states γ = (γ1, . . . , γN )
of the N subsystems, where each γj is a density matrix over hj.

Then the energy of the composite system at temperature ε > 0 is given by

inf
Γ 7→γ
{Tr(HΓ) + εS(Γ)} =

N∑
j=1

Tr(Hjγj) + Fε(γ)

:=
N∑
j=1

Tr(Hjγj) + inf
Γ 7→γ
{Tr(Hint Γ) + εS(Γ)} , (A.1.1)

where the shorthand notation Γ 7→ γ denotes the set of density matrices over h with j-th
marginal equal to γj , and S(Γ) := Tr (Γ log(Γ)) is the opposite of the Von Neumann entropy
of Γ (note that we prefer to adopt the mathematical sign convention).

Our approach for the study of Fε(γ) borrows ideas from optimal transport and convex analysis,
and takes the following observation as a starting point: the minimization appearing in Fε

can be cast as a non-commutative entropic optimal transport problem. Indeed, one looks for
an optimal non-commutative coupling Γ, with fixed non-commutative marginals (i.e. partial
traces) γ, which minimizes the sum of a transport cost (given by Tr(Hint Γ)) and an entropic
term. In light of this interpretation, setting the quantum problem at positive temperature ε
corresponds to consider an entropic optimal transport problem with parameter ε.

Guided by this viewpoint, we first show that Fε has a dual formulation (see Theorem A.2.1
(i)), i.e. that the constrained minimization appearing in its definition is in duality with an
unconstrained maximization problem (defined in (A.2.2)). We can then consider any vector
(U ε

1 , . . . , U
ε
N ) of self-adjoint matrices which is a maximizer in the dual functional of Fε, whose

existence and uniqueness up to trivial transformations we prove in Theorem A.2.1(ii). We
refer to such U ε

i -s as Kantorovich potentials and show in Theorem A.2.1(iii) that the unique
minimizer Γε realizing Fε(γ) can be written in terms of them as

Γε = exp
(⊕N

i=1 U
ε
i − Hint

ε

)
, (A.1.2)
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in the case of all the γj-s having trivial kernels (in the general case a very similar formula
holds). In this setting, Fε is continuous and its functional derivative can be computed in terms
of the Kantorovich potentials as

dFε

dγi
(γ) = U ε

i , for all i = 1, . . . , N, (A.1.3)

as we show in Proposition A.2.1.
Furthermore, we introduce the Non-Commutative Sinkhorn algorithm to compute the optimizer
realizing Fε(γ). This algorithm exploits the shape of the minimizer obtained in (A.1.2), in
order to construct a sequence Γ(k) of density matrices converging to Γε of the form

Γ(k) = exp
⊕N

i=1 U
(k)
i − Hint

ε

 , (A.1.4)

where the vector (U (k)
1 , . . . , U

(k)
N ) is iteratively updated by progressively imposing that Γ(k) has

at least one correct marginal. We prove the convergence and the robustness of this algorithm
in Section A.5.
It is important to note that studying Fε(γ), i.e. the constrained minimization at fixed
marginals, can also help solving the unconstrained minimization of the Hamiltonian H at
positive temperature ε. Indeed, denoting by P(h) the set of density matrices over h, then

Eε(H) := inf
Γ∈P(h)

{Tr(H Γ) + εS(Γ)} = inf
γ


N∑
j=1

Tr(Hj γj) + Fε(γ)

 . (A.1.5)

Combining (A.1.3) and (A.1.5) allows to write down the Euler–Lagrange equation of (A.1.5)
recovering its optimizer, i.e. the Gibbs state constructed with H at temperature ε.
Our work is not the first to try to extend the theory of optimal transport to the non-commutative
setting. One of the first attempts was carried out by E. Carlen and J. Maas [16], followed by
many others (e.g. [11, 13, 14, 20, 18, 26, 25, 88, 90, 98, 99]). There is an important distinction
to be made here. Commutative optimal transport can be cast equivalently as a static coupling
problem or as a dynamical optimization problem. On the other hand, in the non-commutative
setting it is not clear what is the relation (if any) between the two interpretations. This singles
out a big difference between works that consider the dynamical formulation of commutative
optimal transport as a starting point (e.g. [11, 16, 20, 18, 88, 90, 98, 99]) and the ones which
instead focus on its static formulation (e.g. [24, 51, 71, 108, 123]).
This paper adopts an even different approach. We consider as a starting point the Entropic
regularization of optimal transport (which is to be considered as an extension of static optimal
transport, see e.g. the survey [72] and references therein) and introduce its non-commutative
counterpart. We carry out this program by extending the method developed in [28, 29, 53].
See also Section A.5 for a detailed explanation of the multimarginal Sinkhorn algorithm in the
commutative setting, as studied in [28].
In the work [13], the authors study the case of ε = 0 temperature and prove a duality result for
the non-commutative problem in the very same spirit of the Kantorovich duality for the classical
Monge problem. The recent work [121] studies the entropic quantum optimal transport problem
as well, adopting, in constrast to our static approach, a dynamical formulation. Therein, the
author proves a dynamical duality result at positive and zero temperature. To the best of our
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knowledge, the present work is the first complete analysis of the quantum entropic transport
problem in the static framework.

As for the Sinkhorn Algorithm, another concept which we borrow from the commutative
setting and extend to the quantum one, its convergence in the commutative setting was
first established in the N = 2 marginal case [46, 110] for discrete measures and in [104] for
continuous measures (see also [19]). In the multi-marginal setting, convergence guarantees
were obtained for the discrete case in [21, 63] and for continuous measures in [28, 29]. Other
variants of the Sinkhorn algorithm for (unbalanced) tensor-valued measures or matrix optimal
mass transport have been studied in [98, 105] and do not apply to our setting. In the context
of Computational Optimal Transport, the entropic regularization and the Sinkhorn algorithm
was introduced in [24, 51].

Enforcing Symmetry Constraints: One-body Reduced Density
Matrix Functional Theory
We conclude this introduction by briefly discussing the case in which symmetry conditions
are enforced on the problem, either bosonic or fermionic, which we can also treat (see
Section A.2.3). In this case, (A.1.1) makes sense only for hj = h0 for all j = 1, . . . , N and
γ = (γ, . . . , γ) (i.e. the underlying Hilbert spaces and the marginals must all be the same)
and its study can be framed in the context of One-body Reduced Density Matrix Functional
Theory (1RDMFT), introduced in 1975 by Gilbert [55] as an extension of the Hohenberg-Kohn
(Levy-Lieb) formulation of Density Functional Theory (DFT) [62, 75, 77]. In the last decades,
DFT and 1RDMFT have been standard methods for numerical electronic structure calculations
and are to be considered a major breakthrough in fields ranging from materials science to
chemistry and biochemistry.
In both these theories one tries to approximate a complicated N-particle quantum system by
studying one-particle objects, namely one-body densities in the case of DFT and one-body
reduced density matrices in the case of 1RDM-FT, by using a two-steps minimization analogous
to the one introduced in (A.1.5).

It is interesting to see that the well-known Pauli principle (see e.g. [79, Theorem 3.2]) , which
provides necessary and sufficient conditions for γ to be the one-reduced density matrix of
an N -body antisymmetric density matrix, finds a variational interpretation in our discussion.
Indeed, in the antisymmetric case we show (see Proposition A.2.2) that γ satisfies the Pauli
principle (resp. satisfies the Pauli principle strictly) if and only if the supremum of the dual
functional of Fε is finite (resp. is attained), as it is to be expected.

Other extensions of DFT have been considered, including Mermin’s Thermal Density Functional
Theory [86], Spin DFT [118], and Current DFT [117]. Physical and computational aspects of
1RDM-FT have been investigated in [7, 6, 5, 12, 85, 93, 96, 97, 102, 106, 116]. A framework
for 1RDM for Bosons at zero temperature was recently introduced in [9] (see also [54] and
references therein for a recent review). In particular, the first exchange-correlation energy
in density-matrix functional theory was introduced by Müller [93], leading to mathematical
results [42, 45].

Organisation of the paper
The paper is divided as follows: in Section A.2 we introduce the framework, the main definitions,
and present our main results Theorem A.2.1, Theorem A.2.2, and Theorem A.2.3. In Section
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A.3 we introduce and develop the technical tools needed to prove our main results, in particular
we define the notion of non-commutative (H, ε)-transform (see Section A.3.1) and prove a
stability and differentiability result for the primal problem in Proposition A.2.1. In Section
A.4, Section A.5, and Section A.6 we build upon Section A.3 and prove our main results,
respectively, Theorem A.2.1, Theorem A.2.2, and Theorem A.2.3.

A.2 Contributions and Statements of the Main Results
The main contributions of this work consist in

• Theorem A.2.1, which represents a duality result for the functional Fε (whose definition
is recalled below in equation (A.2.1)). Theorem A.2.1 also includes the characterization
of the optimizers of Fε (and of its dual functional).

• The introduction of a non-commutative Sinkhorn algorithm, which can be used to
compute the aforementioned optimizers. We also prove convergence and robustness of
this algorithm in Theorem A.2.2.

• The introduction a non-commutative notion of (H, ε)-transform and the proof of suit-
able a priori estimates in Section A.3, which turns out to be crucial in the proof of
Theorem A.2.1 and Theorem A.2.2. Consequently, we are also able to show stability
and differentiability of Fε(·) in Proposition A.2.1.

• The generalization of Theorem A.2.1 to the case of bosonic or fermionic systems, stated
in Theorem A.2.3. This also allows to give an interesting variational characterization of
the Pauli exclusion principle (see Proposition A.2.2).

We now proceed to introduce our setting and state our main contributions in mathematical
rigorous terms.

A.2.1 Duality and Minimization of Fε

We recall that in this case we simply work with a general composite system, with no symmetry
constraints enforced. For d ∈ N, we shall denote by Md = Md(C) the set of all d × d
complex matrices, by Sd the hermitian elements ofMd, and by Sd≥ (respectively Sd>) the set
of all the positive semidefinite (resp. positive definite) elements of Sd. With a slight abuse
of notation, we denote by Tr the trace operator on Md for any dimension d. Furthemore,
for any Hilbert space h, we denote by P(h) the set of density matrices over h, namely the
positive self-adjoint operators with trace one. For simplicity, we shall also use the notation
Pd = P(Cd). For every N ∈ N we adopt the notation [N ] := {1, ..., N}.
Our main object of study is the minimisation problem for N ∈ N, i ∈ [N ], γi ∈ Pdi , H ∈ Sd

Fε(γ) = inf
{

Tr(H Γ) + εTr(Γ log Γ) : Γ ∈ Pd and Γ 7→ γ
}
, (A.2.1)

where di ∈ N, d := ∏N
i=1 di, γ := (γi)i∈[N ], and Γ 7→ γ means that the i-th marginal (A.3.2)

of Γ is equal to γi. This coincides with the Definition of Fε given in (A.1.1).

The natural space to work with is given by O := ⊗N
i=1

(
ker γi

)⊥
where for simplicity we set

d̂i := (di − dim ker γi) and d̂ := ∏N
i=1 d̂i. We also denote by HO the restriction of H to the
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subspace O. The corresponding dual problem is defined as

Dε(γ) = sup


N∑
i=1

Tr(Uiγi)− εTr
(

exp
[⊕N

i=1 Ui − HO
ε

])
: Ui ∈ S d̂i

+ ε , (A.2.2)

where ⊕ denotes the Kronecker sum (A.3.3).

Our first result is a duality result and serves also as a characterization of the minimizers in
(A.2.1). Note that, throughout the whole paper, when no confusion can arise, we shall use
the slightly imprecise notation α11 = α for α ∈ C.

Theorem A.2.1 (Duality). Let ε > 0, N ∈ N, and H ∈ Sd. For fixed γ = (γi ∈ Pdi)i∈[N ],
consider the primal and dual problems Fε(γ), Dε(γ) as in (A.2.1), (A.2.2) respectively. We
then have that

(i) the primal and dual problems coincide, thus Fε(γ) = Dε(γ).

(ii) Dε(γ) admits a maximizer {U ε
i ∈ S d̂i}Ni=1, which is unique up to trival translation.

Precisely, if {Ũ ε
i ∈ S d̂i}Ni=1 is another maximizer, then Ũ ε

i −U ε
i = αi ∈ R with∑i αi = 0.

(iii) There exists a unique Γε ∈ Pd with Γε 7→ γ which minimizes the functional Fε(γ).
Moreover, Γε and {U ε

i } are related via the formula

Γε = exp
(⊕N

i=1 U
ε
i − HO
ε

)
on O (A.2.3)

and Γε = 0 on O⊥.

The proof of the existence of maximizers for the dual problem follows the direct method of
Calculus of Variations. Inspired by [28, 29], we introduce a non-commutative (H, ε)−transform
(see Section A.3.1) which allows to obtain a priori estimates on U and infer compactness of
the maximizing sequences of Kantorovich potentials. Although this approach is not strictly
necessary in our finite dimensional setting, we believe these estimates to have independent
interests and, in particular, they are fundamental to prove the convergence of the so-called
non-commutative Sinkhorn algorithm, the second contribution of this work.

As a byproduct of the a priori estimates obtained in Section A.3.1, it is possible to prove a
stability result (with respect to the marginals) for the Kantorovich potentials and compute the
Frechét derivative of Fε(·). This is the content of the following proposition, which is proved in
Section A.4. For simplicity, we here assume that the marginals have trivial kernel. With a
bit more effort, and arguing as in Theorem A.2.1 (see also Remark A.3.3), one can obtain a
similar result in the general setting as well.

Proposition A.2.1 (Stability and differentiability of Fε(·)). Fix ε > 0 and assume ker(γi) =
{0}.

(i) Stability: if γn = (γni )n∈N, γni ⊂ Pdi is a sequence of density matrices converging to
γ = (γi)n∈N as n→∞, then any sequence of Kantorovich potentials U ε,n converges,
up to subsequences and renormalisation, to a Kantorovich potential U ε for Fε(γ).
Therefore, the functional Fε(·) is continuous.
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(ii) Frechét differential: Fε(·) is Fréchet differentiable and for every i ∈ [N ] it holds(
dFε

dγi

)
γ
(σ) = Tr

(
U ε
i σ
)
, ∀σ ∈ Sdi , Tr(σ) = 0 , (A.2.4)

where U ε is a Kantorovich potential for Fε(γ).

As derived in [55] and explained, for instance, in [96], the relevance of the functional derivative
in the 1RDM-FT case is to find an eigenvalue equation to find an efficient optimization for
the one-particle eigenvalue equations.

A.2.2 Non-Commutative Sinkhorn Algorithm
The second contribution of this work is to introduce and prove the convergence of a non-
commutative Sinkhorn algorithm (see Section A.5), aimed at computing numerically the
optimal density matrix Γε and the corresponding Kantorovich potentials {U ε

i }i.
For this purpose, we define non-commutative (H, ε)-transform operators, which extend the
notion of (c, ε)−transforms as introduced in [28] (see also Section A.5 for a detailed explana-
tion). Note that the (H, ε)-transform also depends on γ, but we omit this dependence as γ is
a fixed parameter of the problem.
For i ∈ [N ] and ε > 0, we consider the operators T εi :

�N
j=1 S d̂j →

�N
j=1 S d̂j of the form

U := (U1, . . . , UN),
(
T εi (U )

)
j

=

Uj if j 6= i,

Tεi (U1, . . . , Ui−1, Ui+1, . . . UN) if j = i

where Tεi is defined implicitly via

Pi

exp


⊕N

j=1

(
T εi (U )

)
j
− HO

ε


 = γi (A.2.5)

and Pi denotes the i-th marginal operator, obtained by tracing out all but the i-th coordinate,
see (A.3.2). In Section A.5, we show that the maps T εi are well-defined, i.e. the equation
(A.2.5) admits a unique solution T εi (U ).

Note that, by construction, the matrix exp
(⊕N

i=1

(
(T εi (U ))j − HO

)
/ε
)
∈ Pd̂ and it has

the i-th marginal equal to γi. The non-commutative Sinkhorn algorithm is then defined by
iterating this procedure for every i ∈ [N ]. We define the one-step Sinkhorn map as

τ :
N¡

j=1
S d̂j →

N¡

j=1
S d̂j ,

τ(U ) := (T εN ◦ · · · ◦ T ε1 )(U ).

The Sinkhorn algorithm is obtained by iteration of the map τ and this is sufficient to guarantee
that the limit point of the resulting sequence is an optimizer for the dual problem (A.2.2), as
stated in the following Theorem.

Theorem A.2.2 (Convergence of the non-commutative Sinkhorn algorithm). Fix ε > 0.
The definition (A.2.5) for the operators T εi is well-posed. Additionally, for any initial matrix
U (0) = (U1, . . . , UN) ∈

�N
j=1 S d̂j , there exist αk ∈ RN with ∑N

i=1α
k
i = 0 such that

U (k) := τ k(U (0)) +αk → U ε as k → +∞, (A.2.6)
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where U ε = (U ε
1 , . . . , U

ε
N) is optimal for the dual problem. Consequently, if one defines for

k ∈ N

Γ(k) := exp
(⊕N

i=1(U (k))i − HO
ε

)
on O, (A.2.7)

and 0 on O⊥, then Γ(k) → Γε as k → +∞ where Γε, U ε satisfy (A.2.3). In particular, Γε is
optimal for Fε(γ).

Remark A.2.1 (Renormalisation). In the previous theorem, a renormalisation procedure is
needed in order to obtain compactness for the dual potentials U k. Nonetheless, due to the
fact that ∑N

i=1(αk)i = 0 and by the properties of the operator ⊕, we observe that for k ∈ N,
the equality

Γ(k) = exp
(⊕N

i=1 τ
k(U )i − HO
ε

)
on O

is also satisfied. In fact, this shows that no renormalisation procedure is needed at the level of
the primal problem, i.e. for the density matrices Γ(k).

Remark A.2.2. (Umegaki Relative entropies) Similar results can be obtained if instead of
the Von Neumann entropy one uses the quantum Umegaki relative entropy with respect
to a reference density matrix with trivial kernel. Specifically, suppose that mi ∈ Sdi with
kermi = {0}. Then one can consider the minimisation problem

Fεm(γ) = inf
{

Tr(H Γ) + εS(Γ|m) : Γ ∈ Pd and Γ 7→ γ
}
,

where we set m := ⊗N
i=1 mi and S(Γ|m) := Tr(Γ(log Γ− logm)) denotes the relative

entropy of Γ with respect to m. The functional Fε defined in (A.2.1) corresponds to the case
m equals the identity matrix. The corresponding dual functional Dε as defined in (A.2.2) is
replaced by

Dε
m(γ) = sup


N∑
i=1

Tr(Uiγi)− εTr
(

exp
[⊕N

i=1 Ui − Hε
m

ε

])
: Ui ∈ Sdi

+ ε,

for a modified matrix Hε
m := H−ε logm (restricted to O in the case of non-trival kernels).

It is easy to see that our approach can also be used in this case. In particular, performing
a change of variables in the dual potentials of the form Ũ = U + ε logm and using that
S(Γ|Id) = S(Γ|m) + ∑N

i=1 [S(γi)− S(γi|mi)], one readily derives the validity of the same
results obtained in Theorem A.2.1 and Theorem A.2.2, with the substitution of H with Hε

m.

A.2.3 The symmetric case: one-reduced density matrix functional
theory

We are able to obtain the duality results stated above also in the symmetric cases (either
bosonic or fermionic). For given d,N ∈ N, we set d = dN . We consider the bosonic (resp.
fermionic) projection operator Π+ (resp. Π−)

Π+ :
N⊗
i=1

Cd →
N⊙
i=1

Cd , Π− :
N⊗
i=1

Cd →
N∧
i=1

Cd , (A.2.8)

144



where � (resp. ∧) denotes the symmetric (resp. antisymmetric) tensor product. Note that
the cardinality of ∧Ni=1 Cd is

(
d
N

)
, therefore ∧Ni=1 Cd 6= {0} if and only if N ≤ d. We denote

by

Pd
+ := P

(
N⊙
i=1

Cd

)
, Pd

− := P

(
N∧
i=1

Cd

)
, (A.2.9)

the set of bosonic and fermionic density matrices. We fix H ∈ Sd such that

Si ◦H ◦ Si = H , ∀i = 1, . . . , N , (A.2.10)

where the Si are the permutation operators in Definition A.3.2. It is well-known that there
exists Γ ∈ Pd

− such that Γ 7→ γ (where Γ 7→ γ means that Γ has all one-reduced density
matrices equal to γ) if and only if γ satisfies the Pauli exclusion principle, i.e. if and only if
γ ∈ Pd and γ ≤ 1/N (see for example [79, Theorem 3.2]).

Definition A.2.1 (Bosonic and fermionic primal problems). For any γ ∈ Pd, we define the
bosonic primal problem as

Fε+(γ) := inf
{

Tr(H Γ) + εTr(Γ log Γ) : Γ ∈ Pd
+ and Γ 7→ γ

}
. (A.2.11)

For any γ ∈ Pd such that γ ≤ 1/N , we define the fermionic primal problem as

Fε−(γ) := inf
{

Tr(H Γ) + εTr(Γ log Γ) : Γ ∈ Pd
− and Γ 7→ γ

}
. (A.2.12)

An analysis of the extremal points and the existence of the minimizer in (A.2.11) and (A.2.12)
have been carried out in [22] for the zero temperature case, and in [54] in the positive
temperature case. As in the non-symmetric case, we consider the associated bosonic and
fermionic dual problems. For any given operator A ∈ Sd, we denote by A± the corresponding
projection onto the symmetric space, obtained as A± := Π± ◦ A ◦ Π± .

Definition A.2.2 (Bosonic and fermionic dual problems). For any γ ∈ Pd, we define the
bosonic dual functional D+,ε

γ and the fermionic dual functional D−,εγ as

D±,εγ : Sd → R , D±,εγ (U) := Tr(Uγ)− εTr
(

exp
[

1
ε

(
1
N

N⊕
i=1

U − H
)
±

])
+ ε . (A.2.13)

The corresponding dual problems are given by

Dε
±(γ) := sup

{
D±,εγ (U) : U ∈ Sd

}
. (A.2.14)

We note that a priori D−ε (γ) can be defined for any γ ∈ Pd, whereas Fε−(γ) is only well
defined for γ ∈ Pd such that γ ≤ 1/N . This constraint on the primal problem naturally
translates to an admissibility condition in order to have D−ε (γ) <∞. To ensure the existence
of a maximizer for D−,εγ we further need to impose γ < 1/N . The following proposition gives
an interesting and variational point of view of the Pauli principle, and it is proved in Section
A.6.1.

Proposition A.2.2 (Pauli’s principle and duality). We have the following equivalences:

1. D−ε (γ) <∞ if and only if γ ∈ Pd and γ ≤ 1
N
,
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2. There exists a maximiser U0 ∈ Sd of D−,εγ if and only if γ ∈ Pd and 0 < γ < 1
N
.

Finally we state the duality result in the fermionic and bosonic setting.

Theorem A.2.3 (Fermionic and bosonic duality). Let H ∈ Sd satisfying (A.2.10).

(i) For any given γ ∈ Pd, such that γ ≤ 1
N
, the fermionic primal and dual problems

coincide, thus Fε−(γ) = D−ε (γ). Moreover, if 0 < γ < 1
N

then D−,εγ admits a unique
maximizer U ε

− such that

Γε− = exp
(

1
ε

[
1
N

N⊕
i=1

U ε
− − H

]
−

)
(A.2.15)

is the unique optimal fermionic solution to the primal problem Fε−(γ).

(ii) For any given γ ∈ Pd, the bosonic primal and dual problems coincide, thus Fε+(γ) =
D+
ε (γ). Moreover, if γ > 0, D+,ε

γ admits a unique maximizer U ε
+ such that

Γε+ = exp
(

1
ε

[
1
N

N⊕
i=1

U ε
+ − H

]
+

)
(A.2.16)

is the unique optimal bosonic solution to the primal problem Fε+(γ).

A.3 Preliminaries and a Priori Estimates
We start this section by recalling the setting and the notation. For d ∈ N, we denote by
Md =Md(C) the set of all d× d complex matrices, by Sd the hermitian elements ofMd,
and by Sd≥ (respectively Sd>) the set of all the positive semidefinite (positive definite) elements
of Sd. With a slight abuse of notation, we denote by Tr the trace operator onMd for any
dimension d. Furthemore, we denote by Pd the set of d × d density matrices, namely the
matrices in Sd≥ with trace one. For the sake of notation, for every N ∈ N we denote by
[N ] := {1, ..., N}.
For a given N ∈ N and (di)Ni=1 ⊂ N, we consider for any i ∈ [N ] the injective maps

Qi :Mdi →Md =
N⊗
j=1
Mdj , d :=

N∏
j=1

dj,

∀A ∈Mdi , Qi(A) :=
N⊗
j=1

Aj, Aj =

A if j = i,

11 if j 6= i.

(A.3.1)

We shall use the same notation also for subsets of Cd. I.e., we also denote by Qi the map
Qi : Cdi → Cd defined as

∀K ⊂ Cdi , Qi(K) :=
N⊗
j=1

Kj ⊂ Cd, Kj =

K if j = i,

Cdj if j 6= i.

The marginal operators are the left-inverse of the Qi, namely Pi : Md →Mdi , where for
every Γ ∈Md, Pi(Γ) ∈Mdi is defined by duality as

Tr(Pi(Γ)A) = Tr
(

Γ Qi(A)
)
, ∀A ∈Mdi . (A.3.2)

146



Remark A.3.1. Observe that Tr(Pi(A)) = Tr(A) for every i = 1, . . . , N and A ∈ Md.
Furthermore, if A = ⊗N

i=1 Ai with Tr(Ai) = 1, then Pi(A) = Ai.

For a given family of density matrices γi ∈ Pdi , we use the notation γ := (γi)i∈[N ] and we
write Γ 7→ γ = (γ1, . . . , γN) whenever Γ ∈ Pd and Pi(Γ) = γi for every i = [N ]. With the
next definitions, we introduce the Kronecker sum and Permutation operators.

Definition A.3.1 (Kronecker sum). For Ai ∈Mdi , we call their Kronecker sum the matrix

N⊕
i=1

Ai :=
N∑
i=1

Qi(Ai) ∈Md (A.3.3)

where Qi is defined in (A.3.1).

Definition A.3.2 (Permutation operators). For any i ∈ [N ], we introduce the permutation
operator Si :Md ≈ ⊗N

j=1Mdj →Md as the map defined by

Si
(

N⊗
j=1

Aj

)
= A1 ⊗ · · · ⊗ Ai−1 ⊗ Ai+1 ⊗ · · · ⊗ AN ⊗ Ai,

for any Ai ∈Mdi and extended to the wholeMd by linearity.

Remark A.3.2. The permutation operators preserve the spectral properties of any operator.
Precisely, σ(Si(A)) = σ(A) for every i ∈ [N ], A ∈ Sd, where σ(A) denotes the spectrum of
A.

In particular, for every continuous function f : R→ R, we have that Tr(f(Si(A))) = Tr(f(A)),
for every A ∈ Sd.

A.3.1 Non-Commutative (H, ε)-transforms
For this section, we specify to the simply case of a two-fold tensor product and introduce
the notion of non-commutative (H, ε)-transform, which is a central object in our discussion.
We shall see in Section A.3.2 how it is then easy to extend this notion to a general N -fold
tensor product. We fix d, d′ ∈ N, 0 < α ∈ Pd′ , H ∈ Sdd′ and ε > 0 and define the map
Tε
α,H : Sd × Sd′ → R as

Tε
α,H(U, V ) := Tr(V α)− εTr

(
exp

[
U ⊕ V − H

ε

])
. (A.3.4)

The (H, ε)-transform of any U ∈ Sd is obtained as the maximiser of the map Tε
α,H(U, ·).

Definition A.3.3 ((H, ε)-transform). We call the unique maximizer of Tε
α,H(U, ·) the (H, ε)-

transform of U ∈ Sd. We use the notation

Tεα,H : Sd → Sd′ , Tεα,H(U) = arg max{Tε
α,H(U, V ) : V ∈ Sd′}. (A.3.5)

The following lemma shows that the definition of (H, ε)-transform is indeed well-posed.

Lemma A.3.1. Let U ∈ Sd. Then there exists a unique maximizer V̄ ∈ Sd′ of Tε
α,H(U, ·).
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Proof. Fix U ∈ Sd. For every V ∈ Sd′ , we write V = V+ − V− where V+,V− ∈ Sd
′ denote

respectively the positive and the negative part of V (with respect to its spectrum). We begin
by observing that

Tr
(

exp
[
U ⊕ V − H

ε

])
≥ Tr

(
exp

[
U ⊕ V − ‖H ‖∞

ε

])

= Tr
(

exp
(
V

ε

))
Tr
(

exp
(
U

ε

))
exp

[
−‖H ‖∞

ε

]
=: κTr

(
exp

(
V

ε

))
≥ κeε

−1‖V+‖∞ ,

(A.3.6)

where in the second step we used that exp(U ⊕ V ) = exp(U)⊗exp(V ) and κ = κ(U, ε,H) is a
finite constant depending on U , ε, and H. On the other hand, it clearly holds Tr(V α) ≤ ‖V+‖∞
which combined with (A.3.6) yields for every V ∈ Sd′

Tε
α,H(U, V ) ≤ ‖V+‖∞ − κeε

−1‖V+‖∞ . (A.3.7)

Moreover, it is immediate to obtain that

Tε
α,H(U, V ) ≤ Tr(V α) = Tr(V+α)− Tr(V−α) ≤ ‖V+‖∞ − σmin(α)‖V−‖∞, (A.3.8)

where σmin(α) is the spectral gap of α, which is strictly positive by assumption. Let Vn be a
maximizing sequence for Tε

α,H(U, ·), then the bounds (A.3.7) and (A.3.8) imply that (Vn)+,
(Vn)− (and hence Vn) are uniformly bounded. Therefore, we can obtain a subsequence (which
we do not relabel) such that Vn → V̄ ∈ Sd′ . The optimality of V̄ follows from the fact
that Tε

α,H(U, ·) is continuous and strictly concave (see for example [15]), which also implies
uniqueness.

In the following lemma we use the fact that the (H, ε)-transform is obtained through a
maximization to show that it can be characterized as the solution of the associated Euler–
Lagrange equation. This property is crucial for the proof of our main results.

Lemma A.3.2 (Optimality conditions for the (H, ε)-transforms). Given d, d′ ∈ N, 0 < α ∈
Pd′ , H ∈ Sdd′ , ε > 0, the operator Tεα,H can be characterized implicitly by the fact that, for
any U ∈ Sd, Tεα,H(U) is the unique solution of

α = P2

(
exp

[
U ⊕ Tεα,H(U)− H

ε

])
. (A.3.9)

Proof. Let us pick any Λ ∈ Sd and define Vs := Tεα,H(U) + sΛ. By construction, due to the
optimality of Tεα,H(U), the map

s 7→ g(s) := Tr(Vsα)− εTr
(

exp
[
U ⊕ Vs − H

ε

])

must have vanishing derivative at s = 0. This can be computed [15, Section 2.2] as

g′(0) = Tr(Λα)− εTr
(

(I ⊗ Λ) exp
[
U ⊕ Tεα,H(U)− H

ε

])
. (A.3.10)
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Using the definition of partial trace and the previous formula, we infer

Tr
(

Λ
(
α− P1

(
exp

[
U ⊕ Tεα,H(U)− H

ε

] )))
= 0 (A.3.11)

for every Λ ∈ Sd. Note that α, U, Vs,H being self-adjoint, it follows that the operator

α− P1

(
exp

[
U ⊕ Tεα,H(U)− H

ε

])

is self-adjoint as well. Together with (A.3.11), this shows (A.3.9). On the other hand, since
(A.3.11) is the Euler Lagrange equation associated to the maximization of the strictly concave
functional Tε

α,H(U, ·), any solution of (A.3.11) is necessarily a maximizer and hence coincides
with Tεα,H(U), by uniqueness (see Lemma A.3.1).

The next step is to obtain some regularity estimates on Tεα,H(U). To do so, we extrapolate
information from the optimality conditions proved in Lemma A.3.2.

Proposition A.3.1 (Regularity of the (H, ε)-transform). Given d, d′ ∈ N, 0 < α ∈ Pd′ ,
H ∈ Sdd′ , ε > 0, we define for all A ∈ Sd (or A ∈ Sd′)

λε(A) := ε log
(

Tr
[

exp
(
A

ε

) ])
. (A.3.12)

Then for every U ∈ Sd it holds∣∣∣∣Tεα,H(U)− ε logα + λε(U)11
∣∣∣∣ ≤ ‖H‖∞11, (A.3.13)∣∣∣∣λε(U) + λε

(
Tεα,H(U)

)∣∣∣∣ ≤ ‖H‖∞, (A.3.14)∣∣∣∣Tεα,H(U)− ε logα− λε(Tεα,H(U))11
∣∣∣∣ ≤ 2‖H‖∞11. (A.3.15)

where the inequalities are understood as two-sided quadratic forms bounds.

Proof. Note that (A.3.15) is an immediate consequence of (A.3.13) and (A.3.14) and we shall
therefore only prove the latter two. Let us start with the proof of (A.3.13). We know from
Lemma A.3.2 that for every U ∈ Sd, Tεα,H(U) satisfies equation (A.3.9). By the properties of
the partial trace (Remark A.3.1) and H ≤ ‖H‖∞11, it follows that

α ≤ e
‖H‖∞
ε P1

(
exp

[
U ⊕ Tεα,H(U)

ε

])

= e
‖H‖∞
ε P1

(
exp

(
U

ε

)
⊗ exp

(
Tεα,H(U)

ε

))

= e
‖H‖∞
ε Tr

(
exp

(
U

ε

))
exp

(
Tεα,H(U)

ε

)
,

(A.3.16)

where in the first inequality we used that exp(A⊕ B) = expA⊗ expB.
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Similarly, using instead the lower bound H ≥ −‖H‖∞11, from (A.3.9) we can also obtain

α ≥ e
−‖H‖∞

ε Tr
(

exp
(
U

ε

))
exp

(
Tεα,H(U)

ε

)
. (A.3.17)

We can put together the two bounds in (A.3.16), (A.3.17) to obtain

αe
−‖H‖∞

ε ≤ Tr
(

exp
(
U

ε

))
exp

(
Tεα,H(U)

ε

)
≤ αe

‖H‖∞
ε . (A.3.18)

Taking the log in the latter inequalities we conclude the proof of (A.3.13). If we instead take
the trace of both sides in (A.3.18), we obtain

e
−‖H‖∞

ε ≤ Tr
(

exp
(
U

ε

))
Tr
(

exp
(
Tεα,H(U)

ε

))
≤ e

‖H‖∞
ε ,

and then applying the log, we conclude the proof (A.3.14).

A.3.2 Vectorial (H, ε)-transforms
In this section, we consider a vectorial version of the (H, ε)-transforms introduced in the
previous section. This turns out to be a key object in the proof of Theorem A.2.1 and Theorem
A.2.2, necessary to deal with the multi-marginal setting.
Let us first introduce the general framework, which remains in force throughout the section.
Let N ∈ N and [N ] be a index set of N elements. For all i ∈ [N ], let di ∈ N and γi ∈ Pdi

be density matrices. Set γ := (γi)i∈[N ], d = ∏N
j=1 di. Finally, consider a Hamiltonian H ∈ Sd.

Remark A.3.3. (Kernels) Without loss of generality, we can assume ker γi = {0}, for every i ∈
[N ]. In the general case, it suffices to consider the restriction to the set O := ⊗N

i=1

(
ker γi

)⊥
and consider the matrix HO = ΠO H ΠO, where ΠO is the projector onto O.

We therefore assume that ker γi = {0} for all i ∈ [N ]. In this section we extend the notion of
(H, ε)-transform as introduced in previous section A.3.1 to the multi-marginal setting, and
we apply it to our specific setting. We are interested in the maximization (A.2.2) of the dual
functional, that we introduce below.

Definition A.3.4 (Dual Functional). For any U = (U1, . . . , UN) ∈
�N

j=1 Sdj , we define

Dε
γ(U ) =

N∑
i=1

Tr(Uiγi)− εTr
(

exp
[⊕N

i=1 Ui − H
ε

])
+ ε.

Remark A.3.4. Note that Dε
γ is invariant by translation for any vector a = (a1, . . . , aN ) ∈ RN

such that ∑N
k=1 ak = 0, i.e.

Dε
γ(U + a) = Dε

γ(U ).

As a consequence of this property, we see in Section A.5 that the set of maximizers is invariant
by such transformations (Lemma A.4.1).
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With the following definition, we introduce the vectorial (H, ε)-transforms.

Definition A.3.5 (Vectorial (H, ε)-transform). For any i ∈ [N ], we define the i-th vectorial
(H, ε)-transform Tεi as the map

Tεi :
N¡

j=1, j 6=i
Sdj → Sdi ,

Tεi (Ûi) = argmax
V ∈Sdi

{
Tr(V γi)− εTr

(
exp

[1
ε

(U1 ⊕ · · · ⊕ Ui−1 ⊕ V ⊕ Ui+1 ⊕ · · · ⊕ UN − H)
])}

,

where for U ∈
�N

j=1 Sdj , we set Ûi to be the product of all the Uj but the i-th one, namely

Ûi :=
N¡

j=1, j 6=i
Uj ∈

N¡

j=1, j 6=i
Sdj . (A.3.19)

Remark A.3.5. Observe that we can identify the i-th vectorial (H, ε)-transforms with a
particular case of the operators Tε,H,α as introduced in Section A.3.1. Indeed, as a consequence
of Remark A.3.2 it is straightforward to see that for i ∈ [N ]

Tεi (Ûi) = Tεγi,Si(H)

 N⊕
j=1, j 6=i

Ui

 , Tεγi,Si(H) :
N⊗

j=1, j 6=i
Sdj ≈ S d̃i → Sdi , (A.3.20)

where we set d̃i := ∏
j 6=i dj and the Si are the permutation operators in Definition A.3.2.

This shows that the definition is well posed (i.e. that the argmax appearing in the definition
exists and is unique). Moreover it allows us to extend the validity of the properties of the
(H, ε)-transform shown in Section A.3.1 to the operators Tεi , as we shall see in Lemma A.3.3
and Proposition A.3.2 below. Note that the dependence on the specific entry i is reflected in
both the use of γi and in the fact that the transform is performed w.r.t. Si(H).

A.3.3 One-step and Sinkhorn operators
We use the vectorial (H, ε)-transforms to define what we call one-step operators and Sinkhorn
operators. The first ones map a vector of N potentials into a vector of N potentials, exchanging
its i-th entry with the i-th vectorial (H, ε)-transform applied to the other N − 1. The second
is simply obtained by composing all the different N one-step operators.

Definition A.3.6 (One-step operators). For i ∈ [N ], we introduce the one-step operators
T εi , which are defined by

T εi :
N¡

j=1
Sdj →

N¡

j=1
Sdj

U := (U1, . . . , UN) 7−→ (U1, . . . , Ui−1,T
ε
i (Ûi), Ui+1, . . . , UN) =: T εi (U ).

The Sinkhorn operator is simply the composition of the N one-step operators T εi , i ∈ [N ].

Definition A.3.7 (Sinkhorn Operator). We introduce the Sinkhorn operator τ , defined by

τ :
N¡

j=1
Sdj →

N¡

j=1
Sdj ,

τ(U ) := (T εN ◦ · · · ◦ T ε1 )(U ).
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Remark A.3.6. Note that, by definition of τ , it follows immediately that, for any U ∈�N
j=1 Sdj

Dε
γ(τ(U )) ≥ Dε

γ(U ),

i.e. applying τ to any vector increases its energy. Moreover, any maximizer of Dε
γ is a fixed

point of τ (as a consequence of the uniqueness proved in Lemma A.3.1). The converse is also
true and implies that the set of maximizers of Dε

γ coincides with the set of fixed points of τ ,
see Remark A.4.1.

Remark A.3.7. Note that for any vector a ∈ RN such that ∑N
k=1 ak = 0, one has

T εi (U + a) = T εi (U ) + a,

i.e. T εi commutes with translations by vectors whose coordinates sum up to zero (notice
that this fact is particularly interesting in light of Remark A.3.4). This is a straightforward
consequence of the fact that

Tεi
(
(Û + a)i

)
= Tεi (Ûi) + ai,

which can be readily verified from the definitions.
Trivially, this also implies

τ(U + a) = τ(U ) + a.

We now take advantage of the observations in Remark A.3.5 to deduce properties for the
vectorial (H, ε)-transforms, the one-step operators, and the Sinkhorn operator. First of all, as
a corollary of Lemma A.3.2, we characterize the vectorial (H, ε)-transforms as solutions of
implicit equations.

Lemma A.3.3 (Optimality conditions for vectorial (H, ε)-transforms). Let i ∈ [N ], ε > 0,
γi ∈ Pdi , H ∈ Sd, with ker γi = {0}. For any U ∈

�N
j=1 Sdj , the one step-operator T εi (U)

(or equivalently the i-th vectorial (H, ε)-transform Tεi (Ûi)) is implicitly characterized as the
unique solution of the equation

γi = Pi

exp
1
ε

 N⊕
j=1

(T εi (U ))j − H
 . (A.3.21)

Proof. As a consequence of (A.3.20), we can apply Lemma A.3.2 and deduce

γi = Pi

exp
1
ε

 N⊕
j=1, j 6=i

Ui

⊕ Tεi (Ûi)− Si(H)


= Pi

exp
1
ε

 N⊕
j=1

(T εi (U ))j − H
 ,

where Si is the i-th permutation operator, as defined in A.3.2, and in the last equality we used
Remark A.3.2 and that  N⊕

j=1, j 6=i
Ui

⊕ Tεi (Ûi) = Si

 N⊕
j=1

(T εi (U ))j


for every i ∈ [N ] and U ∈

�N
j=1 Sdj .
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The next proposition collects the regularity properties of the (H, ε)-transforms. Once again,
they are direct consequence of the properties proved in the two marginals case, in particular in
Proposition A.3.1.

Proposition A.3.2 (Regularity of the (H, ε)-transforms). Let i ∈ [N ], ε > 0, γi ∈ Pdi ,
H ∈ Sd, with ker γi = {0}. Then for every U ∈

�N
j=1 Sdj , for every i ∈ [N ] it holds∣∣∣∣∣∣Tεi (Ûi)− ε log γi +

N∑
j=1,j 6=i

λε(Uj)11

∣∣∣∣∣∣ ≤ ‖H‖∞11 , (A.3.22)
∣∣∣∣∣∣

N∑
j=1,j 6=i

λε(Uj) + λε
(
Tεi (Ûi)

)∣∣∣∣∣∣ ≤ ‖H‖∞ , (A.3.23)
∣∣∣Tεi (Ûi)− ε log γi − λε

(
Tεi (Ûi)

)
11
∣∣∣ ≤ (2‖H‖∞)11, (A.3.24)

where λε is defined in (A.3.12).

Proof. The proof is a direct application of Proposition A.3.1 and the considerations in Remark
A.3.5. Precisely, the estimate (A.3.22) follows from (A.3.13), (A.3.23) follows from (A.3.14)
and (A.3.24) follows from (A.3.15), together with the fact that

λε

 N⊕
j=1, j 6=i

Uj

 =
N∑

j=1,j 6=i
λε (Uj) , ∀U ∈

N¡

j=1
Sdj .

In light of Remark A.3.6, it is reasonable to check whether sequences of the form τ k(U0)
are maximizing for Dε

γ and compact. On the other hand, a priori it is not clear how to
obtain compactness for such sequences and Remark A.3.4 shows that there could even exist
sequences ‘converging’ to the set of maximizers which are not compact. It is therefore natural
to introduce a suitable renormalization operator, aimed at retrieving compactness. Note that
any such operator should increase or leave invariant the value of Dε

γ and therefore, by Remark
A.3.4, any translation by vectors whose coordinates sum up to zero is a good candidate.

Definition A.3.8 (Renormalisation). Let λε be defined as in (A.3.12). We define the
renormalisation map Ren :

�N
i=1 Sdi →

�N
i=1 Sdi as the function

Ren(U )i =


Ui − λε(Ui), if i ∈ {1, . . . , N − 1}

UN +
N−1∑
j=1

λε(Uj), if i = N.

In the following proposition we show that Ren
(
τ
(�N

i=1 Sdi
))

is bounded and therefore
compact. This shows that the map Ren is indeed a reasonable renormalization operator for
our purposes.

Proposition A.3.3 (Renormalisation of (H, ε)-transforms and uniform bounds). Let i ∈ [N ],
ε > 0, γi ∈ Pdi , H ∈ Sd, with ker γi = {0}. Then, for any U ∈ Sd, one has that
Dε
γ(Ren τ(U )) ≥ Dε

γ(U ), and the following bounds hold true:∣∣∣(Ren τ(U ))i − ε log γi
∣∣∣ ≤ 2‖H‖∞11, ∀i ∈ [N ]. (A.3.25)
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Proof. First of all, Remark A.3.4 and Remark A.3.6 trivially yield Dε
γ(Ren τ(U)) ≥ Dε

γ(U).
To show (A.3.25), note that for any i ∈ [N ], (τ (U ))i is obtained applying Tεi to some element
of
�N

j=1, j 6=i Sdj . Therefore, applying (A.3.24) from Proposition A.3.2, we obtain

‖(Ren τ(U ))i − ε log γi‖∞ = ‖(τ(U ))i − ε log γi − λε((τ(U ))i)‖∞ ≤ 2‖H ‖∞

for every i ∈ [N − 1]. Moreover, (τ(U ))N = TNε (τ̂(U )N ) and hence, applying (A.3.22) from
Proposition A.3.2, we arrive at

‖(Ren τ(U ))N − ε log γN‖∞ =

∥∥∥∥∥∥(τ(U ))N − ε log γN +
N−1∑
j=1

λε((τ(U ))j)

∥∥∥∥∥∥
∞

≤ ‖H ‖∞,

which completes the proof.

A.4 Non-Commutative Multi-Marginal Optimal
Transport

In this section we prove Theorem A.2.1, our first main result stated in Section A.2, exploiting
the tools developed in Section A.3. Again, we fix the setup, which remains in force throughout
the whole Section A.4 and Section A.5. Let N ∈ N, and for i ∈ [N ] we consider density
matrices γi ∈ Pdi . Set γ := (γi)i∈[N ], d = ∏N

j=1 di, and assume that ker γi = {0} (see
Remark A.3.3). We also fix H ∈ Sd.
In this section, we prove the Theorem A.2.1.
We begin by introducing the primal functional, which appears in the minimisation (A.2.1).

Definition A.4.1 (Primal Functional). Let Γ ∈ Pd the primal functional is defined by

Fε(Γ) = Tr(H Γ) + εS(Γ) = Tr(H Γ) + εTr(Γ log Γ). (A.4.1)

We also recall the definitions of the primal and the dual problem

Fε(γ) = inf
{

Fε(Γ) : Γ ∈ Pd and Γ 7→ (γ1, . . . , γN)
}
, (A.4.2)

Dε(γ) = sup

Dε
γ(U ) : U ∈

N¡

i=1
Sdi

 , (A.4.3)

where the dual functional Dε
γ is given in Definition A.3.4.

A.4.1 Lower bound primal-dual functionals
We begin with the proof of the lower bound for the primal functional (A.4.1), in terms of the
dual functional (A.3.4).

Proposition A.4.1 (Lower bound). Fix N ∈ N and ε > 0. For all i ∈ [N ], let γi ∈ Pdi be
density matrices, H ∈ Sd. Then, for all U ∈

�N
i=1 Sdi and every Γ ∈ Pd, Γ 7→ γ we have

that

Fε(Γ) ≥ Dε
γ(U ) .
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Proof. For any U ∈
�N

i=1 Sdi and any admissible Γ ∈ Pd, Γ 7→ γ, we can write

Fε(Γ) = Fε(Γ) +
N∑
j=1

Tr(Ujγj)− Tr
 N⊕

j=1
Uj

Γ


=
N∑
j=1

Tr(Ujγj) + εS(Γ)− Tr
Γ

 N⊕
j=1

Uj − H
 .

Let us denote the Hilbert-Schmidt scalar product (onMd) by 〈·, ·〉HS. It follows that

Fε(Γ) =
N∑
j=1

Tr(Ujγj) + ε
[
S(Γ)− 〈Γ, Y 〉HS

]
≥

N∑
j=1

Tr(Ujγj)− εS∗(Y ), (A.4.4)

where Y = ε−1
(⊕N

j=1 Uj − H
)
∈ Sd and, for any Y ∈ Sd

S∗(Y ) := sup
Γ∈Sd

≥

{〈Y,Γ〉HS − S(Γ)}

denotes the Legendre transform of S on the subspace Sd≥. This can be explicitly computed as

S∗(Y ) = Tr [exp(Y − 1)] , ∀Y ∈ Sd. (A.4.5)

For the sake of completeness, let us explain how to prove (A.4.5). First of all we show that for
any Y ∈ Sd the supremum appearing in the definition of S∗(Y ) is attained at some Γ̄ ∈ Sd>.
Indeed, for any Γ ≥ 0 define σ+ to be the maximum of its spectrum, then it holds

〈Y,Γ〉HS − S(Γ) ≤ d2‖Y ‖∞σ+ − σ+ log σ+ −min
R+
{x log x}(d2 − 1) σ+→∞−−−−→ −∞.

This implies that the super-levels of 〈y,Γ〉HS − f(Γ) are bounded and hence pre-compact
and allows us to conclude the existence of a maximizer Γ̄. Moreover, it is straightforward to
show that Γ̄ > 0, otherwise one would have a contradiction by perturbing Γ̄ with Πker Γ̄ (the
projector onto ker Γ̄).

Let us derive the optimality conditions for Γ̄. Define Γs := Γ̄ + sΓ′ with Γ′ ∈ Sd (note that
for any Γ′ ∈ Sd for s sufficiently small Γs is positive since Γ̄ > 0), then the Euler-Lagrange
equation for the maximization problem reads

0 = d

ds

∣∣∣∣
s=0

(〈Y,Γs〉HS − S(Γs)) = 〈Y,Γ′〉HS − Tr
[
Γ′(log Γ̄ + 1)

]
.

This yields Γ̄ = exp(Y − 1). Substituting in the expression for S∗, we arrive at (A.4.5).

Plugging this into (A.4.4) with Y = Y and recalling the definition of Y , we obtain

Fε(Γ) ≥
N∑
j=1

Tr(Ujγj)− εTr
(

exp
(⊕N

j=1 Uj − H−ε
ε

))
.

Changing the variable U1 to Ũ1 := U1 + ε, we conclude the proof.
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Remark A.4.1 (The non-commutative Schrödinger problem). Suppose that U ∈
�N

i=1 Sdi
is a fixed point for τ , namely τ(U) = U . This can be equivalently recast as Tεi (Ûi) = Ui,
∀i ∈ [N ]. Then Lemma A.3.3, (A.3.21) imply that the density matrix defined by

Γ := exp
(⊕N

i=1 Ui − H
ε

)
(A.4.6)

has the correct marginals Γ 7→ (γ1, . . . , γN) and thus it is admissible for the primal problem.
In particular, it has trace 1 and we have

Dε
γ(U1, . . . , UN) = Dε

γ(U ) =
N∑
i=1

Tr(Uiγi) = Tr
((

N⊕
i=1

Ui

)
Γ
)
.

On the other hand, directly from formula (A.4.6), we compute

Γ H +εΓ log Γ = Γ H +Γ
(

N⊕
i=1

Ui − H
)

= Γ
(

N⊕
i=1

Ui

)

and thus

Fε(Γ) = Tr
((

N⊕
i=1

Ui

)
Γ
)

= Dε
γ(U1, . . . , UN). (A.4.7)

In light of Proposition A.4.1, this shows that if we are able to find a fixed point of τ , then this
must be optimal for the dual problem (note that any maximizer is also a fixed point for τ as
discussed in Remark A.3.6) and the corresponding Γ as obtained in (A.4.6) must be optimal
for the primal problem.

Another consequence of the above observations is that the set of maximizers for the dual
problem is invariant under translations.

Lemma A.4.1 (Structure of the maximizers). Let U and V be two maximizers of Dε
γ , then

there exists α ∈ RN such that ∑N
i=1αi = 0 and U = V +α.

Proof. Thanks to Remark A.4.1 and using that the primal functional admits an unique
minimizer by strict convexity, we find

exp
(⊕N

i=1(U )i − H
ε

)
= exp

(⊕N
i=1(V )i − H

ε

)
=⇒

N⊕
i=1

(U )i =
N⊕
i=1

(V )i . (A.4.8)

Applying the partial traces to the latter equality, we obtain

(U )i = (V )i +
N∑

j=1,j 6=i
Tr(V )j − Tr(U )j =: (V )i +αi.

Using (A.4.8) once again, one sees that
N∑
i=1
αi = (N − 1)

(
Tr
(

N⊕
i=1

(U )i
)
− Tr

(
N⊕
i=1

(V )i
))

= 0,

which concludes the proof.
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A.4.2 Proof of Theorem A.2.1
We are finally ready to prove the equivalence between dual and primal problem, and to
characterise the optimisers of the two problems. For the sake of clarity, recall that

Ren(U )i =


Ui − λε(Ui), if i ∈ {1, . . . , N − 1}

UN +
N−1∑
j=1

λε(Ui), if i = N,

as in Definition A.3.8 and λε is defined in (A.3.12) as λε(A) := ε log
(

Tr
[

exp
(
A
ε

) ])
, for

every A ∈ Sd, d ∈ N.

Proof of Theorem A.2.1. (ii). Take a maximizing sequence Un for the dual problem and
consider Ũn := Ren τ(Un), where τ = T εN ◦ · · · ◦ T ε1 is the Sinkhorn operator as introduced
in Definition A.3.7. Thanks to Proposition A.3.3, Ũn is again a maximizing sequence that
satisfies ∥∥∥Ũn

∥∥∥
∞
≤ 2‖H ‖∞ + ε sup

i∈[N ]
‖ log γi‖∞ <∞, ∀n ∈ N,

and it is therefore compact. Pick any U ε ∈
�N

i=1 Sdi limit point of Ũn. By continuity of the
dual functional we infer

Dε(γ) = lim
N→∞

Dε
γ(Ũn) = Dε

γ(U ε)

which shows that U ε is a maximizer for Dε(γ). The fact that any other maximizer must
coincide with U ε follows from Lemma A.4.1.

(i)&(iii) Proposition A.4.1 proves one of the inequalities. To show the other inequality, we
take any maximizer U ε (which exists by the previous proof of (ii)). By construction of the
Sinkhorn map, U ε must be a fixed point of τ . Thanks to Remark A.4.1, we conclude that

Γε = exp
(⊕N

i=1U
ε
i − H
ε

)

satisfies Dε
γ(U ε) = Fε(Γε) ≥ Fε(γ). Hence Γε is optimal for Fε and Fε(γ) = Dε(γ).

A.4.3 Stability and the functional derivative of Fε(γ)
In this last section, we show stability of the Kantorovich potentials with respect to the
marginals γ and compute the Fréchet differential of Fε(γ) (or simply the differential in
our finite dimensional setting). A similar result was first obtained by Pernal in [96] at zero
temperature and in [54] in the positive temperature 1RDMFT case, i.e. considering also the
fermionic and bosonic symmetry constraints. In [96], the result follows by a direct computation
via chain rule, by taking the partial derivatives with respect to the eigenvalues and eigenvectors
of a density matrix Γ. On the other hand, [54] uses tools from convex analysis and exploits
the regularity of Fε.

Our strategy is based on the Kantorovich formulation of (A.2.1) and follows ideas contained
in [29].
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Proof of Proposition A.2.1. The proof follows the same ideas of [29]. We adapt it here for
the sake of completeness.
Consider γn n→∞−−−→ γ and pick any sequence of Kantorovich potentials U ε,n for Fε(γn). By
optimality, they must be a fixed point for τ and hence, thanks to Proposition A.3.3, Ren(U ε,n)
is uniformly bounded. Note that Ren(U ε,n) are also maximizers for Dε(γn). This implies
that any limit point of Ren(U ε,n) must be a maximizer for Dε(γ). The continuity of Fε(·)
directly follows from this stability property.
Let us prove the differentiability. Fix σ ∈ Sdi , with Tr(σ) = 0, and denote by γh the
pertubation of γ with +hσ in the ith entry. Denote by U ε any Kantorovich potential for
Fε(γ). From duality (Theorem A.2.1) we can estimate

1
h

(
Fε(γh)− Fε(γ)

)
≥ 1
h

(
N∑
i=1

Tr
(
U ε
i γ

h
i −U ε

i γi
))

= Tr(U ε
i σ) (A.4.9)

for every h ∈ R. Reversely, denote by U ε,h any sequence of Kantorovich potentials for Fε(γh).
Then for every h > 0 we obtain

1
h

(
Fε(γh)− Fε(γ)

)
≤ 1
h

(
N∑
i=1

Tr
(
U ε,h
i γhi −U

ε,h
i γi

))
= Tr

(
U ε,h
i σ

)
. (A.4.10)

From the first part of the proof, we know that any limit point of Ren(U ε,h
i ) is a Kantorovich

potential, which up to translation (Lemma A.4.1) must coincide with U ε
i . Therefore, passing

to the limit in (A.4.9) and (A.4.10), we obtain (A.2.4).

A.5 Non-Commutative Sinkhorn Algorithm
In this section we introduce and prove convergences guarantees (Theorem A.2.2) of the
non-commutative version of the Sinkhorn algorithm, allowing us to compute numerically the
minimiser (A.2.3) of the non-commutative multi-marginal optimal transport problem (A.4.1).
The idea of the Sinkhorn algorithm is to fix the shape of an ansatz

Γ(k) = exp
⊕N

i=1 U
(k)
i − H
ε

 ,
since it is the actual shape of the minimizer in (A.2.3), and alternately project the Kan-
torovich potentials U (k)

i via the (H, ε)-transforms (Definition A.3.5) to approximately reach
the constraints Γ(k) 7→ (γ1, . . . , γN). Recall that for i ∈ [N ], the one-step operators
T εi :
�N

i=1 Sdj →
�N

i=1 Sdj are given by

U := (U1, . . . , UN),
(
T εi (U )

)
j

=

Uj if j 6= i,

Tεi (U1, . . . , Ui−1, Ui+1, . . . UN) if j = i

where Tεi can be implicitly defined (Lemma A.3.3) solving the equation

Pi

exp


⊕N

i=1

(
T εi (U )

)
j
− H

ε


 = γ. (A.5.1)
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Connection with the multi-marginal Sinkhorn algorithm: let us shortly describe what is the
corresponding picture in the commutative setting [28],[29]. For every i ∈ [N ], let Xi be Polish
Spaces, ρimi ∈ P(Xi) be probability measures with reference measures mi. The Hamiltonian
H corresponds to a bounded cost function c : X1 × · · · ×XN → R.
The Sinkhorn iterates define recursively the sequences (anj )n∈N, j ∈ [N ] by

a0
j(xj) = ρj(xj), j ∈ {2, . . . , N},

anj (xj) = ρj(xj)∫
⊗Ni<jani (xi)⊗Ni>j an−1

i (xi)e−c(x1,...,xN )/εd(⊗Ni 6=jmi)
, ∀n ∈ N and j ∈ [N ].

(A.5.2)
Via the new variables unj = ε ln

(
anj
)
, j ∈ [N ], one can rewrite the Sinkhorn sequences (A.5.2)

as

unj (xj) = −ε log
(∫

Πi 6=jXi
exp

(∑
i 6=j u

n
i (xi)− c(x1, . . . , xN)

ε

)
d
(
⊗Ni 6=jmi

))
+ ε log(ρj)

= (ûnj )(N,c,ε)(xj).

Or, more generally, for every j ∈ [N ], unj (xj) corresponds to the solution of the maximisation

argmax
ui∈L∞(Xi)

{
N∑
i=1

∫
Xj
uiρjdmj − ε

∫
ΠN
i 6=jXi

exp
(∑

i 6=j u
n
i + u− c
ε

)
d
(
⊗Ni 6=jmi

)}
+ ε log(ρj)

which corresponds to the commutative counterpart of the i-th vectorial (H, ε)-transform in
Definition A.3.5.

A.5.1 Definition of the algorithm
The non-commutative Sinkhorn algorithm is then defined iterating the (H, ε)-transforms as in
(A.5.1) for every i ∈ [N ]. Note that, by construction, the matrix exp

(⊕N
i=1

(
(T εi (U ))j − H

)
/ε
)
∈

Pd and its i-th marginal coincide with γi. We define the one-step Sinkhorn map as

τ :
N¡

j=1
Sdj →

N¡

j=1
Sdj ,

τ(U ) := (T εN ◦ · · · ◦ T ε1 )(U ).

Note that this is the non-commutative counterpart of the iteration defined in (A.5.2). The
Sinkhorn algorithm is obtained iterating the map τ in the following way.

Step 0. We fix U (0) ∈ ×Ni=1Sdi an initial vector of potentials and define the density matrix

Γ(0) := exp
⊕N

i=1U
(0)
i − H
ε

 ∈ Pd.

Step k. For every k ∈ N, we define the k-th density matrix via the formula

Γ(k) := exp
(⊕N

i=1 τ
k(U (0))i − H
ε

)
∈ Pd , (A.5.3)
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where we write τ k := τ ◦ · · · ◦ τ the composition of τ for k-times.

Our goal is to prove the convergence Γ(k) → Γε where Γε is optimal for Fε(γ). To do so, our
plan is to obtain compactness at the level of the corresponding dual potentials. Nonetheless,
the vectors τ k(U (0)) do not enjoy good a priori estimates and a renormalisation procedure is
needed. For any given sequence (αk)k∈N ⊂ RN such that ∑N

i=1α
k
i = 0, we define

U (k) := τ k(U (0)) +αk, k ∈ N, (A.5.4)

and observe that, by the properties of ⊕, the correspond density matrix does not change, thus

Γ(k) = exp
⊕N

i=1U
(k)
i − H
ε

 ∈ Pd, ∀k ∈ N. (A.5.5)

Thanks to the good property of the renormalisation map and the Sinkhorn operator, we claim
we can find a sequence αk such that the corresponding potentials U (k) as defined in (A.5.4) do
enjoy good a priori estimates and they can be used to prove the convergence of the algorithm,
as we see in the next section.

A.5.2 Convergence guarantees: proof of Theorem A.2.2
We are ready to prove our main result Theorem A.2.2, which follows from the next Proposition.

Proposition A.5.1 (Convergence of non-commutative Sinkhorn algorithm). Fix N ∈ N and
ε > 0. For all i ∈ [N ], let γi ∈ Pdi be density matrices, H ∈ Sd, with ker γi = {0}. For any
initial potential U (0) ∈

�N
i=1 Sd, we consider the sequence Γ(k) ∈ Pd as defined in (A.5.3).

1. There exist αk ∈ RN with ∑N
i=1 α

k
i = 0 such that

U (k) = τ k(U ) +αk → U ε as k → +∞. (A.5.6)

2. U ε = (U ε
1 , . . . ,U

ε
N) is optimal for the dual problem Dε(γ), as defined in (A.4.3).

3. Γ(k) converges as k → ∞ to some Γε ∈ Pd which is optimal for the primal problem
Fε(γ), as defined in (A.4.2). In particular, it holds

Γε = exp
(⊕N

i=1U
ε
i − H
ε

)
. (A.5.7)

Proof. For any U (0) ∈
�N

i=1 Sdi , we define the sequence Uk := Ren τ k(U (0)). Note that
Uk is of the form (A.5.4), for some αk. Thanks to Proposition A.3.3, we infer that Uk is
uniformly bounded and hence compact. Therefore, there exists a subsequence Ukj → U ε. We
first show that U ε is a maximizer for the dual problem. Indeed, using the properties of Ren
and τ , it holds

Dε
γ(τ(Ukj)) = Dε

γ(τ kj+1(U (0))) ≤ Dε
γ(τ kj+1(U (0))) = Dε

γ(Ukj+1).

Passing to the limit the previous inequality, using the continuity of Dε
γ and τ and recalling

that for any U we have Dε
γ(τ(U )) ≥ Dε

γ(U ), we obtain

Dε
γ(τ(U ε)) = Dε

γ(U ε).
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By definition, this means that U ε is a fixed point for τ and therefore a maximizer (Remark
A.4.1).

In order to prove (1), we show there exists a choice αk such that Uk +αk → U ε. For k = kj
for some j, we pick αk = 0, for all the others k, we instead pick αk defined by

αk = argminα
{
‖Uk +α−U ε‖∞ :

N∑
i=1
αi = 0

}
.

Note that, by Lemma A.4.1, this is equivalent to picking αk such that U ε is the closest
maximizer to Uk +αk. We claim this is the right choice. Suppose indeed by contradiction that
there exists a subsequence Uk′j

such that ‖Uk′j
+αkj −U ε‖∞ ≥ δ > 0, then by construction

‖Uk′j
+αkj −U ′‖∞ ≥ δ for any other maximizer U ′. By compactness, this is a contradiction,

since there exists a further subsequence Uk′′j
of Uk′j

converging to a maximizer U ′ (by the
same reasoning carried out above). This proves (1) and by optimality of U ε, (2) as well.
The convergence of Γ(k) follows from the compactness of U (k) and (A.5.5), whereas the
optimality of the limit point Γε and (A.5.7) are consequence of the optimality of U ε and
Remark A.4.1.

A.6 One-body Reduced Density Matrix Functional
Theory

In this last section, we prove Proposition A.2.2 and consequently Theorem A.2.3.

For given d,N ∈ N, we set d = dN and consider the space of bosonic (resp. fermionic)
density matrices Pd

+ (resp. Pd
−) as introduced in (A.2.9). Recall as well that for any given

operator A ∈ Sd, we denote by A± the corresponding projection onto the symmetric space,
obtained as A± := Π± ◦ A ◦ Π±, where Π± are defined in (A.2.8).

The universal functional in the bosonic and in the fermionic case is then given as in Definition
A.2.1, which we recall here for simplicity is given by

Fε±(γ) := inf
{

Tr(H Γ) + εTr(Γ log Γ) : Γ ∈ Pd
± and Γ 7→ γ

}
,

whereas the corresponding dual functional and problem (see Definition A.2.2) are given by

D±,εγ (U) := Tr(Uγ)− εTr
(

exp
[

1
ε

(
1
N

N⊗
i=1

U − H
)
±

])
+ ε ,

Dε
±(γ) := sup

{
D±,εγ (U) : U ∈ Sd

}
.

We are interested in fully characterizing the existence of the optimizers in the primal and the
dual problems, for both bosonic and fermionic cases. Proceeding in a similar way as in the
proof of Lemma A.3.2, one can prove that every maximizer U ε

± of the dual functional D±,εγ (·)
must satisfy the corresponding Euler-Lagrange equation given by

γ = P1

(
exp

[
1
ε

(
1
N

N⊕
i=1

U ε
± − H

)
±

])
. (A.6.1)
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A.6.1 Fermionic dual problem and Pauli’s exclusion principle
The aim of this section is to prove Proposition A.2.2. For simplicity we assume, with no loss
of generality, that ε = 1 and set D−γ := D−,1γ .
For any U ∈ Sd, we fix a basis of normalized eigenvectors of U , denoted by {ψj}j, and
consider the decomposition

U =
d∑
j=1

uj|ψj〉〈ψj|, uj ∈ R (eigenvalues) . (A.6.2)

We also denote by γj := 〈ψj|γ|ψj〉. In particular, the linear terms read

Tr(Uγ) =
d∑
j=1

γjuj .

For any such basis {ψi}i, we obtain a basis of the fermionic tensor product

ψas
j :=

N∧
i=1

ψji , j = (ji)Ni=1 ∈ Θ− ,

Θ− :=
{

(j1, . . . , jN) : ji ∈ {1, . . . , d}, ji 6= jk, if i 6= k
}
/§N ,

where §N denotes the set of permutations of N elements. With respect to this basis, we can
write

1
N

(
N⊕
i=1

U

)
−

=
∑
j∈Θ−

(
1
N

N∑
i=1

uji

)
|ψas
j 〉〈ψas

j | . (A.6.3)

Using the monotonicity of the exponential and the trace, we obtain the following result.

Lemma A.6.1 (Bounds for D−γ (U)). Fix U ∈ Sd with eigenvalues uj and eigenvectors {ψj}j .
For γ ∈ P(d), set γj := 〈ψj|γ|ψj〉. Then one has

d∑
j=1

γjuj − C
∑
j∈Θ−

exp
(

1
N

N∑
i=1

uji

)
≤ D−γ (U)− 1

≤
d∑
j=1

γjuj −
1
C

∑
j∈Θ−

exp
(

1
N

N∑
i=1

uji

)
,

(A.6.4)

where C = exp
(
‖H ‖∞

)
∈ (0,+∞).

Before moving to the proof of Proposition A.2.2, we need the following technical lemma.

Lemma A.6.2 (Linear term estimates). Consider {uj}dj=1 ⊂ R and {γj}dj=1 such that

γj ∈
(
δ,

1
N
− δ

)
,

d∑
j=1

γj = 1 , (A.6.5)

for some δ ∈
[
0, 1

2N

)
. Suppose that uj ≤ uk if j ≤ k. Then we have

d∑
j=1

γjuj ≤
1
N

N∑
i=1

uj − δ(u1 − ud) . (A.6.6)
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Proof. Thanks to the fact the uj are ordered, we have the inequality

d∑
j=1

γ̄juj ≤
1
N

N∑
i=1

uj, ∀ 0 ≤ γ̄j ≤
1
N
,

d∑
j=1

γ̄j = 1 .

Then (A.6.6) follows applying the above inequality to

γ̄1 := γ1 + δ ∈
(

0, 1
N

)
, γ̄j := γj, γ̄d := γd − δ ∈

(
0, 1
N

)
,

for every j ∈ {2, . . . , d− 1}.

We are ready to prove Proposition A.2.2.

Proof. (γ ≤ 1/N ⇒ supD−γ < ∞). This is consequence of Proposition A.6.2 with δ = 0.
More precisely, pick U ∈ Sd and consider a decomposition in eigenfunctions as in (A.6.2).
Assume that {uj}j are non increasing in j (with no loss of generality). We can then apply
Proposition A.6.2 with δ = 0 and from (A.6.6) and (A.6.4) we deduce

D−γ (U)− 1 ≤ 1
N

N∑
i=1

uj −
1
C

∑
j∈Θ−

exp
(

1
N

N∑
i=1

uji

)
≤ 1
N

N∑
i=1

uj −
1
C

exp
(

1
N

N∑
i=1

uj

)
,

where in the last inequality we used the positivity of the exponential. Therefore

sup
U∈Sd

D−γ (U) ≤ sup
x∈R

(x− 1
C
ex) + 1 = logC <∞ .

(supD−γ < ∞ ⇒ γ ≤ 1/N). Suppose by contradiction that the Pauli’s principle is not
satisfied. With no loss of generality, we can assume that

γ =
d∑
i=1

γi|ψi〉〈ψi|, γ1 >
1
N
.

We build the sequence of bounded operators Un ∈ Sd given by

Un :=
d∑
i=1

uni |ψi〉〈ψi|, un1 := n , unj := − n

N − 1 , ∀j ≥ 2 . (A.6.7)

Observe that by construction, we can estimate the non-linear part of D−γ (U) as

∀j ∈ Θ−, exp
(

1
N

N∑
i=1

uji

)= 1 if ji = 1 for some i ,
≤ 1 otherwise .

It follows that we can bound from below D−γ (Un) as

D−γ (Un) ≥
d∑
j=1

γju
n
j − C

(
d

N

)
. (A.6.8)
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We claim that the linear contribution goes to +∞ as n→ +∞. To see that, note that
d∑
j=1

γju
n
j = n

(
γ1 −

1
N − 1

d∑
i=2

γ2

)
= n

N − 1

(
Nγ1 − 1

)
, (A.6.9)

where we used that∑i γi = 1. From this, using γ1 >
1
N
and (A.6.8) we deduce D−γ (Un)→ +∞

as n→ +∞, thus a contradiction.

(Equation for the maximizer and uniqueness). If a maximizer exists, then it solves the equation
(A.6.1). Thanks to the Peierls inequality, we also know that D−γ is strictly concave (because
the exponential is strictly convex), hence the uniqueness of the maximizer.

(Existence of argmaxD−γ ⇒ 0 < γ < 1/N ). We proceed as in the latter proof. By
contradiction, assume that

γ =
d∑
j=1

γj|ψj〉〈ψj|, γ1 = 1
N
, γj ∈

(
0, 1
N

)
, ∀j ≥ 2 .

The case γj = 0 can be directly ruled out from the Euler-Lagrange equation for a maximizer
(A.6.1). We can then consider the very same sequence Un as defined in (A.6.7). From (A.6.8),
(A.6.9), and the first part of Theorem A.2.2, on one hand we deduce

−C
(
d

N

)
≤ D−γ (Un) ≤ logC , ∀n ∈ N .

On the other hand, ‖Un‖∞ → +∞ as n→∞, which means that D−γ is not coercive. Thanks
to Peierls inequality, we also know that D−γ is strictly concave, which implies that D−γ can not
attain its maximum.

(0 < γ < 1/N ⇒ existence of argmaxD−γ ). Let U ∈ Sd and consider a decomposition in
eigenfunctions as in (A.6.2). Assume that {uj}j are non increasing in j (with no loss of
generality) and denote by γj := 〈ψj|γ|ψj〉. By assumption, there exists δ ∈

(
0, 1

N

)
such that

d∑
j=1

γj = 1, γj ∈
(
δ,

1
N
− δ

)
, ∀j ∈ {1, . . . , d} . (A.6.10)

We can then apply Proposition A.6.2 and (A.6.4) to obtain

D−γ (U)− 1 ≤ 1
N

N∑
i=1

uj −
1
C

∑
j∈Θ−

exp
(

1
N

N∑
i=1

uji

)
− δ(u1 − ud) (A.6.11)

≤ 1
N

N∑
i=1

uj −
1
C

exp
(

1
N

N∑
i=1

uj

)
− δ(u1 − ud), (A.6.12)

where we used the positivity of the exponential. Set S := supx(x− ex

C
) + 1 <∞, and infer

D−γ (U) ≤ S − δ(umax − umin), ∀U ∈ Sd, U =
d∑
j=1

uj|ψj〉〈ψj| , (A.6.13)
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where umax and umin denotes respectively the maximum/minimum eigenvalue of U . Let us use
this estimate to prove to existence of a maximizer for D−γ . Consider a maximizing sequence Un

of bounded operators. In particular, we can assume that −I := infnD−γ (Un) ≥ −∞. If the
sequence {Un}n is bounded in Sd, then any limit point is a maximum for D−γ , by concavity and
continuity of D−γ , and the proof is complete. Suppose by contradiction that ‖Un‖∞ → +∞
as n→ +∞. Note that from (A.6.13) we deduce

sup
n∈N

(
unmax − unmin

)
≤ S + I

δ
<∞ , (A.6.14)

therefore we deduce that either unj → −∞ or unj → +∞ for every j ∈ {1, . . . , d}. In the first
case, we would have a contradiction, because

−I ≤ D−γ (Un) ≤
d∑
j=1

γju
n
j + 1→ −∞ as n→ +∞ .

In the second case, we can use (A.6.11) to find a contradiction, because

−I ≤ D−γ (Un) ≤ 1
N

N∑
i=1

unj −
1
C

exp
(

1
N

N∑
i=1

unj

)
+ 1→ −∞ ,

where we used that lim
x→+∞

(x− C−1ex) = −∞. The proof is complete.

A.6.2 Duality theorem for fermionic and bosonic systems
In this section we prove Theorem A.2.3. The proof relies on the use of Theorem A.2.1 and
the existence of maximizers for D−,εγ , proved in Proposition A.2.2, and D+,ε

γ . The latter can
be proven easily by noting that the spectrum of

(⊕N
j=1 Uj

)
+
contains the spectrum of U and,

applying similar computations to the ones used in the case of D−,εγ , deducing the coercivity of
D+,ε
γ . We also need the following observation.

Remark A.6.1. If H satisfies (A.2.10) and γ = (γi)i , γi = γ, then the minimizers of Dε
γ

(the dual functional without symmetry constraints) can be taken to satisfy Ui ≡ U , for some
U ∈ Sd. In particular

Dε(γ) = sup
U∈(Sd)N

Dε
γ(U ) = sup

U∈Sd

{
Tr(Uγ)− εTr

(
exp

[
1
ε

(
1
N

N⊗
i=1

U − H
)])}

+ ε .

This follows from the observation that if U ∈ (Sd)N , then we obtain a symmetric competitor
Ũ

(Ũ )i = 1
N

N∑
j=1

Uj , such that Dε
γ(Ũ ) = Dε

γ(U ) .

Proof of Theorem A.2.3. Let us assume that γ > 0 in the bosonic case (0 < γ < 1
N

in the
fermionic case). The general duality result (including the case γ in which does not satisfy the
above strict inequalities) can be handled by decomposition of the space, in the same way as in
Remark A.3.3.
Under these assumptions, thanks to Proposition A.2.2, we know that a maximizer U ε

± exists
and satisfies (A.6.1).
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We then define the N -particle density matrix

Γ̃ε± := exp
[

1
ε

(
1
N

N⊕
i=1

U ε
± − H

)
±

]
∈ Sd ,

and thanks to Remark A.4.1, we know that Γ̃ε± is optimal for the problem Fε
(

P1(Γ̃ε±)
)
without

symmetry contraints. Observing that (Γ̃ε±)± = Γε± (defined in (A.2.15),(A.2.16)), we deduce
that Γε± must be optimal for the primal problem Fε±(γ) with symmetry constraints. This also
proves the equality between primal and dual problems and concludes the proof.
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