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Abstract

This thesis is based on three main topics: In the first part, we study convergence of
discrete gradient flow structures associated with regular finite-volume discretisations of
Fokker-Planck equations. We show evolutionary I'-convergence of the discrete gradient
flows to the L2-Wasserstein gradient flow corresponding to the solution of a Fokker-Planck
equation in arbitrary dimension d > 1. Along the argument, we prove Mosco- and I'-
convergence results for discrete energy functionals, which are of independent interest for

convergence of equivalent gradient flow structures in Hilbert spaces.

The second part investigates L?-Wasserstein flows on metric graph. The starting point
is a Benamou-Brenier formula for the L2-Wasserstein distance, which is proved via a
regularisation scheme for solutions of the continuity equation, adapted to the peculiar
geometric structure of metric graphs. Based on those results, we show that the L*-
Wasserstein space over a metric graph admits a gradient flow which may be identified as

a solution of a Fokker-Planck equation.

In the third part, we focus again on the discrete gradient flows, already encountered
in the first part. We propose a variational structure which extends the gradient flow
structure to Markov chains violating the detailed-balance conditions. Using this structure,
we characterise contraction estimates for the discrete heat flow in terms of convexity of
corresponding path-dependent energy functionals. In addition, we use this approach to

derive several functional inequalities for said functionals.
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INTRODUCTION

The central objects of this thesis are gradient flows for energy functionals on Wasser-
stein spaces and their counterparts on discrete spaces arising from continuous-time
Markov chains.

1. GRADIENT FLOW STRUCTURES FOR WASSERSTEIN SPACES AND FOR
FINITE-STATE MARKOV CHAINS

A Wasserstein space over a metric space (X, d) consists of the set P(X) of all Borel
probability measures on X endowed with a metric — the so-called LP-Wasserstein
distance. In case, X is a complete and connected Riemannian manifold, the LP-
Wasserstein distance may be introduced for p > 1 by the Benamou-Brenier formula
[BBOO]

1
W2 (i, 1) o= inf{ [ Wl dt}, W

where the infimum is over all pairs (g, v¢)ejo,1) of curves ¢ — ji; joining g to ju; in the
space of Borel probability measures on X and vectorfields ¢ — v; solving the continuity

equation
d

Eut + V- (vy) =0 (2)

in the sense of distributions. More generally, the LP-Wasserstein distance may be
defined on metric spaces via the optimal transport problem going back to the works of
Gaspard Monge [Mon81] and Leonid V Kantorovich [Kan42]; we omit the definitions
and details of this approach.

Provided that X is compact, the LP-Wasserstein distances metrises the topology of
weak convergence on P(X).

1.1. Gradient flows on the metric space (P(X),W5). There is a surprising re-
lation between solutions for Fokker-Planck equations on Euclidean domains 2 C R”
with no-flux boundary conditions and gradient flows for entropy functionals in the L2-
Wasserstein space over (€2, |-],).

Recall that a gradient flow for a smooth functional F' on Fuclidean space or a
Riemannian manifold takes the simple form of a curve (z;)¢>0 solving

d
al’t = —VF(.T)t)

While this equation extends in a straightforward fashion to, say, lower semicontinu-
ous functionals on Hilbert spaces via the notion of subdifferentials (see e.g. [BP70b],
[BP70a], [Bré7l]), a generalisation to metric spaces is more involved. One possible
choice is to define a gradient flow (x;)so for a functional F' on a metric space (X, d)
in terms of the energy dissipation inequality

1 t
F(x) + 2/ e + 10aF ) () dr < F(z,) Vs>, (EDI)

which we assume to hold for times ¢ = 0 and a.e. ¢t > 0. In this inequality, the
expression |i,|, denotes the so-called metric derivative of z; and may be interpreted

as the “modulus of the speed” for the curve t — ;.
1



2 INTRODUCTION

On the other hand, |0,F'| denotes the (local slope) of the functional F' and may be
seen as a generalisation for the gradient of F.

The key observation in the celebrated work [JKO98] is the following: Weak solutions
for the heat equation with no-flux boundary conditions on a Euclidean domain 2 C R
satisfy (2.5) for F' corresponding to the logarithmic entropy Ent(y) := [, plog pdx
whenever dy = pdx on (P(Q2), Ws). Indeed, in this setting, there exists precisely
one such curve satisfying (2.5) for a given initial condition po = @ € P(2) with finite
entropy Ent(j1) < +o0.

Since then, this metric notion of a gradient flow and its relatives have been suc-
cessfully applied to several energy functionals on Wasserstein spaces over Fuclidean
domains, Riemannian manifolds and even metric measure spaces (see e.g. [Ott01],

[CMV+03], [CMV06], [AGS08], [GST09], [AGS14]).

1.2. Gradient flows for finite state Markov chains. The situation is different
however, in case of a discrete space X. Then the LP-Wasserstein space does not
permit two disjoint points to be connected by a constant-speed geodesic, that is a
curve (fi¢)scpoq] in (P(X), W,) satisfying the scaling relation
Wo(pts, te) = |s = t{Wp(po, 1) Vs, t € [0,1]. (3)
Note that, up to parametrisation, constant speed geodesics in (P(X), W,,) are precisely
the curves which (together with a correspondign vectorfield) achieve the infimum in
(1). As a consequence, there is no hope for a Benamou-Brenier formula (1) to hold.
To overcome this issue, a different metric on the space of discrete probability mea-
sures on a finite space X has been proposed independently in the works [Maall],
[Miell], [CHLZ12]. This time the main ingredient is not a metric on X but a
continuous-time Markov chain on X described by a infinitesimal generator Q € RY*¥,
It is assumed that the Markov chain is irreducible and satisfies the detailed balance
conditions
m(2)Q(z,y) = 7(y)Qy,v)  Vr,y € X (4)
for a unique stationary distribution 7 of Q.
Then a metric YW on P(X) is introduced by

WZ(MO,M) = inf{/01<¢talc(,“t)wt> dt}u (5)

where the infimum is over all pairs (g, ¥¢)icp,1) of smooth curves t — p; connecting
o to g in P(X) and measurable “vectorfields” ¢ + 1); in RY satisfying the discrete
continuity equation

d
Eﬂt = ’C(,ut)wt a.e. t e [O, 1] (6)
Here K : P(X) — R**? denotes the Onsager operator given by

Kw) = 3 m(@)Qw, 9)0(H, 50 (e(a) — e(y) ® (ela) = e(y)),  (7)
z,yeX
where 6 : Rj x Rf — Rj denotes a mean function — yet to be defined — and e(x)
denotes the unit vector at x.

Apart from a definition which mimics the Benamou-Brenier formula (1), the metric
W shows properties similar to the L2-Wasserstein distance over Euclidean domains. In
particular, any two points in (P(X), W) may be joined by a constant-speed geodesic
— even more, the interior of P(X’) (that is the set of all nowhere vanishing probability
measures on X') admits a Riemannian structure which induces W.
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Besides geometric properties in common, we may identify the EDI gradient flow
(1¢)¢>0 for the entropy Ent on (P(X), W) as a solution for

a/ﬁt = wQ, (8)

provided that we fit the mean @ in (7) to the energy functional; in case of the loga-
rithmic entropy Ent, this is the logarithmic mean

Brog(a, b) 1= ——— b

—_— Ya,b > 0: b.
loga — logb @ af

2. OVERVIEW OF RESULTS

In this section we give a brief overview of the works [FMP20a], [FMP20b], [EFMM20]
and [FM20] comprised in this thesis.

2.1. Evolutionary I'-convergence of entropy gradient flow structures for
Fokker-Planck equations. For the metric W shares similarities with the L2-Wasser-
stein distance, yet arises from a very different structure on the underlying space —
namely a continuous-time Markov chain instead of a metric topology, it seems natural
to ask how both distances are related. In the works [GM13], [GKM18], [GKMP19]
Gromov-Hausdorff convergence of (P(X), W) to (P(£2),Ws) is studied in the frame-
work of finite volume schemes which means that the state spaces X = T consist of
suitably regular meshes on an n-dimensional torus (as in [GM13]) or a compact do-
main in R” (as in [GKM18]) with mesh size [T] — 0.

The equation (8) may be related to a finite volume-scheme as follows: Consider a
finite partition 7 (called mesh) of a bounded domain 2 C R™ with non-empty convex
interior as well as the linear drift-diffusion equation

G = An+ V- (pVV) =V (oV(2)) (9)
with a no-flux boundary conditions on € and an equilibrium density ¢ = Ce™" for a
potential function V € C*(Q) and a normalisation constant C' > 0.

We recall that a so-called two-point flux approximation finite-volume scheme may
be derived from (9) by integrating the left- and the right-hand side over a suitably
regular element K € T (called cell) and applying the divergence theorem viz.

d ptdx—Z/ v dHL

LeT VIKL
L~K

where L ~ K denotes neighbouring cells L and K, 'k the common interface between
K and L, and v the outward-pointing normal on K. Now the approximation of this
equation takes the form

(K L
Z SKLd (:ut ) o lut( ))Hnl(PKL) (10)
ﬁ; KL TK L

We expect the expressions ju(K), Sk, and 7 - (“ ;(f) — %LL)) to approximate the

density p; on K, the equilibrium density o on the common interface 'k, and the
directional derivative V(2) - vk, respectively. In particular, 7 := i) 5 0 dx takes over
the role of a discretised equilibrium and dg denotes the Euclidean distance between
reference points zx and zp interior of their respective cells K and L.
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Note that (10) corresponds to the discrete heat equation (8), provided that we
consider the infinitesimal generator

S
Q(K,L) = 2L 4" (Tg,)
WKdKL

on the state space 7. Evidently, a pair (@, 7) defined this way satisfies the detailed
balance conditions (4) and, hence, is admissible for the W-gradient flow structure for
the discrete entropy.

Convergence of this finite volume scheme as described in (10) is a well-studied
subject (see e.g. [EGHO00], [BHO18]). Nevertheless, in [FMP20a] we are concerned
about convergence of gradient flows in (P(7), W) to corresponding gradient flows in
(P(§2), Ws) by purely variational methods. More precisely, we use an abstract notion
of evolutionary I'-convergence of EDI gradient flows introduced in [SS04], [Ser11]. To
this end, consider a sequence of meshes (7Ty)nen on a fixed compact domain © C R
with mesh size [Ty] N\, 0 as well as (relative) logarithmic entropy functionals Enty
and Entg on P(Ty) and P(Q), respectively: The main-ingredients are a sequence of
curves (1) yen of curves t — yy; satisfying (2.5) for entropies Enty on P(7y) and a
limit curve t — p; in P(2) such that the following assumptions hold:

(i) Well-preparedness of the initial conditions:
The piecewise constant interpolants of pf’ converge to g in (P(2), Ws) as N —

00.
(ii) I'-liminf bound on the entropies:
lim inf Enty(p)) > Ento(p,) YVt >0. (11a)
—00
(iii) T-liminf bound on the metric derivatives:
T T
. . N2 .2
hNHBo%f/O ‘ut ‘Wdt 2/0 |1ty At VT > 0. (11b)
(iv) T-liminf bound on the metric slopes:
T T
liminf/ |8W,uiv‘2dt > / B> dt YT > 0. (11c)
N—oo /g 0

This approach of showing evolutionary I'-convergence for curves satisfying (2.5) for
the entropies on (P(7Ty), W) to their continuous counterparts was already successfully
implemented by [DL15] in a 1-dimensional setting, under an isotropy condition on the
meshes, using interpolation techniques that seem to be limited to the real line.

The achievement of [FMP20a] is an evolutionary I'-convergence result, valid for
compact, convex domains in R" for arbitrary dimension n and mild assumptions on
the regularity of the meshes.

Whereas the first bound (11a) on the limit inferior of the entropies (Enty)yen is
a consequence of the well-known weak lower-semicontinuity of relative entropy func-
tionals (see e.g. Lemma 9.4.3 in [AGS08]) together with Fatou’s lemma, the I'-liminf
bounds on the metric derivatives and slopes in arbitrary dimension are based on
the following crucial tool: namely, a Mosco-convergence result for energy function-
als FY: L*(€2) — [0, +00] given by

FX(9) = 5 (o, K(ux)g),

whenever ¢ is constant on every cell in the mesh 7,, and , hence, may be interpreted
as a function on T otherwise, put f,i\lfv (p) = +o0.
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Under the assumptions that the piecewise constant interpolation densities for uy
converge weakly to some limit measure p € P(Q2) as N — oo and the (un)nyen are
uniformly is bounded from above and away from zero, the functionals F, !]xv converge in
Mosco-sense to the (continuous) Dirichlet form given by F,(¢) := 3 [ |Ve[*dp, i.e.
we have the following bounds:

(i) For every sequence (px)nen, weakly convergent to ¢ in L%(€), it holds

limint 7Y, (pn) > Fu(eo). (122)

(ii) For every ¢ € L*(Q), there exists a sequence (py)yen strongly convergent to ¢
in L?(2) such that

limsupfﬁv(gpN) <F,(p). (12b)

N—oo
The proof of this result is based on a compactness and representation procedure,
following ideas from [AC04] and [BFLMO02].
In order to infer the I'-liminf bound on the metric derivatives from the Mosco-
convergence result above, we use the fact that both the metric derivatives |u£\' }W and
|f1¢]yy, may be expressed in terms of the Legendre duals of suitable Dirichlet forms viz.

Lonp2 d, N N
- = 4Ny F 13
2‘Mt ‘W @ESIEIQI?Q){“D’ dt:ut > H{V(@)}a ( )

where the paring between ¢ and % pl¥ is understood in the sense of
(o, gt ) = D oK) fimp (),

KeT
whenever ¢ takes only a constant value on each cell in T, as well as

1 .
“Nuli, = sup {(0, L) —Fo (o)} (14)
2 pEC(Q)

with the canonical paring

d
<807 %MQ = dt/QSOth-

Assuming enough regularity on the 42, we may use (12b) for a sequence of piecewise
constant interpolants ¢, — ¢ in L?(2) as well as (13) to infer

o Ly np2
(i, o) = Fuu(ip) <liminf (o, ") = Fov () < i’ [y,

Now, taking the supremum over all ¢ € C°(Q) in this inequality, using (14) and
integrating both sides over the interval (0,7") gives the I'-liminf bound (11b).

The proof of the I'-liminf bound on the metric slopes takes advantage of the Mosco-
convergence of Dirchilet forms as well. Indeed, we have the relations

1 N2 N N N1
5‘81/\/%‘ :]:#gv( pi) for p; ~:E

and

1 du
§|6W2/Lt‘2 = F/J‘t(\/[Tt) for p; := dfxt

Thus, integrating both sides of (12a) over the time interval (0,7 for ox = \/p and
¢ = \/pr translates directly into I'-liminf bound (11c) , provided that the p; are again
regular enough to invoke the Mosco-convergence of the Dirichlet forms F ﬁv

t
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In order to verify that the measures .7-" satisfy the regularity requirements for

both Mosco-bounds in (12) to hold, we Wlll make use of a careful analysis of parabolic
Harnack inequalities for the discrete heat flow in (8), undertaken in the accompanying
note [FMP20b].

Harnack inequalities for diffusions and jump processes are intensively studied both
on locally finite graphs (e.g. [Del99], [BBK09]) and in metric measure spaces (e.g.
[Stu96], [CKW17], [CKW18], [CKW19a], [CKW19b]).

Note that the framework for gradient flows for finite state Markov chains described
above allows for an interpretation of the state space X as a finite weighted graph,
due to the detailed balance conditions (4): Two nodes z,y € X are connected by
an edge {x,y} with edge weight j(z,y) = 7(x)Q(z,y), precisely, when Q(z,y) > 0.
Endowed with a suitable metric (like for instance the usual graph metric) as well as
the the stationary distribution 7 of the Markov chain, we may further interpret this
graph/Markov chain as a metric measure space.

Nonetheless, in case of the finite volume scheme as described above and employed
n [FMP20a], none of the cited works above in the realms of Harnack inequalities
is directly applicable out of the box to obtain regularity for the discrete measures
]-' . In particular, the main reference for quadratic diffusions on locally finite graphs

[Del99] requires the stationary distribution to satisfy the normalisation condition
m(x) = > ex J(x,y) to hold, which is not the case in our setting of [FMP20a].

Hence, the goal of [FMP20b] is to fill up the small gap in the existing literature and
prove the validity of a parabolic Harnack inequality in the quadratic case for bounded-
horizon jump processes as well as a Holder regularity result for the corresponding
discrete heat flow. The latter result allows for an application in the finite volume
framework as we obtain the required regularity for on the curves (1), uniformly
for all N € N, only in dependence of some time t; > 0.

Let us briefly describe the main results mentioned above in the particular case of
our finite volume setting (see [FMP20b] for the general statements for jump processes
on metric measure spaces and locally finite graphs).

Then a parabolic Harnack inequality holds as follows: For every time t, > 0 there
exist constants Cyg, R >0, N, e Nyand 0 <y <1 < 772 < 1 such that for every non-
negative solution (uN )i>o of the discrete heat equation E”t QN with N > Ny, it
holds
sup i (K) < Cpq inf p(K) Vs > to,

teQf

teQy :
K€7§N KeTn

where
Qs =[s—mR%s—nR?] and  QF = [s,s + R’

As a consequence, this Harnack inequality implies the following regularity result,
used in [FMP20a] to invoke the Mosco-bounds (12) for the discrete heat flow: For every
time to > 0 there exist constants C; A > 0 and N,, € N such that every non-negative
solution (p1}Y )¢>o of the discrete heat equation $4, = 11,Qy with N > Ny satisfies

|\ (K) — i (L) < Clog —z) sup ps(K) VK,L €Ty, t>1t. (15)
s>t/2
KE'{-N
In view of |zx — x| = dg denoting the distance between reference points zx and
xy, in the interior of respective cells K and L in Ty, one may see (15) as a discrete
A-Holder bound on the meshes Ty, stable in terms of constants as N — oo.
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2.2. Gradient flows on Wasserstein spaces over metric graphs. As already
mentioned above, the discrete heat flow (8) may be interpreted as a gradient flow
with respect to the metric W for probability measures on a finite weighted graph
corresponding to a Markov chain generator () satisfying the detailed balance conditions
(4).

Yet, a connected weighted graph G = (V, E) gives rise to another gradient flow
structure by following the more traditional approach of Wasserstein gradient flows on
a geodesic space associated to G. This means that we require any two points in the
associated space to be connected by a constant-speed geodesic. A natural geometric
approach is to construct such a geodesic space by interpreting the edges of the graph
G as line-segments glued together at corresponding nodes. The resulting space is then
called a metric graph over G.

More formally, a metric edge space E over a directed graph G with weight function
m : E — R* may be understood as the (topological) disjoint union of all intervals
{[0,m¢]}ecr, each interval identified with an directed edge e € E with edge weight
me = m(e). Then the metric graph & over G emerges as (topological) quotient
space & := E/ ~, where points  ~ 3 are identified, whenever they are (the canonical
injections of) endpoints of intervals, corresponding to the same node in V.

Provided, that we ignore the orientation of GG, the metric graph & may be endowed
with a natural metric d which measures the total length of the shortest path between
any two points. Under the assumption that the underlying graph G is finite and
connected, (&b,d) is a compact geodesic space — and so is every Wasserstein space
(P(&), W,) for p > 1.

However, a characterisation of the LP-Wasserstein distance in terms of a Benamou-
Brenier formula (1) is not straightforward in P(®). Indeed, we first have to adapt
the continuity equation (C€) to the setting of a metric graph by imposing boundary
conditions on each node in V', which preserve the total mass p; on &, viz.

S Uw) = Y Ulwe)  VweV, (16)

ecEin ec Eout

where U, denotes the density of the momentum field v, - y1; defined on E, w, is the
(canonical injection of the) endpoint of the interval [0,m,.] corresponding to a node
w € V with adjacent edge e € E, as well as the sets E2"* and E' of all edges with w
as tail and head, respectively.

Now following the classical proofs for the Benamou-Brenier formula (1), one runs
into considerable obstacles caused by the particular geometry off metric graphs. In
fact, a Wasserstein space over a typical metric graph is a so-called branching space,
i.e. there exist constant-speed geodesics (t)ejo,1), (fi)iefo] and to € (0,1) such that
the values of p; and fi; agree at all times t < ¢y, but not at any time ¢ > ;.

In particular, this means that a constant-speed geodesic in (P(G), W,) is uniquely
defined as a solution of the continuity equation (C€) and node conditions (16) in terms
of the pair of initial values (o, v;), no matter the regularity of py. Hence, techniques
which rely on describing solutions of (C€) in terms of a flow are not at our disposal for
the proof of a Benamou-Brenier formula (1) for Wasserstein spaces over metric graphs.

Instead, our approach in [EFMM20] is inspired by [GH15] where a notion for the
continuity equation is studied in a setting of metric measure spaces, thus, using proof
techniques not relying on flows.
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On the other hand, in [GH15] only curves of probability measures with bounded
densities are considered. In particular, under this restriction a Benamou-Brenier for-
mula (1) in (P(&),Ws) may only be inferred between any two measures po and i
that can be connected by a geodesic y; possessing a density in L>°(G) for all times
tel0,1].

In order to remove this restrictive assumption, we employ a regularisation for dis-
tributional solutions of the continuity equation (C€). On Euclidean domains the pair
(#4 V¢)tejo,1) may be regularised by means of an even and compact convolution kernel,
which preserves the no-flux-boundary conditions accompanying (C€) on a neighbour-
hood of the domain.

In contrast, on a metric graph we have to employ a more delicate regularisation
scheme which results in regularised curves solving not only (C€) but also satisfying the
node conditions (16). As a result, we show in [EFMM20] that the Benanou-Brenier
formula (1) is valid between any two probability measures in (P(&), W).

Furthermore, we use the regularisation scheme for solutions of the continuity equa-
tion on metric graphs to prove a chain-rule for relative entropy functionals along suit-
ably regular curves (fi¢):cjo,7] in (P(B), Ws). In particular, for the logarithmic entropy
we obtain

d
aEnt(ut) = /(Vlogpt,Ut> dz a.e. t € (0,7), (17)
E

whenever the pair (£, v¢)se[o,7] solves the continuity equation (¢€) with node conditions
(16) such that
(i) the curve t — p; is 2-absolutely continuous,
(ii) dy; = py dz and U, = v,p; with (t,7) — \/pi(x) belonging to L'(0,T; W3(E)).
Holder’s and Young’s inequality allow us to estimate the right-hand side of (64) as

1
/(Vlogpt, Up) dz < /|Vlogpt| U dx < 2/|Vlogpt|2 + |U,|? da. (18)
£ 3 E

Note that we have equality in (18), precisely, when U, = —V log p; for a.e. t € [0,T].
In this case, the continuity equation (<€) simplifies to to the heat equation

d
&pt = th, (19&)

together with node conditions

> Vpwe) = Y Vp(we)  VweV. (19b)

ecEn ec EQut

In particular, (p;)icp,r solves (19) if and only if the corresponding curve of probability
measures du; = p; do satisfies a energy dissipation equality

d 1,. 1
! Ent(u:) = §|Nt’3vg + 510w, Ent[*(u)dz  ae t€(0,7), (20)
where we identified [¢ |U;|dz with the metric derivative |/, and [¢|V log p;| dz with

the metric slope |0y, Ent|.

2.3. A variational structure for non-reversible Markov chains. Finally, in
[FM20] we turn our attention back to the gradient flow structure for finite-sate Markov
chains. We investigate the role of the detailed balance conditions (4) for the gradient
flow structure accompanying (22) as introduced above.



INTRODUCTION 9

To this aim, note that violating the detailed balance conditions (4) breaks the sym-
metry of the Onsager operator (7). As a consequence, (5) need not define a metric on
P(X) anymore.

Given a non-reversible Markov chain, i.e. the corresponding infinitesimal generator
A violates the detailed balance conditions (4), and an equilibrium distribution 7 for
A, we propose the use of the following symmetric Onsager operator instead:

K(n) =) Oog(Alz, y)p(x), Aly, 2)u()) (e(z) — e(y)) @ (e(x) —e(y)).  (21)
T, yeX
Whenever A agrees with an infinitesimal generator () satisfying the detailed balance
conditions (4), the Onsager operator K agrees with the usual one in (7).

Provided that one replaces K by K, the formula (5) gives rise to a metric W on
P(X), no matter the validity of the detailed balance conditions.

It is well-known from numerical investigations (see e.g. [RBS16] [CLP99], [DHNO00],
[LP17]) that a perturbation of a Markov chain generator, which breaks the detailed
balance conditions (4), may improve the rate of convergence to equilibrium in terms
of spectral gap.

On a more rigorous level, it is known that the L?-energy production along a curve
t — p; solving

d
&Mt = A (22)
depends only on the reversible part of A, given by
Q = diag() ' Sym(diag(m)A). (23)

Note that @ is an infinitesimal generator with the same equilibrium distribution 7
satisfying the detailed balance conditions (4).

Such a result is not known to hold, when the L2-energy is replaced by a logarithmic
entropy. Indeed, in [FM20] we present a simple numerical example showing that the
rate of convergence in terms of the entropy relative to the equilibrium distribution
may actually decrease, when a non-reversible perturbation is performed as above.

Nevertheless, we may use the variational structure introduced above via the Onsager
operator K to relate geodesic convexity of a modified entropy functional to contraction
estimates for solutions of (22) in terms of the metric W. To this aim, we introduce a
family of functionals {V;},cp01] on the space of constant-speed geodesics in (P(X), W)
by setting

Vilg) = / S (@)K g (o, ) Ll y) dr

where ¢ : [0, 1] — P(X) denotes a constant-speed geodesic and the matrix L satisfies
the element-wise relation A(z,y) = e*@¥Q(x,y) for all z,y € X and Q as in (23).
Note that, whenever A satisfies the detailed balance conditions (4), one may choose
L = 0 and the functionals V; vanish.
Now any two solutions (14 )eco,r), (fit)rcjo,r] of the discrete heat equation (22), staying
in a small enough geodesic ball, satisfy the contraction estimate

W (e, i) < €W (o, fio) (24)

for a constant A € R, precisely, when ¢ — Ent(g;) + Vi(g) is A-convex for all constant
speed geodesics g : [0, 1] — P(X).

This result may be seen as a discrete counterpart to a contraction result in [Ket16]
for non-reversible diffusions in terms of the L2-Wasserstein distance.
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As seen above in our Markov chain setting, reversibility of the diffusion operator
implies that the contraction constant A is related to A-convexity of just the logarith-
mic entropy along constant-speed geodesics in the Wasserstein space. As shown in the
celebrated works [ST06] and [LV09], the convexity constant A then represents a syn-
thetic lower Ricci curvature bound.
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EVOLUTIONARY I'-CONVERGENCE OF ENTROPY GRADIENT
FLOW STRUCTURES FOR FOKKER-PLANCK EQUATIONS IN
MULTIPLE DIMENSIONS

DOMINIK FORKERT, JAN MAAS, AND LORENZO PORTINALE

1. INTRODUCTION

This paper deals with the convergence of discrete gradient flow structures arising
from finite volume discretizations of Fokker-Planck equations on convex domains in
R?. For a given potential V € C(Q), we consider the Fokker-Planck equation

Op=Ap+ V- (uVV) on (0,T) x €, (1.1)

where Q is a convex, open and bounded subset of R and T € (0, +00). Since the
seminal works of Jordan, Kinderlehrer and Otto [JKO98, Ott01], it is known that
(1.1) can be formulated as a gradient flow in the space of probability measures Z2(12)
endowed with the 2-Wasserstein distance Wy from optimal transport. The driving
functional is the relative entropy with respect to the invariant measure m(dz) :=
% exp(—V(x))dz, where Zy is a normalising constant.

Here we consider spatial discretisations of (1.1) obtained by finite volume methods
for a general class of admissible meshes. In this setting it is very well known that
solutions to the discrete equations converge to solutions of (1.1); see, e.g. [EGHO00],
[BHO18] for results in dimension 2 and 3 and [DEG™ 18] for more general situations.

In this paper we exploit the fact that the discretised Fokker-Planck equations can
also be formulated as gradient flow with respect to a suitable discrete dynamical
transport distance Wr; see the independent works [CHLZ12, Maall, Miell]. This
gradient flow structure has been intensively studied in relation to curvature bounds
and functional inequalities [EM12, CHLZ12, EM14, EMT15, EMR15, EMW19].

In this paper we prove evolutionary I'-convergence of the discrete gradient flow
structures to the Wasserstein gradient flow structure; i.e. rather than directly passing
to the limit at the level of the gradient flow equation, we pass to the limit in the
energy-dissipation inequality that characterises the gradient flow structure.

This yields a new proof of convergence for the associated gradient flow equations,
which does not rely on specific properties such as linearity or second order. Instead,
the method is based on properties of functionals and tools such as I'- and Mosco
convergence.

The method of evolutionary I'-convergence was pioneered by Sandier and Serfaty
[SS04]; see [Miel6] for a survey on the topic. This method has recently been applied
in various situations such as gradient systems with a wiggly energy; see [DFM19].

For Fokker-Planck equations in dimension d = 1, evolutionary I'-convergence was
proved by Disser and Liero [DL15]. Their proof relies on interpolation techniques
which do not easily extend to multiple dimensions. Our proof is different and relies

on compactness and representation theorems, in particular [BFLMO02, Theorem 2],
13
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adapting ideas from [AC04]. Our variational proof suggests the possibility of extend-
ing those techniques to more general settings (e.g. higher order and/or nonlinear
PDE).

The fact that the method of evolutionary I'-convergence works on arbitrary ad-
missible meshes is remarkable in view of recent work on the limiting behaviour of
the associated transport distances; in fact, it was shown in [GKM18] that the con-
vergence of Wy to Wy (in the limit of vanishing mesh size of T') requires a restrictive
isotropy condition on the meshes; see [GKMP19] for explicit examples. This discrep-
ancy in convergence behaviour can be explained by regularity: to prove evolutionary
I'-convergence one may impose spatial smoothness assumptions on the discrete dy-
namics (in view of regularity results for the discrete gradient flows); by contrast, the
transport costs on anisotropic meshes are minimised along highly oscillatory curves.

Organisation of the paper. In Section 2 we present the general gradient flow
picture linked to the Fokker-Planck equation in R?, both at the continuous and at
the discrete level in a finite volume framework.

In Section 3 we present our main contributions of this work, namely the energy
bounds of Theorem 3.3 and evolutionary I'-convergence of the Wasserstein discrete
gradient structures to the continuous one, reproving the convergence of the discrete
scheme, in Theorem 3.6. In Section 4 we sum up the previous and known results,
discussing different point of views and limitations.

In Section 5 we prove our main results, namely Theorem 3.3 and Theorem 3.6. In
Section 6 we give a short discussion about possible different gradient flow structures
for the Fokker-Planck equation on Hilbert spaces.

We then move to Section 7 and Section 8, where we present and prove the Mosco
convergence of some discrete functionals to their continuous counterparts, including
the one of certain Dirichlet forms.

Notation. Throughout the paper we use the notation a < b (or b 2 a) if a < Cb
with C' < oo depending only on 2, ( and m. We write a ~ b if a < b and a = b.

2. GRADIENT FLOWS

In this section we describe the formulation of the Fokker-Planck equations as
Wasserstein gradient flows of functionals on the space of probabilities, both at the
continuous and at the discrete level. For the sake of clarity, our discussion will be
somewhat informal. We refer to Section 3 below for rigorous statements of the main
results.

Fokker-Planck equations as Wasserstein gradient flows. On a bounded con-
vex domain  C R? we consider the Fokker-Planck equation

with a driving potential V' € C(Q) N C'(2). This equation describes the time-
evolution of the distribution of a Brownian particle in a potential field. The steady
state is given by the probability measure

dm 1
me Z(Q) with density o(z) = m_ —e V@),

= — 2.2
dz ZV ( )

where Zy > 0 is a normalising constant.
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Since the seminal work of Jordan, Kinderlehrer and Otto [JKO98], it is known
that (2.1) is a gradient flow with respect to the Wasserstein distance Wy from
optimal transport. In its dynamical formulation, W is given by the Benamou—
Brenier formula

1
Wt =int { [ [ juo)P a(oar}, (23)
0o Ja
where the infimum runs over all curves (p); in the space of probability measures
and all vectorfields (v;); satisfying the continuity equation
8t,ut -+ A (/Ltvt) =0 (24)

in the sense of distributions, with boundary conditions pi|;—o = o and pi¢|i=1 = p1.
The driving functional in this gradient flow formulation is the relative entropy H :

2(Q) — [0, +0o0] given by

/ p(x)log p(x)dm if du = pdm,
Rd

+00 otherwise.

H(p) =

The gradient flow structure can be interpreted at various levels: the original for-
mulation in [JKO98] was given in terms of a time-discrete minimising movement
scheme. Another interpretation is in terms of Otto’s formal infinite-dimensional
Riemannian calculus on the Wasserstein space [Ott01]. Yet another approach re-
lies on the metric formulation of gradient flows in terms of the energy dissipation
inequality (EDI)

1 T
() + 5 [ Vi, + o) de < B, (25)

where |fi;| denotes the Wy-metric derivative of the curve p; and Ow,H the slope of
the entropy functional, namely

| o [H(p) —H()]-
ielwa = Jiam o Wapeen, ), [0w:Hp)| := Hm sup =g =5
where [a] = max{0, —a}. Writing p = g—%, we have the identity

ow B =10, where 1= [ [Viogpfpdm =4 | 9y am (20
is the relative Fisher information with respect to m.

Onsager formalism for gradient flows. Let us formulate (2.5) in terms of a
suitable energy A and its Legendre transform A*. Consider the energy functional

1
Alug) =3 [ Vel i v e Co®Y, e 2(0) (2.1
Q
and its Legendre dual of A with respect to the second variable

A*(p,m) = eSgg)@I)(ﬂ)H% n) — A, ¢)}

for any distribution n € D’(Q2). Note that
A (p,w) = A, ¢) (2.8)
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whenever w = —V - (uVp). The connection to Wasserstein geometry is given by
the infinitesimal Benamou—Brenier formula
1

5’/%‘%% = A*(,Ut, 8tﬂt)-

Moreover, the relative Fisher information can then be written as
1

where DH(p) = log p is the L?(m)-differential of H. Hence, it follows from (2.8)
and (2.9) that (2.5) can be equivalently stated as

H(ur) + / A" (s, i) + A, — D)) dt < H(po). (2.10)

This formulation is particularly convenient to relate the continuous framework to
the continuous one, as we discuss in the next subsection.

Discrete optimal transport and gradient flows. Since the works of [Maall]
and [Miell], entropy gradient flows have been widely investigated in discrete settings
as well. The connection between a novel discrete optimal transport distance and
some evolution equations, such as heat flow on finite graphs, have been analysed
and many properties of such metric structures have been studied (see e.g. [EM12],
[Miel3], [EM14], [MPR14], [FM16]). In this work we focus on discrete spaces arising
from finite volume discretisations.

The discrete Fokker-Planck equation as gradient flow. We consider a finite
partition 7 of Q into sets (called cells) with nonempty and convex interior. We
assume that T is admissible, in the sense that each of the cells K € T contains
a point xx € K such that xx — x1 is orthogonal to I'x; := 0K N OL for any
neighbouring cell L of K. Furthermore, we assume that the mesh is (-regular for
¢ € (0, 1], which means that the following conditions hold:

(inner ball)  B(xg,([T]) C K forall K € T,
(area bound) A (Tgp) > C[T) forall K,L € T with K ~ L,

where [T] := max{diam(K) : K € T} denotes the size of the mesh.
We consider a reversible continuous-time random walk on 7 with invariant mea-
sure m and edge weights wg given by

(2.11)

1T
r({K}) :=m(K),  wgp:= d(KL)SKL for K ~ L. (2.12)
KL
Here we write dk := |vx — x| and Sk, is a suitable average of the density on K
and L viz.
SKL = 0(0(1‘]{),0’($L)) (213)

for some fixed function 8 : R, x R, — R, satisfying
min{a, b} < 6(a,b) < max{a,b}.

The associated Kolmogorov forward equation is a discrete approximation of (2.1),
given by

L TK

4 (i) = 3 wKL<mt(L) . mt(K)). (2.14)
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It was shown in [Maall] and [Miell] that this equation is the gradient flow of the
discrete relative entropy

K
Hr(m) = Z m(K)log m(T )
KeT &
Thus (2.14) can be written as 42 = —K7(m)DHy(m), with an Onsager operator
Kr: P(T)x L*T,n) — L*(T,7) given by
(Cr(m) ) (K) = 3 wicrbio (=, 5 ) (F(L) = £(K). (2.15)
Tk TL

LeT

The discrete analogue of (2.7) is given by the operator Ay : 2(T) x L*(T,w) —
R, defined by

Ar(m )= 3 3 (1) = 1) b (2 B Y, (210
K,LeT

where w is defined in (2.12). As in the continuous setting,
. . 1.
A (my, ) = §|mt\12/v7-
Written in the metric EDI-formulation, (2.14) is equivalent to

T
0
On the other hand, in the finite dimensional setting of &(7T) we simply have

A (i, —DHr{ma)) = 5 (7 (m) Fyw, Horme), Vo Hor o)

1
= §|VWTHT(mt)’%vTa

which is the finite-dimensional counterpart of (2.6). As in the continuous setting,
the discrete Fisher information relative to Hy is given by

Zr(m) == 2A7(m,—DHy(m)) form e P(T). (2.18)

3. STATEMENT OF THE MAIN RESULTS

In this section we present our main result, the evolutionary I'-convergence of the
discrete to continuous gradient flow structures. The proof of this result in Section 5
is based on regularity results for discrete flows [FMP20] and on a Mosco convergence
result for discrete energies (cf. Section 5) of independent interest.

We consider a sequence of admissible, (-regular meshes Ty with vanishing mesh
size [Ty] — 0 as N — +o0. To avoid towers of subscripts, we simply write Ay :=
Az, Wy == Wry, etc.

We introduce the canonical embedding ¢t : Z(T) — Z(Q) defined by

Lrm = Z m(K)Ux  forme 2(T), (3.1)
KeT
where Ux denotes the uniform probability measure on K C 2.
The corresponding projection operator Pr : Z2(Q2) — Z(T) is given by

(Prin) (K) = p(K) (3.2)
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for K € T. In particular, ¢ is a right-inverse of Pr. By construction we then have
T ‘= PTE.

We denote by r the density of m € Z2(T) with respect to w7, namely
mr(K)

dm =rdny <= r(K) = VK eT.

Definition 3.1 (Assumptions on approximating sequences). Let (Ty)n be a vanish-

ing sequence of (-reqular meshes and let my € P(Ty) for N > 1. Write ry = ’:—]’VV
We consider the following conditions:
(i) The density lower bound holds if for some k > 0,
Ki]en7f_N7“N(K) >k>0 VYNeN. (Ib)
(ii) The upper bound holds if for some k < oo,
sup rn(K) <k < +oo VN €N. (ub)

KeTn
(7ii) The neighbour continuity bound holds if
lim sup |ry(K)—ry(L)|=0. (nc)

N—oo greTy

(iv) The pointwise condition holds if uy = txmy — p for some u € P2(Q) with

density p = g—% and the following inequalities hold:
limliminf su ) < p(xg) < limlimsup inf T c
€20 N—oo zeQagﬂo)pN( ) B p( 0) - =0 N—>oopfr€Qa(l’0)pN( ) (p )

for a.e. xg € Q, where Q.(xg) denotes the open cube of size ¢ > 0 centred in
zo and py(z) :=ry(K) forz € K.

Remark 3.2. Clearly, the pointwise condition holds if there is pointwise convergence
pn(x) = p(z) for all z € Q.

We first present a liminf-I" convergence result. Then we apply it to the case of
solutions of the discrete flows to obtain the evolutionary I'-convergence results. Note
that in fact the lower bound condition (Ib) is not needed to obtain the first and the
third bound in the theorem below.

Theorem 3.3 (Lower bounds). Let (Tn)n be a vanishing sequence of (-reqular
meshes. Let p € P(Q) and my € P(Ty) be such that uy = ixymy — p as
N — 00. Then the following assertions hold:

(i) We have the following lower semicontinuity estimate for the entropies:
liminf Hy(my) > H(p). (3.3)
N—o0
(it) Assume (Ib), (ub) and (pc). Then
li]{[nian}‘V(mN,eN) > A*(u,m) (3.4)
—00
for every sequence (en)n such that tyex — 1 in L?(Q). The same bound also
holds without assuming (1b) if (ex)n satisfies

lim sup Ay (my, en) < +00. (3.5)

N—o0
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(iii) Assume (nc). Then we have the following estimate for the Fisher information
(as defined in (2.18) and (2.9), respectively):

ligfnianN(mN) > I(p). (3.6)

Remark 3.4. The bound in (3.4) can be o;btained without assuming (ub) and (pc) if
the mesh satisfies the so-called asymptotic isotropy condition (4.3) see Definition 4.1
and Proposition 4.3.

Remark 3.5. If my = Pn(pdz) for some continuous density p, the same result as in
(17) can be proved more generally for all ey € M(Ty), n € M(Q) and tyey — 1
in D'(£2). This is a consequence of an explicit construction of the recovery sequence
for the action Ay (my, ) as in the isotropic case in Proposition 4.3; see Remark 8.7.

As a consequence of the previous result, we are able to obtain the evolutionary
['-convergence of the discrete Wasserstein gradient structures.

Pick an initial measure py € 22(Q) such that H(uy) < +oo and a sequence of
approximating measures mév € P(Ty) satistying LNméV — pg. For every N we
consider the solution to the discrete Fokker-Planck equation m}’ (2.14) with initial
datum m}).

Taking (2.17) into account, this equivalently reads
T
Horlm) [ Ay ) + A, = DHormi)) d < M)
0

Our main result shows that one can pass to the limit at the level of the discrete
gradient flow formulation (2.17) in each of its parts and, as a consequence, recover
the gradient flow structure in the limit as N — oo.

Theorem 3.6 (Evolutionary I'-convergence, Wasserstein case). Let T > 0 and
consider a sequence of (-admissible meshes (Ty)y. Fiz an initial measure py €
P(Q) such that H(pg) < +oo, together with measures mlY € P(Ty) for N > 1,
that are well-prepared in the sense that

ivmy = po and  lim Hy(md) = H(uo).

N—+o0

Then the sequence of curves (™M) N defined by pl = tym¥ is compact in the space
C’([O,T]; (@(Q),Wg)) Thus, up to a subsequence, we have for every t € [0,T],

iym¥ W 1y as N = oc. (3.7)
Moreover, the following estimates hold:

lij\rfn inf Hy(mY) > H(y,) Vte[0,T] (Entropy)
—00

T T
lim inf / Ay (md m)dt > / A™(pag, fre) dt, (Metric derivative)
0 0

N—oo

N—oo

T T
lim inf/ An(m, —DHy(mi))dt > / A(py, —DH(py))dt.  (Fisher info)
0 0

Moreover, (u); solves (2.5) and (equivalently) the continuous Fokker-Planck equa-
tion (1.1).
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Remark 3.7. The well-preparedness assumption holds in the special case where the
discrete measures are defined by m{’ := Pypo as in (3.2). Indeed, in that case
we have Hy(md') = H(tyPnpo) and the well-preparedness follows from Jensen’s

inequality.

Finally, in the last section of this work we also show that the result obtained in
Section 7 can be used to prove the evolutionary I'-convergence of some Hilbertian
gradient flow structures which are an equivalent representation of the Fokker-Planck
equations.

4. PREVIOUS WORKS AND KNOWN RESULTS

In this section we discuss the general state of the art about convergence results
of discrete Fokker-Planck structures to continuous ones.

The convergence of the discrete flows. It is well known [EGH00], [BHO18] (for
dimension d = 2,3 at least) that the discrete heat flow converges in an appropriate
sense to the continuous one, whenever one takes a vanishing sequence of admissible
meshes. The authors in [EGH00], [BHO18] do not rely on a precise analysis of
the flow and work mainly at the level of the equation. In particular, they exploit
classical Sobolev a priori estimates and pass to the limit in a weak formulation
directly at the level of the Laplacian (see e.g. [BHO18, Lemma 8]). The idea of the
current work (as well as [DL15]) is to approach the problem of the convergence of
discrete flows to the continuous one with a thorough analysis of different gradient
flow structures as introduced in Section 2. Henceforth, the analysis itself does not
rely on an application of semigroup theory and does not require a linear structure
of the equation, leaving doors open for possible generalizations of such methods to
non-linear settings.

The one-dimensional setting. The evolutionary I'-convergence result has been
obtained in the one-dimensional setting under additional geometric conditions using
methods that do not extend in a straightforward fashion to higher dimensions.

First of all, in [DL15] a sequence of meshes that satisfies the center of mass
condition

][ xd%d_lzm, foral K ~LeT (4.1)
OKNAL 2

is used. Such a condition is sufficient, for example, to obtain the convergence of the
discrete transport distance Wy to the continuous one Ws. Indeed, it is possible to
show that (4.1) implies an isotropy condition of the mesh, which has been proved
in [GKM18] to be sufficient (and essentially necessary) for the convergence of the
distances; see also Definition 4.1 for more details.

More substantially, the one dimensional setting allows for an easier correspondence
between the discrete setting and the continuous one, not only at the level of the
measures (which is always possible via the maps (7 and Pr) but also at the level
of the vectorfields. In particular, given a solution (my, V;) to the discrete continuity
equation

mt = ICT(mt)‘/t, (42)

with an Onsager operator Kr as given in (2.15), it is possible to define, just by linear
interpolation on the points x g, a continuous vectorfield v; which is suitably close to
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V; in in the sense that (t7my,v;) solves the continuity equation at the continuous
level (2.4).

Such an explicit construction breaks down as soon as one considers dimensions
d > 2. In particular, it is not clear how to define such an interpolation between a
discrete vectorfield V;(K, L) and a continuous one v;(x), which retains compatibility
with the continuity equation as well.

In this work we drastically change both perspective and approach. Indeed, we
do not rely on any explicit extension but rather attack the problem from a more
variational point of view.

Scaling limits for discrete optimal transport in any dimension. In this short
section we recall the key result obtained in [GKM18] about the convergence of the
discrete transport distances. The authors proved that admissibility of the meshes is
not sufficient to ensure the convergence of Wz to Wa; see also [GKMP19] for the
study of discrete distances for general periodic partitions.

Nonetheless, the center of mass condition used in [DL15] can be weakened, in any
dimension, by the so-called asymptotic isotropy condition [GKM18, Definition 1.3].

Below, [T] denotes again the maximum diameter of a mesh.

Definition 4.1 (Asymptotic isotropy). A wvanishing sequence of meshes (Ty)n is
said to satisfy the asymptotic isotropy condition if for every N € N it holds

% S wier (o — 71) ® (e — 1) < 7(K) (it nr(K) YK €Tw,  (43)
LeT

where sup ||n7(K)|| =0 as N — oo.
KeTyn

In the sequel (H.).>o denotes the heat semigroup in R? and M(T) the space
of signed measure on 7 with zero mass. The following coarse bound is taken from
[GKM18, Lemma 3.4].

Lemma 4.2 (Coarse energy bound). Let T be a (-reqular mesh. There exists a
constant C' < 0o such that for any m € P(T) and o € Mo(T) we have

A*(Hivrm, Hypero) < CA3(m, o). (4.4)

Let us stress that the previous result holds without any isotropy assumption on
the mesh. On the contrary, the next result instead relies on this condition.

Proposition 4.3 (Action bounds). Let (Ty)n be a sequence of meshes satisfying the
asymptotic isotropy condition (4.3). Suppose my € P(Ty) are such that iymy — p

as N — oo for some € ().

(i) Pick any ¢ € C*(Q) and define fn : Tn — R by fn(K) := ¢(xx). Then we
have the upper bound

limsup A7 (my, fv) < Ap, ¢). (4.5)

N—o0

(ii) Leteny € Mo(Tn) and suppose that there exists n € My(Q) such that iyey — 1
as N — oo. Then we have the lower bound

A*(p,m) < lij{fnianfr(mMeN). (4.6)
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Proof. The proof is a straightforward modification of the one of [GKM18, Proposi-
tion 6.6], taking into account that m has a continuous and bounded density, both
from below and above. O

Assuming the isotropy condition, the previous theorem shows that the same bound
can be used to prove the lower bound for the metric derivative in (2.8); see also
Remark 3.4.

Remark 4.4. The proof in [GKM18, Proposition 6.6] shows that whenever (4.5) holds
for some sequence (fy)n such that iy fy — ¢ in L?(Q), then (i7) holds for every
tyey — 1 in L?(€)), even if one a priori does not assume any local isotropy (4.3) of
the meshes.

Regularity of the discrete flows. A key ingredient in the proof of our main
result, Theorem 3.6, is a regularity result for the discrete Fokker-Planck equation
that can be derived from a Harnack inequality [CKW19]; see also [FMP20].

Proposition 4.5 (Regularity of discrete flows). Let T be a (-regular mesh, let (my),

be a solution to the discrete Fokker-Planck equation, and set ry := %

(i) For any t > 0, there exist C = C(Q,m,(,t) < 400 and A = A\(2,m,{) > 0
such that the following Hélder estimate holds:

Ire(K) —r(L)| < Clog — :L‘L|’\I§u13r|rt/2(K')| VK, LeT. (4.7)
‘e

(ii) For anyt > 0 the ultracontractivity estimate
_d
[rell s < Ct 2ol L1y (4.8)
holds for a constant C' = C(Q,m, () < +oo.

We stress that the constants depend only on the aforementioned parameters.

5. PROOF OF THE MAIN RESULT: THE WASSERSTEIN EVOLUTIONARY
I'~-CONVERGENCE

In this section we prove our main result, the evolutionary I'-convergence of the
discrete gradient flow structures (Theorem 3.6). The section is divided into three
parts: The first subsection contains a proof of compactness for the continuously em-
bedded discrete solutions and some a priori estimates at first order in time (Propo-
sition 5.2). The second subsection concerns the proof of Theorem 3.3, which relies
on Theorem 7.2 . In the third and final part we complete the proof of Theorem 3.6.

5.1. Compactness and space-time regularity. In this section we prove the com-
pactness of the family of curves (¢ — pl¥)y in the space C'([0,T7]; (2(Q), W5)). We
follow the strategy employed in [LMPR17, Theorem 3.1], which is based on a metric
Arzela-Ascoli theorem.

The corresponding one-dimensional result has been obtained in [DL15] using ex-
plicit interpolation formulas that are not available in the multi-dimensional setting.
Our proof is based on the coarse bounds obtained in Lemma 4.2.

Lemma 5.1 (Wy-Equi-continuity). Let {Ty}n be a family of admissible and (-
reqular meshes. For each N € N, let (m} )epor) be a continuous curve in P (Ty)
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and suppose that the following uniform energy bound holds:
T
A= sup/ Ay (m ml) dt < +o0. (5.1)
N Jo

Then the curves i : [0,T] — (2(Q), Wy) defined by iy = Hiyenmy are equi-s-
Hélder continuous, i.e. for all0 < s <t <T we have

Wa(i i) S VA= s). (5.2)

Proof. For 0 < s <t <T we invoke the Benamou-Brenier formula (2.3) and Lemma
4.2 to obtain

t
WE (i) < (=) [ A o)
T
S (t—s) sup/ Ay(mpy 0pymi ) dh < A(t — s),
N Jo

which concludes the proof. O

An immediate corollary of Lemma 5.1 is the following compactness result. We
also obtain a regularity result that will be used in Section 5.3 below to pass to the
limit at the level of the metric derivative.

Proposition 5.2 (Compactness and regularity). For t € [0,7] and N > 1 let
plY = ymN € P(Q) be defined as in Theorem 3.6.

(i) There exists a Wa-continuous curve t — p; € P(Q) satisfying, up to a subse-

quence,
sup Wo(ul¥, i) =0 as N — oc.
t€[0,7]

(i) The density p; := % exists for a.e. t > 0. Moreover, for each § € (0,T),

the curve t — p; belongs to H*((6,T); L*(Q)), and the sequence (p™ )y has a
subsequence converging weakly in Lz(((s, T); LZ(Q)) to a curve t — py.

Proof. (i) We apply Lemma 5.1 to the family of discrete gradient flow solutions
(t — mY)n. In this case, the required estimate (5.1) follows directly from the
discrete EDI in (2.17) and the well-preparedness of the initial conditions (m))x.
Thus, Lemma 5.1 implies the W-equi-continuity of the curves (uV)x defined by
Al = H. iymY, where ey := [Tx].

The metric Arzeld-Ascoli Theorem [AGS08, Lemma 9.4.3] yields the existence of
a limiting curve t — y; satisfying sup, Wy(al¥, ;) — 0. Using the well-known heat
flow bound Wy (i), 1Y) < C/en (see e.g. [GKM18, Lemma 2.2(iii)] for a proof),

we obtain the desired result.

(ii) Fix 0 < § < T. By self-adjointness of the discrete generator Ly in L*(Tx, 7y)
we have

17 | 2 imn) = NENT L2y < (= 0/2) " In5)all 2z my)

for any t > 0/2; see e.g. [Brel0, Theorem 7.7]. Moreover, from (4.8) we infer that

[NIIsY

¥ | oo (aesmn) S
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for t > 0. It follows from those bounds that
T

T
/(sllpivllizm)dthé‘d and /(Sy|ng|@2(Q)dt55—<d+1>.

The Banach-Alaoglu theorem implies that there exists a subsequence such that
(p™)n and (pV)n converge weakly in L2((5,T); L*(Q2)) to limit curves p° and &°,
respectively. In view of (i) we infer that p} coincides with p; := % for any 4.
Integration by parts yields for any ¢ € C1((5,T); L*(2)),

T T
/5 <piv7 ¢t>L2(Q) dt = — /5 <pi\f’ ¢t>L2(Q) dt.

As both (pM)x and (p)n converge weakly in L?*((26,T); L*(Q2)), we may pass to
the limit to arrive at

T T
/ (3%, 1) 120 At = —/ (pts D) 120 dt,
5 5

which shows that &? is the weak derivative of p; on (§,7). O

Remark 5.3. Under stronger assumptions on the initial data (namely, well-prepared-
ness of the Dirichlet energies) it is possible to deduce the weak compactness in the
Sobolev space H'((0,T); L*(Q2,m)) directly from the EDI formulation in L*(€2, )
(6.2), as done in [Miel6, Theorem 3.3]).

5.2. Asymptotic lower bounds for the functionals. We now have all the tools
needed to prove Theorem 3.3.

Proof of Theorem 3.3. Let u and my be as in the statement of the theorem.

(i) Lower bound for the entropy. Note that Hy(my) = Ent(ux|iyvmy) and
H(p) = Ent(p|m), where Ent(+|-) denotes the relative entropy. Since py — p and
Ly — m, the result follows immediately from the joint weak lower semicontinuity
of Ent(-|-), see e.g. [AGS08, Lemma 9.4.3].

(7i) Lower bound for A%,. Assume first that (Ib), (ub) and (pc) hold. Theorem 7.2
(in particular, the existence of a recovery sequence) implies that for every ¢ € C'(Q)
there exist fy € L?(Ty,7y) such that vy fy — ¢ in L*(Q2,m) and

lim sup Ay (my, fv) < A(p, 6).

N—oo

Since tyeny — 1 in L?(Q,m), it follows that (en, fn) 127y my) = (1 @) 12(0m) and
<777 ¢>L2(Q,ﬁ) - A(M? (b) S 11]an>101<1)£<€]\[7 fN>L2(TN,7TN) - AN(mN7 fN)
< liminf Ay (mn, en).
N—o00

Taking the supremum over ¢, we infer that A*(p,n) < Iminfy_,.o Ay (mn,en), as
desired.

Assume now that only (ub), (pc) hold, and that (3.5) holds in addition, i.e. we
assume that F := limsupy_,. Ay(7mn,en) < +oo. The key observation is that
the map my — Ay (mn,ey) is convex. Indeed, the concavity of 6, implies the
concavity of my — A(my, fn), and thus the convexity of its Legendre dual as
a supremum of convex maps. To take advantage of this fact, we define my :=

(1 —0)my + omy for § € [0, 1] and obtain
(1 — 5)./47\[(7711\7, 6N> > A}‘V(mf\,, 6]\/) - (5«47\7(71']\[, 61\7).
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Using (3.5) we obtain
(1 —0) liminf Ay (my, ex) > liminf Ay (m%, en) — 0E
N—oo N—o00
for every § € [0,1]. Note that tymd — p? := (1 — 0)u + ém and mS satisfies (Ib)
with k = 0. We may apply the first part of the result to m, to deduce
(1-9) li]\r[n inf Ay (my,en) > A*(ul,n) — 0F
—00

for every ¢ € (0,1]. Passing to the limit § — 0 and using the weak lower semiconti-
nuity of A*(-,n) we infer that

liminf A% (my, en) > liminf A* (4, n) > A*(u,n),
N—o00 6—0

which concludes the proof.

(iii) Lower bound for the Fisher information. Assume that (nc) holds. We first
prove the lower bound (3.6) under the additional assumption (Ib). This assumption
will be removed at the end of the proof. Take my € 2 (Ty) and write ry = Y2 ag

dm
usual. The key identity relating the Fisher information to the Dirichlet form isN
Fn(Vry) = Ax(my, —DHy(my)), (5.3)

where Ay is defined by replacing the logarithmic mean 6, in the definition of Ay
by 0(a,b) := Oioe(+v/a, V)2 Since min{a, b} < 0(a,b), Oog(a,b) < max{a, b}, we have
3 la—b| -

— < - < — .

’910g(a‘7 b) (9(@, b)‘ — |CL b| — HliIl{CL, b} 9(0‘7 b)

The assumptions (3.6) and (Ib) yield

eny:= sup |ry(K)—ry(L)]—=0 and inf ry(K) > knin- (5.4)
K~LETN KeTn

Combining these estimates, we infer that

Zn(mn) = Fn(v/rw)l = [ (Ay — Ax) (my, =DHy (my))| < ,:N Fn(vrn). (5.5)

min

Let us now assume that supy Zn(my) < 400 along some subsequence. (If this
were not the case, the result would hold trivially.) The previous bound implies
that also supy Ex(y/rn) < +00. Hence, (\/pn)n has a subsequence that converges
strongly in L?*() by Proposition 8.5. Let g € L*(Q) be its limit.

Since [|pn—¢*||r < VPN —9lle2llv/Pn 49l 2, we infer that py — ¢* in L'(Q). As
pn = pnL4 — pin P(Q) by assumption, we infer that u is absolutely continuous
with density p := ¢°.

Now we apply (5.5) and the Mosco convergence result Fy M F from Theorem
7.2 to obtain

liminf Zy (my) > hNHLio%ng(ﬁ> >F(y/p) =1(p),

N—oo
which concludes this part of the proof.

Let us now show how to remove the assumption (Ib) as in the proof of (7). The
argument is based on the convexity of m — Zy(m), which is a consequence of the
joint convexity of the map (a,b) — (a — b)(loga — logb) on (0,00) x (0, 00).
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Pick § € (0,1) and set m% := (1 — 0)my + dmn. Note that md, satisfies (Ib) with
Fmin = 0. Moreover, tymy — p® = (1 — 0)u + dm. Applying the first part of the
result we obtain

I(10) < liminf Zy(mY) < (1 — 6) lim inf Zy (my)
N—o00 N—o00

for every 0 € (0, 1], where the last inequality uses the convexity of Zy and the fact
that IN(’/TN) =0.
Since p’ — p, the result follows from the lower semicontinuity of I with respect

to the weak convergence in 2(Q). O

5.3. Proof of the Wasserstein evolutionary I'-convergence. We are finally
ready to prove Theorem 3.6. The compactness is given by Proposition 5.2, whereas
the lower bound in (Entropy) follows from Theorem 3.3, together with (3.3) and an
application of Fatou’s lemma. We are left with the proof of the evolutionary lower
bounds for the metric derivative and the Fisher information.

The next auxiliary result can be found in [Ste08, Corollary 4.4].

Proposition 5.4 (Evolutionary I-liminf estimate). Let X be a separable Hilbert
space and let gy, goo = (0,T) x X — [0, +00] be convex and lower semicontinuous in
space for a.e. time such that

Joo(t, ) < inf{lij{fn inf gn(t, on) @ oy — @ in X} (5.6)
—00

for all p € X and for a.e. t € (0,T). Then, whenever oy — ¢ in L*(0,T;X), we
have

/o Joo(t, (1)) dt < liminf/o gn(t,on(t))dt. (5.7)

N—oo

In the following, we combine the results obtained in Theorem 3.3 together with
Proposition 5.4 in order to prove Theorem 3.6.

Proof of the evolutionary lower bound for the metric derivative. Fix 0 < § < T and
define gy : (6,T) x L?(2) — [0, +o0] by

) = {AE(miV,w), if p € PCl,

t
on( ~+o00, otherwise.

The maps gy are convex and lower semicontinuous in L?*(2) for every time ¢ €
(0, 7). Set pn(t) := txml¥. By Proposition 5.2, we can assume that on — ¢ := py
in L(6,T; L*(Q)) as N — oo.

Define goo(t, ) :== A*(u, ). We apply Proposition 4.5 to deduce that m{ sat-
isfies (ub) and (pc). Moreover, if we set ey := 1!, using that Ly is self-adjoint in
the discrete Sobolev space H ™! (see also Appendix 6), we deduce that (3.5) is sat-
isfied. Therefore we can apply Theorem 3.3 and (3.4) to infer that (5.7) is satisfied
as well. We then apply Proposition 5.4 to the sequences gn, goo, P, ¢ and deduce
that

N—oo

T T
lim inf / A (m i) dt > / A* (i, 1) dt.
0 4

Passing to the limit § — 0 yields the result. ([
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Proof of the evolutionary lower bound for the Fisher information. We follow the
same strategy as above; namely, we make use of a suitable application of Proposi-
tion 5.4. Once again, set X = L?(2), but this time define

An(mY, —DHy(Pyodry)), if p € PCl,
gn(t ) = .
400, otherwise.

The maps gy are convex (see also the proof of (3.6) in Theorem 3.3) and lower
semicontinuous in X for every time t € (0,T). Consider the sequence oy (t) := tyri
where r¥ = dm}¥/dny, which we know to be weakly convergent in L*(0,T; X) to
©(t) := ps, by means of Proposition 5.2 and L?(2)-bounds, due to the monotonicity
of the Ly.

As another application of Proposition 4.5, we also have that (nc) is satisfied.
Therefore, we may apply Theorem 3.3 to deduce from (3.6) that (5.7) is satisfied.
This allows us to apply Proposition 5.4 to gy, 9so, ¥n, @, as defined above, and
conclude the proof.

6. A LOOK AT GRADIENT FLOW STRUCTURES IN HILBERT SPACES

The role of this section is to make some connections between the Mosco con-
vergence Ey M E and equivalent gradient flow formulations of the same diffusion
equation. In particular, we discuss evolutionary I'-convergence of some gradient flow
structures in Hilbert spaces, which are available for the description of Fokker-Planck
equations. We are largely inspired by the abstract convergence results for gradient
flows in reflexive Banach spaces obtained in [Miel6] (see also [Att84, Theorem 3.74]
for an earlier result in Hilbert spaces).

In the first two subsections below we present two classical gradient flows in the
respective Hilbert spaces L*(Q,m) and H~!(Q), followed by an introduction of their
counterparts in a discrete setting. The final two subsections deal with corresponding
evolutionary I'-convergence results for the gradient flow structures discussed in this
section.

6.1. Gradient flows in Hilbert spaces: the L? and H ! distance. The Wasser-
stein setting is not the only one in which one can interpret the solution of the
Fokker-Planck equation as gradient flows of a suitable functional. In this section we
describe two more possibilities of this kind, both in Hilbert spaces.
The first one is to work in the Hilbert space L?*(€2,m) and with the Dirichlet form
1 24— 1 2000 ™
o |Vel” dm, if p € H(Q) C L7 (2, m),
400, otherwise.
In particular, the subdifferential of E in ¢ is not empty if and only if ¢ € D(L)
for Ly :=V - (UV (f)) and in this case

O:E(p) = {~Lp}, Ly e L2(Q,m).

On the other hand, the metric derivative is given by the L?norm of the time
derivative. Thus, the EDI formulation of the gradient flow of the energy E in
L?(©2,m) reads

IR
B(pr)+5 [ Il + Lol dt < Epu), (6.2
0
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where we assume py € H'(Q2) (see Remark 5.3 for a related discussion).
A second possibilities is to consider the Hilbert space H~*(€2,m) (i.e. the dual of
the weighted Sobolev space H'(2,m)) and the functional

L o2dm if [ =
e L 11 “
400 otherwise,

where L, € H'(Q,m) is defined for p € L*(Q2,m) by

Lo(0)i= [ pvdm, Vo e (@),

Let us denote by Agy the distributional m-Laplacian of ¢ € H'(Q,m) as an
element of H~1(Q,m), namely

(—Ang, ) = /Q (Ve, V) dm Vo € H'(Q,m).

It is then possible to prove that the subdifferential of F is not empty only on
L = L, with ¢ € D(L) and in this case

Og—F(L,) = {—Amp} for ¢ € D(L).
In a fashion similar to the previous setting, the metric derivative is given by the

H='(Q,m)-norm of the time derivative. Altogether, the EDI formulation of the
gradient flow of the energy F in H~1(2,m) reads

1 /7
F(L,;) + 2/0 15671 + |1 Ampel| 7mr dt < F(L,) (6.4)

for py € L*(Q,m).

6.2. The L?- and H !-gradient flow structures in the discrete setting. In
this section, we will recall two separate Hilbert space gradient flows which provide
solutions to the discrete heat equation @ = Agu, in Z(T). As done in the contin-
uous setting above, one possibility is to consider the L?-gradient flow with respect
to the Dirichlet form

1

1 Z (W(K) —u(L)) wgy if dm = udry for m € 2(T),
Er(u) == K,LET

+00 otherwise.

For any smooth curve t — u; of probability densities with respect to w7, the
computation

d 1

—&r(w) = 5

= 5 () = (L)) = )y, = (D i) sager)

K,LET

shows that —Asu is indeed the L?(7r)-gradient of £7(u). Hence, The energy dissi-
pation inequality (EDI) to the corresponding gradient flow reads

I
Er(uy) + 2/ linl[72 ) + 1ATU T2,y dr < Ep(us) e s >0,V > 5. (6.5)

It is possible to endow a discrete function spaces with a Markov chain induced
norm, in order to mimic the structure of an H~'-space. In the setting of admissible,
(-regular meshes over a convex domain 0 C R? this may be done, using a suitable
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H'-norm on L2(T,77) given by 3 ||||31 := . Thus, we may define ||-|,,—: on (the
dual space of) L*(T,7r) by means of

Wl = sup SL92Em g2 (6.6)
gGL;(ﬂT) ngﬂl
g#0

where we identified L?(7, w7) with its dual.

Recall that the Laplacian acts as isometric isomorphism between H'(€) and
H~'(Q). Such an identification is also possible in the discrete setting as done
for instance in Section 3.1 of [EM12]. Indeed, note that Ar is a selfadjoint op-
erator on L*(T,mr), which implies that A is bijective on the linear subspace
ranAr = {f : T : R: > .7 femg = 0}. Hence, one may introduce the inner
product

(f,9)n— = —<A}1f; 9)12(r) Vf, g € ran Ar.

The induced norm takes the form

1
||f||3fl = Z (AF fr — AF fr) wkr, Vf €ranAr,

2 K,LeT

which may be easily verified to agree with the definition given in (6.6) on the linear
subspace ran Ar.
Now consider the functional

1

3 Z lug|* g if dm = udr for m € 2(T),
]:T(u) = KeT

+00 otherwise.

Then the EDI gradient flow for the functional F7 in the finite dimensional Hilbert
space H ! is given as solution to

1 t
Fr(uy) + 2/ Hurui_l + HATuTH’?-[—l dr < Fr(us) a.e. s >0,Vt>s.  (6.7)

6.3. Convergence of L?>-Gradient flows for Dirichlet forms. We follow roughly
the approach sketched in [Miel6, Section 3.2]. A crucial ingredient is the Mosco

convergence Ey X, E for the Dirichlet form E as defined in (6.1) and the embedded
functionals Ey corresponding to their discrete counterparts 7, .

In addition, we make use on the following result, the so-called strong weak-
closedness of the graphs of the subdifferentials for the Dirichlet forms (see [Miel6,
Proposition 2.9] or [Att84, Theorem 3.66] for a proof).

Lemma 6.1. Consider a sequence of proper, lower semi-continuous, convex func-
tionals Jy : X — RU{+o00} on some reflexive Banach space X such that Ey M Ey.

Then for every sequence u — u such that Ex(u") —n € R and 0E.(u’) > ¢V —
€, we have Ey(u) =n and £ € OEN(u).

The strong-weak closedness result above and the Mosco convergence of the discrete
Dirichlet forms allow us to prove the following convergence result.
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Proposition 6.2. Let T > 0 and consider a sequence of (-admissible meshes (Ty)n-
Fiz an initial value py € L*(Q, ™) such that E(py) < +o00, together with a sequence
of approzimating functions u) € L*(Tx,mn), well-prepared in the sense that
evud — po and lim En(u)) = E(pg).
N—o00

Write py¥ = uyuy ; then the sequence (p™)y, corresponding to curves (uy )icjo.r)
satisfying the energy dissipation inequality (6.5) with initial values ul}, is weakly
sequentially compact in H'(0,T; L?(Q,m)).

Up to a (non-relabelled) subsequence, we have pY — p; in L2(2,m) for every time
te[0,7].

Moreover, we have the following lower bounds at the energy and dissipation level:

I%Igioréf En(u)) > E(p), Vte[0,T] (energy)
o v T . o
hNHL IOI<1>f /0 ||| L2y 2 /0 16ell 72y dt, (metric derivative)
o 4 2 ’ 2 .
thJorCljf/o HDEN(ui\’)HL,‘,(WN) dt > /0 | DE(te) |72 dt- (metric slope)

In particular, the curve (p;); solves the energy dissipation inequality (6.2) or, equiv-
alently, the continuous Fokker-Planck equation (9).

Proof. As the initial condition is well prepared, we may assume that the discrete
Dirichlet forms satisfy the uniform bound &(u)Y) < C for all N € N. Combined with
the EDI in (6.7), this allows us to find uniform bound in terms of

t t
E(ul) < Gy, /0 v Awa 2 dr < Co. /0 1Y 22y dr < Co (6.8)

for all times ¢ > 0.

By means of weak compactness, the second and third bound in (6.8) allow us to
extract (non-relabelled) subsequences pV and &V := (yAyu®Y such that p¥ — pin
HY(0,T; L*(2,m)) and &Y — ¢ in L*(0, T; L*(Q,m)).

Using the uniform bound on the discrete Dirichlet forms, we may appeal to Propo-
sition 8.5, in order to obtain a time-dependent subsequence of (p)yen converging
to py in L*(Q,m), together with the uniform bound ||V 2 < Co for each time
t>0.

As Theorem 7.2 establishes the Mosco convergence E M E, we infer the estimate

lim inf Ex (uf) = liminf Ex(p)) > E(p;) vt > 0.
N—o0 N—o0

Turning to the metric differential and the metric slope, Fatou’s lemma, together
with the weak lower semicontinuity of the L?-norm, yields

T T
. . . 2
/0 ||Pr||i2(ﬁ) dr < hNHLlO%f/O ”pivHLz(ﬁ) dr
and
r 2 . r N2
J ey (69)

In order to identify the expression HfrHig(ﬁ) with the metric slope H@E(pr)Hig(ﬁ),
we appeal to the fundamental theorem of Young measures adapted to strong-weak
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topologies (cf. [MRS13, Theorem A.3]), which yields another subsequence (also de-
noted by £V) and a family of Young measures (fu)ie(o,r) on L*(2,m) such that for
a.e. time t € (0,7) the identity

& = /Lz(m)wdut(w) (6.10)

holds with the property that pu; is concentrated on the set of cluster points for
(€M) nen with respect to the weak topology on L?(Q2,m). Taking into account
Lemma 6.1 for suitable (time-dependent) subsequences of (pY)yen and (&) yen,
we infer that y, is concentrated on JE(p;) for a.e. t € (0, 7). Since OE(p;) is single-
valued for a.e. ¢, we infer from (6.10) that & = OE(p;). As a result, (6.9) implies
the required bound on the metric slope. ]

Remark 6.3. An alternative proof of Proposition 6.2 may be established by means of
gradient flow stability tools as found in [Ste08]. Indeed, it suffices to combine the the
characterisation results of gradient flows via the so-called Brezis-Ekeland principle
in Section 1 of the same article with [Ste08, Lemma 6.1]; we omit the details.

6.4. Convergence of H !'-gradient flows for the L?-energy functional. In
this last subsection we prove the evolutionary I'-convergence of the H~!-gradient
flow structures.

Proposition 6.4. Let T' > 0 and consider a sequence of admissible (-meshes (Ty)n -
Fix an initial value py € L*(Q2,m), together with a sequence of approzimating func-
tions u € L*(Tx, mn), well-prepared in the sense that

lim Fy(u)) = F(py) < +o0.
N—oo

Write pY := uyuly ; then the sequence (pN. corresponding to curves (uiv)te[O,T] satis-
fying the energy dissipation inequality (6.7) with initial values ul), is weakly sequen-
tially compact in H(0,T; L*(Q,m))

Up to a (non-relabelled) subsequence, we have pY — p; in L*(Q,m) for every time
te[0,7].

Moreover, we have the following lower bounds at the energy and dissipation level:

li]VnLiOIif Fn(uy) > F(p), Vte[0,T] (energy)
. N2 e . o
thILlOI(l)f ; || HH—l dt 2/0 1 hell -1y . (metric derivative)
o g 2 g 2 .
hNIIlHIOIif/O‘ HD]—"]\;(ui\’)H?_L,1 dt > /0 | DF (p1e) [I3r-1.my AL (metric slope)

In particular, the curve (p;); solves the energy dissipation inequality (6.4) or, equiv-
alently, the continuous Fokker-Planck equation (9).

Proof. The well-preparedness of the initial value implies
; N
Yo [198']] ogmy = ool e -

In particular, we have the uniform bound Hpév H 12(m) < C for all meshes N and some

constant C' > 0. Combined with the EDI in (6.7), this implies the a priori bound
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”pNHLOO(O,T;LQ(ﬁ)) S C Recalling

15 = Enlul), (6.11)

1 1
= L A
we may also deduce the estimate on the discrete Dirichlet forms fOT Ex(ulM)ydt < C
along the same lines.
A uniform L?(m)-bound for the time-derivative of u) is deduced from the well-
preparedness of the initial condition and maximal monotone operator bounds on pi¥
(see e.g. [Brel0, Theorem 7.7]) for every § > 0 in terms of

HpivHLz(ﬁ) - HHZVHLZ(T() <Cs Vtel§T]

for a constant Cs > 0 not depending on the mesh size. Hence, we may extract
a subsequence (p™V9)ycy weakly converging to p; in H(5,T; L*(Q2,m)). Setting
pV = pNON for some sequence dy N\, 0, we infer p¥ — pin HY(0,T; L*(Q,m)).
Thanks to the L*-a priori estimate established above, we may also infer from weak
compactness the existence of a further sub-sequence, also denoted by (o) ey, such
that p¥ — p; in L2(2,m) for all t € [0, T].

Now the energy bound follows immediately, using that the norm ||-|| 2. There-
fore, F is weakly lower semicontinuous in L*(2,m) as well.

Using [Miel6, Theorem 2.8], one infers that the Mosco convergence Ey MNE (see

Theorem 7.2 below) is actually equivalent to E%, M, E*, where E}; and E* denote the
convex conjugates of the respective functionals Exy and E in L?(Q). In particular,
we may invoke Proposition 5.4 for the family of time-independent functionals E7},
to obtain the desired bound on the metric derivative

t t
. 2 . . N (|2
/o [6r | 2-10m) dr < lmlgf/o | ) HH,l dr  Vt<T,
where we used the identities
./ 1. 2 .. . 1. 82
E*(3) = 5 lorllirm  and  By(Y) = Ex(@)) = 3 [, -

Due to Proposition 8.5, we have ||[Vp||7, < supy Ex(ulY). Thus, the bound on
time integral over the discrete Dirichlet forms implies that p may be identified as an
element of L*(0,T; H'(Q)) with fOT ||th|@2(ﬁ) dt < C. In particular, we have the
identity

1 1
5 ||Aﬁpt||§1*1(ﬂ,ﬁ) D) Hvl)tHzm(Q,ﬁ) = E(p:) a.e. t€0,7]. (6.12)

Moreover, Ey -5 E implies E(p) < liminfy_o Eny (oY) for every t € [0,T7.
Hence, both the identities in (6.11) and (6.12), together with Fatou’s lemma, imply

¢ ¢
/ HAﬁpTH?{,l(QE) dr < liniinf/ HANuiVHi_l dr  Vt<T. (6.13)
0 neeJo

Identifying both |\Aapr||H,1(Q,ﬁ) and HANUi\/HH*l with the respective metric slopes
|DF (pe) || g1 ) and HD‘FN(UiV)HH—u we conclude. O
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7. MOSCO CONVERGENCE OF DISCRETE ENERGIES: THE STATEMENT

In this section we present a Mosco convergence result for sequences of discrete
energies to the corresponding continuous energy. This result is a key tool to prove
evolutionary I'-convergence in Section 5. Let us first recall the definition of I'- and
Mosco convergence.

Definition 7.1 (I'- and Mosco convergence). Let F,Fy : X — R U {+oo} be
functionals defined on a topological vector space X.

(1) The sequence (Fn)n is said to be I'-convergent to F if the following condi-
tions hold:
(i) liminf inequality: for every sequence (xn)ny C X strongly converging
to x € X we have

lij\r[n inf Fy(xy) > F(x).

(ii) limsup inequality: for every x € X there exists a sequence (called
recovery sequence) (xn)n C X strongly converging to x and such that
limsup Fy(zn) < F(z).
N—o0
(2) The sequence (Fn)n is said to be Mosco convergent to F if the same con-

ditions hold, with the modification that weakly convergent sequences are con-
sidered in (7).

We use the notations Fy L Fand Fn M, F to indicate the respective I'- and
Mosco convergence.

Let us now fix the setup, which remains in force throughout Sections 7, 8 and 9.
Consider a family of (-regular meshes (7Ty)n with [Ty] — 0 as N — co. We fix a
reference measure m € £ (Q) as in (2.2) and define 7y € P (Ty) by 7y 1= Pym as
before.

We consider a measure p € () with density p = % € L*(Q), together with
discrete measures my € Z(Ty) with densities ry =

dmN
dry *
We define the discrete Dirichlet energy Fy : L2(TN,7TIJVV) — R, by
Fn(f) = Ax(mn, f), (7.1)
where Ay := A7, is defined as in (2.16). Observe that

fN(f):i Z <f([()_f(L)> glog(TN(K)yTN(L))dKL|FKL|SKL7 (72)

d
K,LeTN KL

where Sk, has been defined in (2.13). This formula illuminates the role of Fy as
a natural discrete counterpart to the continuous Dirichlet energy F, : L*(Q) —
R, U {400} given by

1 .
2/QIVsDIQdM if o € H'(Q, ),

400 otherwise,

F () = A(u, ) = (7.3)

where A is defined in (2.7). Due to our assumptions on u, the weighted Sobolev
space H'(Q, 1) coincides with the classical Sobolev space H'(f2).
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To compare the discrete and the continuous functionals, we introduce Fy :
L*(Q) — Ry U {400} by

5 {]—"N (Pro) if ¢ € PCy

F = 74
v(g) 400 otherwise, (7.4)

where PCy C L?(€2) denotes the space of all functions on the partition Ty that are
constant on each cell K € T and Pro(K) = p(vk) for ¢ € PCy.
The main result of this section reads as follows.

Theorem 7.2 (Mosco convergence). Let (Ty)n be a vanishing sequence of (-reqular
meshes and suppose that p and (my)y satisfy (1b), (ub) and (pc). Then we have

Mosco convergence Fy M, F, with respect to the L*(Q2)-topology.

In the following, we give a sketch of the proof of Theorem 7.2. Our strategy is
based on a compactness and representation procedure, following ideas from [AC04]
and [BFLMO02]. In particular, the paper [AC04] contains similar I'-convergence
results on a particular discrete lattice (the cartesian grid) for a more general class of
functionals. These authors do not not characterize the limiting functional explicitly,
except in special situations, such as the periodic setting. For our application to
evolutionary I'-convergence, a characterisation of the limiting functional is crucial.

A key ingredient in the proof is a representation result from [BFLMO02, Theorem
2]. To be able to apply this result, we need to perform a localisation procedure.
In the following, O(2) denotes the class of all the open subsets of Q2. For every
A € O(9) we then introduce the functionals Fy : L*(Ty, mn) x O(Q2) — R by

Fa(fA) =5 30 () — F(L) wicrbioglra (), r(D),

K,LETN |
K~L

where for any subset A C €,
Tla={KeT : KNA#0}. (7.5)

The corresponding embedded functional Fy : L*(Q,m) x O(Q) — [0, +oc] is given
by

(o, A) = Fn(Pro, A) if p € PCy,
N ) +o0 otherwise.

The proof of Theorem 7.2 consists of the following steps:

(Step 1) We show first, as in [AC04, Proposition 3.4], that any subsequential I'-
limit point Fy (-, A) of the sequence (Fy(-, A))y is only finite on H(Q).
This result is a prerequisite for performing Step 3. We also show that I'-
convergence implies Mosco convergence in this situation.

(Step 2) Using a compactness argument [Bra02], we infer that, up to a subsequence,
the functionals (Fy(-, A))y T-converge to a limiting functional Fy (-, A)
for any A € O(Q).

(Step 3) We prove the applicability of a suitable representation theorem [BFLMO02,
Theorem 2|, which allows us to deduce the following expression

Fy,(p) = / f(. 0, Vo) do = / (A(2)Vip, Vi) du (7.6)
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see also [AC04, Theorem 2.2 and Remark 3.2].
(Step 4) In view of the previous steps, it remains to show that A(z) = p(z)o(x)Id.

Steps 1 and 2 will be carried out in Section 8, while Steps 3 and 4 will be performed
in Section 9.

Remark 7.3. Mosco convergence of Dirichlet forms is equivalent to strong conver-
gence of the associated semigroups [Mos94]; see also [KS03] for a generalisation to
Dirichlet forms defined on different spaces.

8. MOSCO CONVERGENCE OF THE LOCALISED FUNCTIONALS

In this section we perform Steps 1 and 2 of the proof strategy described above,
i.e. we prove the following results.

Theorem 8.1 (Regularity of I'-limits). Assume (Ib). For A € O(Q), let Fy (-, A)
be a subsequential T-limit of the sequence (Fy(-,A))n in L*(Q)-topology. Then
Fo,(p, A) = +oo for any ¢ ¢ H'(Y). Moreover, the subsequence is also convergent
in the Mosco sense.

The proof of this result is contained in Section 8.1 and relies on an L2-Holder
continuity result (Proposition 8.5).

Theorem 8.2 (Localised Mosco compactness). Assume (Ib) and (ub). Then there
exists a subsequence of (Fy)n such that for any A € O(Q), the sequence (Fn(-, A))n
is Mosco convergent in the L*(Q)-topology.

The proof of this result is contained in Section 8.2 and relies on an inner regularity
result (Proposition 8.8) which is based on a Sobolev upper bound (Proposition 8.6).

8.1. Regularity of finite energy sequences. In this subsection we prove that any
I-limit Fy, is only finite on Sobolev maps, which allows us to work with Theo-
rem 9.3. The proof of the corresponding result in [AC04] relies strongly on the
symmetric structure of the cartesian grid (where affine interpolation of vectorfields
can be used; see [AC04, Proposition 3.4]).

For any z,y € R we write x < y (or equivalently, y 2 x) if there exists a constant
C = C(¢,d) € R, such that z < Cy. For h € R? we write 7,(z) := x + h and

KXL it TnnK +£0.
Lemma 8.3 (Existence of good paths). Let T be a (-regular mesh. Then there
exists a family of paths {vkr} Kk LeT, where
VYKL = {’YKL(i) c1=0,... 7”KL}; K = ’YKL(O) ~ ’YKL(l) Y ’YKL(”KL) =L,

such that the following properties hold:
(1) for all K,L € T we have

NKL

dKL
NKL S m and ZdVKL(i):’YKL(iJrl) S dKL; (8'1>
=0

(2) for any h € RY and M, N € T with M ~ N we have
||

#{(K,L)GT2 S KAL {M,N}chL}gwm. (8.2)
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Proof. Part (1) has been proved in [GKM18, Lemma 2.12], so we focus on (2) and
write S for the set whose cardinality we would like to bound. For r I > 0,we consider
the cylinder Cyl(r,[) of radius r and height 2 given by

Cyl(r,1) := {v = (v,v*) €R? : v, € B, v* € [-1,1]},

where B?~! denotes the ball in R?~! of radius r centred in the origin. Without loss
of generality we may assume that z,; = 0. Let S; C R? be the union of all K € T
such that (K, L) € S for some L € T.

We claim that

Sy € Cyl(7, 1) (8.3)

for some 7 < [T]and [ < |h|+[T]. Indeed, for all cells K, L € T with (K, L) € S, the
construction in [GKM18] yields that M U N is contained in the cylinder C' of radius
2[T], whose central axis is obtained by extending the line segment between zx and
xr, by a distance [T] in both directions. Hence, we can set 7 := 2[T]. Moreover, in
order to conclude the proof of (8.3) it suffices to show that

| <[T]+|h| VK €Sy, z€K. (8.4)

Observe that 0 € M C C implies that there exists y € R? belonging to the axis
of C' with |y| < 2[T]. This shows that one has

C C By (y)

for ro :=4[T| + dkr.
Pick now any x € K € S;. In particular x € B, (y). Henceforth, we have
|z < fo =yl + |y <o +2[T] <6[T] +dxr
<6[T]+ |xx — 2L+ h| +|h| < 8[T] + |h|,

where in the latter inequality we used that |xx — xp + h| < 2[T] whenever K LI
This shows (8.4) and, thus, (8.3) as well.

Now we conclude the proof by a simply volume comparison argument: On one
hand, the volume of the cylinder is given by

2 (Cyl(w, 7)) S [TI7HTT+ [R]) S [TIH(TTV [AD). (8.5)

On the other hand, S; can be written as a disjoint union of cells. Let us denote by
N7 € N the number of such cells and by K; the cells in S;.

Moreover, by regularity we know that there exists a & < [T] such that Bs(xx) C K
for every K € T. It follows that

28, = sz(m) > LUBs(ak)) = Ni6? 2 N[T]" (8.6)

i=1
Putting (8.3), (8.5) and (8.6) together we infer that
i
[T]

We conclude the proof observing that regularity implies #S < N;. Indeed, for
every K € T, K C Sy, there exists a (universally) bounded number of cells L € T

M <1V
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such that (K,L) € S. This is due to the fact that, whenever L, L' € T are such
that (K, L), (K,L") € S, then by the triangle inequality we deduce that

dpp S [T]-
As a result, regularity implies the claim, which allows us to conclude the proof. [

The following lemma provides a crucial estimate needed to deduce L?-strong com-
pactness of sequences with bounded energy. A similar result has been obtained
in dimension d = 2,3 in [EGH00, Lemma 3.3] with bounds in terms of discrete
Sobolev norms.

Lemma 8.4 (L?-Holder continuity). Assume (Ib). Fiz A € O(Q) and set As :=
{x € A : dist(z,0Q) > 8} for § > 0. Let T be a (-reqular mesh, let f € L*(T|a)
and define ¢ := 17 f € L*(A). For any h € R? we have the L*-bound

h
e = ¢laea) S ok (1h] v [T7) Fr(£. 4), (8.7

where Tho(+) := @(- — h) and k > 0 is the lower bound in (Ib).
Proof. For any h € R% we have

I = @llZ20a,) = /A (p(z—h) =) de < > ISkul(F(L) — FK)),

[h K,LET|a
(8.8)

where Sk, = {x € K :x—h € L}. For K,L € T|4 we use Lemma 8.3 and the
Cauchy-Schwarz inequality to write

NKL

() = f(L))” < i 3 (F (i) = (), (8.9)

where K = Ko ~ K1 ~ ... ~ K,,
[T]V |h|, whenever Sk, # 0.

To estimate the measure of Sk, we pick a hyperplane H that separates K and L
(which exists by the Hahn-Banach theorem, in view of the convexity of the cells). By
construction, Sk, is contained in the strip between H and H +h. Moreover, we have
Skr1, C K, which means that Sk is contained in a ball of radius < [T]. Combining
these two facts, we infer that [Skr| < [T]97|A]; hence, |Skr| S [T (|| A[T]) by
(-regularity.

Putting these estimates together, we obtain

= L and ngp < %. Observe that dy; <

NKL

[Sical (F(R) = F(L))" S [TYHRL Y (F(Ki) = FOK))S. (810)
Let agr, denote the left-hand side in (8.2). Using (8.8) and (8.10) we find that
I = @l3aay S T1HAL D ann(fF(L) = F(K)).

K,LET| 4
L~K

On the other hand, since wyy, > [T]472 by (-regularity and r > k by assumption
(Ib), we have

Fr(f, A Z T2 Y (f(K) - £(1)",

K,LeT| 5
L~K
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The desired result follows since agr <1V % by Lemma 8.3. O

The compactness result now follows easily.

Proposition 8.5 (Compactness). Fiz A € O(2) and assume that the lower bound
(Ib) holds. Let (Ty)n be a vanishing sequence of (-regular meshes. Let fy €
L*(Tx|a) be such that

a = sup Fy(fn,A) < +00
NeN

and define o =ty fn € L*(A). Then the sequence (pn)n is relatively compact in
L?(A). Moreover, any subsequential limit o belongs to H'(A) and satisfies

(0]

IVell2a) S T

Proof. The L?(Q2)-compactness follows from (8.7) in view of the Kolmogorov-Riesz-
Frechét theorem [Brel0, Theorem 4.26]. Let ¢ be any subsequential limit point of
¢n as [Ty] — 0. Another application of (8.7) yields for any h € R? and 6 > 0,

. «
1 Tnep — <PH2L2(A5) = ]\}1_1()%0 | Thion — SONH%?(A(;) S E!hlz,

which implies that ¢ € H'(A) by the characterization of H'(A) as the space of
functions which are Lipschitz continuous in L?*-norm (see, e.g. [Brel0, Proposition

9.3]). O

Proof of Theorem 8.1. Proposition 8.5 shows that ¢ € H'(Q2) whenever Fy ,(¢) <
+o00. It follows from Proposition 8.5 that every L?-weakly convergent sequence
©n = tn fy with bounded energy supy F(fn, A) < 400 converges strongly in L2
Therefore, Mosco and I'-convergence are equivalent in this situation. U

8.2. Sobolev bound and inner regularity. This second part focuses on the proof
of the Sobolev upper bound (iii) in Theorem 9.3, which turns out to be useful for
several results in the sequel.

Proposition 8.6 (Sobolev upper bound). Assume (ub). Then we have the Sobolev
upper bound

Fay(o4) S & [ [Vl dm (811)
A
for any ¢ € HY(Q) and A € O(Q).
Proof. Let us first prove (8.11) for ¢ € C°(R?). For N € N, define fy : Ty — R by
InN(K) == p(rg) for K € Ty.

Clearly, ¢y := ¢y fn converges uniformly to ¢ as N — co. Moreover, by smoothness
of ¢ and continuity of ¢ we also have

(fN(K) —In

dKL

EN = sup -0 (8.12)

K,LETN

(L)) Skr — (Vo(rk) - vkr)*o(zk)

as N — co. Similarly,

> Welewlotelk] - [ [V dn| < ey (8.13)

KeTn|a
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Now we simply argue by (-regularity of the meshes (in particular we use the fact
that the number of neighbours is universally bounded) and (ub) to show that

v A) = Y (fN(K)—fN(L)> Orog (v (), 75 (L)) dic2| T | S

d
K,LETN|A KL

S D denllrel|Velex)Polex) +en D dicr|lkl

KeTn|a KeTn|a

S Y Velak)Polek) K|+ en 2 (A)

KeTnla
< / Vo2 i+ ex (L4A) + 1),
A

where we used (8.12), the regularity of the mesh and (8.13). Passing to the limit
N — oo we obtain

Fo,(p, A) < limsup Fy(¢n, A) < k:/ |Vl dm,
N—o0 A
which is the desired bound.
It remains to extend the result to H(€) by a density argument. Indeed, for any
¢ € H'(Q) there exists a sequence (¢;); € C®(R?) such that p; — ¢ in H(Q).
Using that Fy, is lower semicontinuous with respect to L?(2), we apply (8.11) to
; to obtain

Fo,(p, A) <liminf Fy ,(p;, A) < hmlnf/ |V<pl|2dm k:/ |Vg0|2dm
1—00

which shows (8.11) for ¢ € H* (). O

Remark 8.7. In the case when my = my (or more generally, when my = Py(pdz)
for some continuous p), it is even possible to prove (iii) with a = 0 and ¢ = 1. In
other words, the way one can prove (iii) is to give a proof of the limsup inequality.
Albeit simple, the proof of the existence of a recovery sequence reveals to be quite
insufficient for our purposes, due to the fact there is no simple way to obtain the
liminf inequality, which is the reason one has to pass through the compactness and
representation scheme.

We now focus on the inner regularity as set-valued limit functional of (Fn (-, A))y
for every A € O(Q2). Note that we prove something slightly stronger than the
classical inner regularity. More precisely, we are able to show an inner approximation
with sets of Lebesgue measure 0, which will be be particularly useful in the proof of
the locality in Proposition 9.5 below.

Proposition 8.8 (Inner regularity). Assume (ub). For any ¢ € H'(Q) the function
A= Fo,(p,A) is inner reqular on O(S2), in the sense that
sup  Fo,(p, A") = sup Fo (¢, A") =Fo,(p,A), VAeOQ). (8.14)
AleA, A'eA
2d@A)=0
Proof. We adapt the proof for the cartesian grid as given in [AC04, Proposition
3.9]. Fix ¢ € H'(Q) and 6 > 0 and consider a non-empty set A” € O(2) such that
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A" € A (i.e. A” is relatively compact in A) and

/ Vp|*dz < 4.
AAT

Let ey := tyen be a recovery sequence for Fy ,(ip, A\ A7), i.e.

ex — pin L*(Q) and limsupFy(en, A\ A7) < Fy (o, A\ A7) < ks, (8.15)

N—o0

where the last bound is a consequence of Proposition 8.6.

Take A’ € O(Q) such that A” € A’ € A and Z%(9A’) = 0. Note that this can
always be done since one can pick a compact set K satisfying A” ¢ K € A and
then choose A’ as the union of any finite open cover of K by balls whose closures
are contained in A. Let ¢y := tn fy be a recovery sequence for Fy ,(p, A’) such that

on — @ in L*(2) and limsup f‘N(cpN,A’) < Fo,(p,A).

N—o00

Fix M € N and suppose that [Ty]| <
Asa1y) C A" by

m. Define A” ¢ A, C Ay C ... C

Aj = {x e A dz, A") < jd((A’)C,A”)} .

5(M +1)
Moreover, for i € {1,..., M} we consider a cutoff function p; € C°°(R?) satisfying
pi‘A5i+2 = 17 Pi|Q\A5i+3 = 07 0 < Pi < 17 ’vply S M. (816)

Set i := Pyp; and define
f}v = erfN +(1- rﬁv)eN, so that go?v = LNf]iv —

as N — oo. As [Ty] < , we have by (8.16),

1

5(M+1)
903\[ = PN in A5i+1, 903\7 =EN in A \ A5i+4' (817)

Using these identities and the inclusions As;; C A" and A” C As;,4 we obtain

Fn(py, A) < Falgly, Asitr) + Fa(oh, Asany \ Asi) + Fa(oly, A\ Asita)

) e A o (8.18)
<Fn(pn, A) + Fn(@y, Asrn) \ Asi) + Falen, A\ A7)

To estimate the middle term, let Vg(K, L) := g(L) — g(K) denote the discrete
derivative and observe that

VN, L) = riy(L)V fn(K, L) + (1 — ry(L)) Ven(K, L)
+ (fn(K) —en(K))Vriy(K, L)

for any K, L € Ty. Consequently,

IVINE D S |V In(E L) + Ve (K, L) + M?di | fx(K) — en(K)|*
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Using this bound and the (-regularity of the mesh we obtain

Fn(¢ly, Asirny \ Asi)

<[~

S
Il
—_

M
1 ~ L o
S i (FN(SON, Asit) \ Asi) + Fu(en, As(it1) \ Asi) + kMQHSON - 5NHL2(Q))
=1
9 /. L o B
< — (Fulon, A\ A7) + Fulen, A\ A)) + kM oy = exliao)
2F -
< 7t kM| on — enllrz @),
where

B:= B(5,4) = sup (FN(¢N, A+ Fylen, A\ W)) < +o0.

Inserting this error estimate into (8.18) we deduce that
LS Bu(eh 4) — Bl A) ~ Bl AN S 2 + NPl — el
A]\4i:1 N\¥N> N\¥N, N\eN;, ~ M N NI{[L2(Q)-

Next we pass to the limit N — oo for fixed M € N. Since py,eny — ¢ in L?, it
follows from (8.15) that

M
1 ~ . -
lim sup i E Fn(¢l,A) —Fo (0, A) —kd < (8.19)
i=1

N—oo

It remains to note that for any M € N, there exists a subsequence (¢%) v such that
O — ¢ in L*(Q) as N = oo and

Together with (8.19) this bound yields

r j E
Fo, (i, 4) < limsup By (¢, 4) < Fo,(p, 4) + C(3+ 17 ),
N—oo M
where C' = C(d, () and E = F(0, A). Taking the limit M — oo and then § — 0 we
find

Fo,(p, A) < sup  Fo,(p,A).
Al€A,
2d(5A")=0

As the reverse inequality trivially holds, this concludes the proof. O

Proof of Theorem 8.2. By Proposition 8.8 and [BD98, Theorem 10.3], the sequence
(Fn (-, A))y has a subsequence which is T-converging in L2(Q)-topology to a limit
functional F ,(-, A) for every A € O(Q). The fact that I'-convergence implies Mosco
convergence, has already been observed in Theorem 8.1. ([
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9. REPRESENTATION AND CHARACTERISATION OF THE LIMIT

In this section we show the following representation formula for the I'-limits from
Section 8.

Theorem 9.1 (Representation of the I'-limit). Let ¥y, be as in Theorem 8.2, i.e.

suppose that for every A € O(R), there exists a subsequence of (Fy (-, A))y that is
L*()-Mosco convergent to Fo (-, A). Then the functional ¥y, can be represented
as

Fo,(p, A) = {fA folz, 0, V)da if o € H'(Q), (9.1)

+00, if p € L*(Q)\ H(2),
for some measurable function f,: Q x R x RY — [0, +00).

Combined with the following result, this will complete the proof of Theorem 7.2.

Theorem 9.2 (Characterization of f,). Suppose that o € Cy(S2). Then the function
fo: Q2 x R4 — [0, +00) defined in Theorem 9.1 is given by

folw,u, &) = |€)Pp(z)o(z), VreQ, ueR, R
In particular, the sequence (Fy(-, A))y is L*(Q2)-Mosco convergent to Fy (-, A).

To prove Theorem 9.1, we use a representation result from [BFLMO02] for func-
tionals on Sobolev spaces, which can be applied here in view of Theorem 8.1. For
our application, we have E(-,A) := Fy,(-,A) for any subsequential I'-limit point
Fo,(-,A) of (Fn(-, A))n.

Theorem 9.3. Let E : H'(Q) x O(Q) — [0,400] be a functional satisfying the
following conditions:
(1) locality: E is local, i.e. for all A € O(Q2) we have E(p, A) = E(Y,A) if p =1
a.e. on A.
(ii) measure property: For every o € H'(Q)) the set map E(yp,-) is the restriction
of a Borel measure to O(£).
(iii) Sobolev bound: There exists a constant ¢ > 0 and a € L*(Q) such that

1
L[ Vel as < Be. ) <c [ (ale) + |VoP) ds
A A

for all p € H(Q) and A € O(Q).

(iv) lower semicontinuity: F(-, A) is weakly sequentially lower semicontinuous in
H(Q).

Then E can be represented in integral form

E(p, A) = /Af(w, ¢, Vi) du,

where the measurable function f: QxR x R? — [0, +00) satisfies the self-consistent
formula

f(z,u, &) = limsup M(u+ (-~ 2),Qc())

d
e—0t €

: (9-2)

where Q.(x) is the open cube of side-length € > 0 centred at x and
M(p, A) = inf {E(p, A) : ¢ € H(Q), p — ¢ € Hy(A)} (9.3)
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for any v € HY(Q)) and any open cube A C €.

Remark 9.4 (Equivalence of definitions). The paper [BFLMO02] contains the state-
ment of Theorem 9.3 with M (v, A) replaced by

M, A) :=inf {E(p, A) : ¢ € H'(Q), ¢ =1 in a neighbourhood of A} .

We claim that M = M. As any competitor ¢ for M is a competitor for M, it
is clear that A/ > M. To show the opposite inequality, we fix ¢ > 0 and take
¢ € H'Y(A) such that E(p, A) < M(p, A) + . Tt follows that ¢ — ¢ € HL(A),
and there exists a sequence (1,), € C>®(A) such that , — ¢ — ¢ in H(Q) as
n — 00. Set ¢, 1= 1 + n,, so that v, — ¢ in H*(Q). Note that ¢, is a competitor
for M (¢, A) as it coincides with 1 on A \ spt(n,). Hence, M (¢, A) < E(p,, A) for
alln € N.

Using the continuity of E(-, A) with respect to the strong H'(2) convergence (as
follows from (iii)), we may pass to the limit to obtain

M(1, A) < lim Elpa, A) = E(p, A) < M(1, A) + <.
n—oo
As g > 0 is arbitrary, the claim follows.

In the remainder of this section we will verify that F , satisfies the conditions of
Theorem 9.3.

First we observe that the Sobolev upper bound (iii) has already been proved in
Proposition 8.6. Moreover, we claim that the corresponding lower bound follows
from Lemma 8.4. To prove this, take a recovery sequence oy — ¢ in L*(Q) for
F ~n(-,A). For any h € R? and § > 0 sufficiently small, it follows from Lemma 8.4
that

| 7hte — 90||2L2(A5) = ]\}1_1& ITneon — ‘pNH%Z(Aa)

2 2
< ulirrlsup]?‘]\f(cpj\f,A) = ﬂFp(go,A).
k N—o00 k
From the usual characterisation of Sobolev norms (see e.g. [Brel0, Proposition 9.3])
we infer that HVSOHiz(Aé) S E7'F,(p, A), which yields the result.
We also observe that (iv) follows immediately since any I'-limit is lower semicon-
tinuous [Bra02, Proposition 1.28] with respect to the L*(Q)-topology.
Thus, to verify that F , satisfies the conditions of Theorem 9.3, it remains to
prove the locality (Section 9.1) and the subadditivity (Section 9.2). The proof of
Theorem 9.2 is contained in Section 9.3.

9.1. Locality. A consequence of the inner regularity result from Proposition 8.8 is
the following simple proof of the locality of F ,.

Proposition 9.5 (Locality). Assume that (ub) holds. Then ¥y, is local, i.e. for
any A € O(Q) and ¢,y € L*(2) such that ¢ = a.e. on A, we have Fo ,(p, A) =

Fo, (v, A).

Proof. Let A € O(Q2) and take p,1 € L*(2) such that ¢ = ¢ a.e. on A. In view of
the inner regularity result from Proposition 8.8 we may assume that .£4(9A) = 0.
By symmetry, it suffices to prove that Fy ,(¢, A) > Fy ,(¢¥, A).
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Define Cy = |J{K : K € Ty|a} and C := |y Ch, so that C' O A. We claim
that

C\AC By, where By:={ze€Q : d(z,04) <2[Ty]}. (9.4)

Indeed, for every x € C'\ A there exists N > 1 and K € Ty such that » € K'\ A
and K N A # (). Therefore, d(z,0A) = d(z, A) < diam(K) < [Ty], which implies
(9.4).

Let (pn)n be a recovery sequence for Fo (¢, A), i.e. py — ¢ in L*(Q) and

lim Fy(pon, A) = Fo (@, A). (9.5)
N—oo

Fix ¢y € PCy such that ¢y — ¢ in L*(Q) as N — oo and define ¢y : © — R by
o on(z) ifxe,
Ynle) = {J)N(z) itz eQ\C.

We claim that ¢y — 9 in L*(Q) as N — oo. Indeed, since ¢ = 1 a.e. on A, we
have
198 = Vlli2) = lon — lZ2@\0) + llon = Vllizona + lon — @lli2ay.  (9:6)
The fjrst and the last term on the right-hand side vanish as N — oo since oy — ¢
and ¢y — ¢ in L*(Q). On the other hand, (9.4) yields
limsup [|on — ¥l r2eva) < limsup ([llz2ay + 191 2zy)
N—o00 N—o00

= [l¢llL20a) + [¥]|L2(04) = O,

since £4(0A) = 0. Together with (9.6) we infer that Yy — ¢ in L*(Q) as N — cc.
Using this fact, together with the I'-convergence of F in L2, the equality on = ¢n
a.e. on C' and (9.5), we obtain

Fo,(¢,A) < lijl\?sup f‘N(wN,A) = lim sup ﬁ‘N(gON,A) =Fo,(p, A),
—00

N—oo

which concludes the proof. O

9.2. Subadditivity. In this section we prove subadditivity of the functional A
Fo (¢, A) for any ¢ € H*(Q). This is the first step towards the verification of (ii)
in Theorem 9.3.

Proposition 9.6 (Subaddivity). Assume (ub). Then the functional Fo ,(p,-) is
subadditive for any o € H*(S)) in the sense that

Fo,(p,AUB) <Fo,(p,A)+Fo,(p,B), YA BeOQ). (9.7)
Proof. We prove that for all A’ € A, B' € B, ¢ € H'(Q)
FO,P(@? AI U B/) S FO,p(Soa A) + FO,p(Sov B)

and deduce (9.7) from the inner regularity Proposition (8.8). Once again, the proof
is inspired by [AC04, Proposition 3.7] and follows similar ideas as in the proof of
Proposition (8.8). Pick A" € A and B’ € B and let (¢5)n, (¢n)n being recovery
sequences respectively for Fg ,(p, A) and Fy ,(¢, B), which we can assume to be
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finite. Set d := d(A’, A°) and pick any M € N. Suppose that [Ty]| < We

define the sets

1
5(M+1)°

d
A= A dz A< j——— A
for j € {1,...,5(M + 1)}. Moreover, for i € {1,..., M} let p; be a cutoff function
pi € C*(RY) satisfying
pi‘A5i+2 = 17 pi|ﬂ\A5i+3 — 07 0 S pi S 17 ’va’ 5 M

Introduce sequences converging in L*(Q) by
P = LNPN(Pﬂ/JN +(1- Pi)¢N> o P Vie{l,...,M}

and note that % = ¢y in As;y1 and ol = ¢y in Q\ As; 4. Arguing as in the proof
of Proposition (8.8), one deduces the bound

FN(@?V) AU Bl) < FN(lZ}Nv A) + FN(@?V) (A5(i+1) \TEW) N B/) + FN(¢N7 B) (98)
for i € {1,..., M}, as well as the bound

M
1 ~ X - E -
i ; F (o, (Asrn \ Asi) N BY) S 7 + kM|l — ol 20,
where we used that (Asq11) \ As;) N B' C AN B and that the energy of the recovery
sequences ¥y and ¢y is bounded from above. Thus,

sup Fy (¢, A) V sup Fy(¢n, B) < E = E(A, B) < +oc.
NeN NeN

We may combine the error estimates above with (9.8) to deduce

M
1 s _ _ E -
i ;FN(SDM AVUB) —Fn(dn, A) = Fn(on. B) S 57 + kM?|[9n = énl2(0)-
Passing to the limit as N — oo for a fixed M € N, from the previous bound and
the fact that both ¥, oy — ¢, we obtain
M

. L s
limsup - > Fy (e, A'UB') = Fo,(¢, A) = Fo, (¢, B)

N—oo i—1

FE
= (99)

Once again, in order to conclude the proof we note that for any fixed M € N, one
can find a sequence of ¢ such that ¢¥ — ¢ in L*(Q) as N — oo and

M
= i 1 = i
Fy(eh, A UB) < i z_; Fy(ohy, A UB).
Together with (9.9), this yields
- ) FE
Fo,(p, AUB') <limsupFn (¢, A" UB") <Fg,(p, A) +Fo,(p, B) + CM

N—oo

for every M € N and some constants C' = C(d,() > 0 and £ = FE(A,B) > 0.
Taking the limit M — oo, we infer that

Fo,p(@, A, U B/) < FO,p((pa A) + FO,p((:0> B)a
which completes the proof. O
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The following additivity property turns out to be much easier to prove than the
correspondent result on the grid in [AC04], due to inner regularity in combination
with the very short range of interaction (nearest neighbours on a scale of order [Ty]).

Proposition 9.7 (Additivity on disjoint sets). Assume (ub). For any ¢ € H'(Q)
the function Fy (¢, -) is additive on disjoint sets, i.e.

FO,P(@? AU B) = FOW(‘)O? A) + FO,P(@) B) (910)
for all A, B € O() such that AN B = 0.

Proof. In view of the subadditivity result from Proposition 9.6, it remains to show
the superadditivity. Furthermore, by inner regularity (Proposition 8.8) we may
assume that d(A, B) > 0. Consequently, for N sufficiently large we have

FN(QO,AUB):FN(QO,A)+FN(QO,B) VSOEHI(Q)

Fix ¢ € H'(Q2) and let (¢n)n be a recovery sequence for Fy (0, AU B). Using
the previous identity we obtain

Fo, (¢, A) + Fo, (¢, B) < liminf Fy(py, A) + liminf Fy (o, B)
S hj{fl’lil’lfﬁ‘]\l((p]v, A) + FN(QO]\“ B)
—00

= liminf FN(goN, AU B)

N—o00
= Fo,p((p, A U B),

which is the desired superadditivity inequality. O
We are now in a position to collect all the pieces for the proof of Theorem 9.1.

Proof of Theorem 9.1. In view of Proposition 8.6, it suffices to check that Fy ,(-, A)
satisfies the conditions of Theorem 9.3.

The locality (i) has been shown in Proposition 9.5.

To prove (ii), we apply the De Giorgi-Letta criterion; cf. [DGL77], [BD9S8]. For
any ¢ € H*(Q), it follows from Proposition 8.8, Proposition 9.6 and Proposition 9.7
that Fo ,(¢, -) is the restriction of a Borel measure to O(2).

The Sobolev bound (iii) has been proved in Proposition 8.6.

Finally, to prove the lower semicontinuity (iv) we note that the lower semicontinu-
ity with respect to strong L?(2)-convergence follows from the fact that any I'-limit
is lower semicontinuous; see [Bra02, Proposition 1.28]. Since H'() is compactly
embedded in L?(Q), the result follows. O

9.3. The characterization of the I'-limit. To prove Theorem 7.2 it remains to
characterize the I'-limit F , obtained in Theorem 9.1. Thus, we have to compute
the function f, appearing in Theorem 9.1. From (9.2) it follows that for z € €,
v € Rand £ € RY,

fo(x,u, &) = limsup M (u+&(- — 2); Qc(x))

u = : (9.11)
E—

where Q.(z) denotes the open cube of side-length ¢ centred at = and

M(6, 4) = inf{Fo, (b, 4) : v € H'(Q) s.t. ¥ — 6 € H}(A)}
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for any Lipschitz function ¢ : @ — R and any open set A C Q with Lipschitz
boundary.

In order to compute M by discrete approximation, we consider its discrete coun-
terpart M defined by

Mr(f, A) = inf{Fr(g,A) : g€ R st. f=gonT|a} for f:T =R
9
The following result is crucial for the proof of Theorem 9.2 below.

Lemma 9.8. Let A C Q) be an open set with Lipschitz boundary. For any Lipschitz
function ¢ : Q — R we define fy : Ty — R by fn(K) = ¢(xk) for K € Ty.
Suppose that Fy (-, A) LN Fo,(-,A) in L*(Q) as N — oo for any A € O(Y). Then
we have

as N — 0.

Proof. First we embed the discrete functionals in the continuous setting. For any
Lipschitz function ¢ : 2 — R and any open set A C 2 we set

PCN(¢,A) = {@ZJ e PCy Tﬂ(l'[() = ¢($K) VK € Ty AC}- (913)
We consider the embedded discrete energies F‘ﬁ, : L*(Q) — [0, +00] defined by

ﬁ‘%(w,A) — {FN(PN¢7A)7 1f¢€PCN(¢>A)

~+o00 otherwise,

and their continuous counterpart Fg’ , L*(€2) — [0, +00] defined by

FO,p(w> A)v if d} - ¢ € H&(A)>

+00 otherwise.

F{ (), A) = {

We claim that
f‘}@(, A) L ng(', A), VA C Q with Lipschitz boundary, ¢ € Lip(R%),

which implies, together with Proposition 8.5 and basic results from the theory of
I'-convergence, the desired convergence of the minima in (9.12).

To prove the claim, we argue as in [AC04, Theorem 3.10].

To prove the liminf inequality, we consider a sequence ¥y — ¢ in L*(2) satisfying
SUpy F%(%\/,A) < 400. In particular, this implies that ¥y € PCy(Py¢, A) and
F% (Yn, A) = Fy(¢y, A). Since Fy(-, A) 5 Fo,(-,A), it remains to prove that
Y — ¢ € H}(A). In view of the boundary condition and the fact that ¢ € Lip(R?),
we have

Fy(n, Q) <Fy(@n, A) + Fy(Pyo, Q) < Fy(¥y, A) + Lip(¢).

It follows from Proposition 8.5 that ¢y — ¢ strongly in L?(Q) with ¢» € H*(Q).
Moreover, by construction we have ¥y — ¢ in L*(€ \ A). Since A has a Lipschitz
boundary, we conclude that ¢ — ¢ € H}(A).

Let us now prove the limsup inequality. Pick ¢ € L?(Q) such that Fg, L, A) <
+00. In particular, ¥y — ¢ € H}(A). Without loss of generality, we may assume
that supp(¢) — ¢) € A, as the general case follows then by a density argument using
the continuity of Fy , in the strong H'(Q)-topology. Consider a recovery sequence
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Uy — ¢ in L*(Q) such that Fy (i, A) — Fo (1, A) = F§ (1, A) as N — +o00. As
in the proof of Proposition 8.8, one can find for any § > 0 a cutoff function ¢s with
the following properties:
(i) supp(¥ — ¢) € supp ¢s € A;
(ii) the functions ¢ :=in o Py (¢stn + (1 — ¢s)¢) satisfy
lim sup F% (1%, A) = limsup Fy (¢4, A)

N—oo N—oo

<limsup Fy (¢, A) + 6 = F§ (¥, A) + 0.

N—o0

Passing to the limit along a diagonal subsequence w%N) — 1 in L*(Q) as § — 0,
the result follows. U

Proof of Theorem 9.2. We split the proof into two parts.

Step 1. We first suppose that ,p =1 and my = 7y and we fix € > 0. For fixed
uw€eER, z€Q, and £ € R? we will compute

Mu(f52Qe(2)),  where f5 (K) = ¢ .(zx) and ¢, () == u+E(- — 2).

As a shorthand we write f := fS’Z and Q. := Q.(z), suppressing the N-dependence
of f. Recall that

Mny(f, Q) = irglf {}'N(g,Qg) . g€ R™ and g(K) = f(K) for K € TN’Q;}.
In other words, we minimize the discrete Dirichlet energy localized on (). with
Dirichlet boundary conditions given by the discretised affine function f.

By computing the first variation of the action, the unique minimizer is given by
the solution A : Ty — R of the corresponding discrete Laplace equation

{ﬁNh(K) =0 for K €Ty\ Ty

Qg
h(K) = f(K) for K € Ty|qe. (9.14)

We claim that the function f solves (9.14). Indeed, the boundary conditions hold

trivially. Moreover, writing 7x7, 1= % we obtain for any K € Ty \ Tn|q:,
Ty f(K) =Y wir (F(L) = f(K)) = > Tkrl(€ 7xr)
LK L~K

= / <§7 Vext> d%d_l = Oa
0K

where v, denotes the outward normal unit normal and in the last step we used
Stokes’ theorem. This computation shows the optimality of f and, hence,

MN(faQs) :fN(faQa)'

For the asymptotic computation of Fy (f, Q-) we use the average isotropy property
of any regular mesh (see [GKM18, Lemma 5.4]) to obtain

1

7600 -<16P = |(3 3 dallaalieral?) - lePlas
K,LeTn
K,LNQ:#0

< |B(0Qe,5[Tn])| — 0 as N — co.
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Note that we get |B(0Q:, 5[Tn])| instead of |B(0Q., 4[Tn])| as in [GKM18, Lemma
5.4] because we take into account all the cells whose closure intersects the cube Q.

and not only the ones contained in it. Together with Lemma 9.8, we obtain for all
£€Rand € >0,

M(¢5,., Q=) = lim Mn(f,Q:) = lim Fy(f,Q:)=c"lg.  (9.15)

Hence,

folz,u, &) = lim sup = eI,

e—0t

M(¢y,.. Q<)
cd

which concludes the proof in the special case o, p =1, my = 7.

Step 2. Let us now consider the general case when o € C,(€2) and my, p satisfy
(Ib), (ub) and (pc). We write Fy, My for the respective analogues of Fy, My from
the special case 0, p = 1 and my = 7y, which we considered in Step 1.

Fixu e R, z€Q, £ € R and let Q., ¢5 ., f be as above.

For all g : Ty — R we have by construction,
(inf pNa>fN(g, Q) < Fn(g,Q:) < (sup pN0'>ﬁN(nga)-
QQ& Q2€

Hence, in particular,
(inf pxor) Mis(7,Q2) < Mu(,Q) < (sup prvr) Min( £, Q2)

As a consequence of the first part of the proof and (9.15), passing to the limit as
N — oo and applying (9.12), we deduce
(lim sup inf pN) (inf 0) €)% < M(45,., Q:)
N—o00 QQE QQE ’
< <lim inf sup pN> (sup O') €%
N—oo 2¢e 2¢e

Passing to the limsup as e — 0, we deduce from (9.11), both the continuity of o and
the (pc) condition

= €Pp(2)o(z) forae. z €,

M(¢S ., Q.
fo(z,u,6) = limsup((z):jm

e—0
which concludes the proof. O
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PARABOLIC HARNACK INEQUALITIES FOR LINEAR
DIFFUSIONS WITH AN APPLICATION TO MARKOV CHAINS
ON LOCALLY FINITE GRAPHS

DOMINIK FORKERT, JAN MAAS, AND LORENZO PORTINALE

1. INTRODUCTION

This short note is devoted to the analysis of quadratic diffusion processes on
metric measure spaces, with particular attention to the case of locally finite graphs.
The main result shows that under a two-sided bounded horizon condition on the
associated jump process, a Poincaré inequality and a volume growth condition, one
can prove a parabolic Harnack inequality for the correspondent diffusion process.
The importance of such an inequality is well-established in the literature and its
origins go back to Carl Gustav Axel von Harnack in the 19th century, in the context
of harmonic functions in Euclidean domains. One particularly significant application
of Harnack inequalities is the Holder continuity of the correspondent solution — a
parabolic version of the Harnack inequality even implies Holder regularity of the
associated flow. We refer the reader to [Kas07] for a general introduction to the
topic.

Given their fundamental impact, Harnack inequalities have been widely studied.
Let us recall the works of Grigor'yan [Gri09] and Saloff-Coste [SC02] for Laplace-
Beltrami operators on Riemaniann manifolds, where equivalent characterizations for
parabolic Harnack inequalities have been investigated. In particular, they showed
that a parabolic Harnack inequality is equivalent to a Poincaré inequality together
with a doubling condition for the volume measure; thus, highlighting a deep connec-
tion between properties of solutions to the heat flow on a manifold and more geo-
metric and analytic aspects of the space itself. Similar results have been extended
to the case of symmetric diffusions on metric measure spaces by Sturm [Stu96] and
to random walks on graphs by Delmotte [Del99]. All these results concern a classi-
cal linear diffusion regime. Other regimes have been considered in [BBK09].

More recently, a more unifying picture for different diffusions on general met-
ric measure spaces has been proposed in a series of works by Chen, Kumagai and
Wand [CKW17],[CKW18],[CKW19a], [CKW19b], where the authors proposed sev-
eral equivalent conditions for parabolic Harnack inequalities, amongst them elliptic
Harnack inequalities, elliptic and parabolic Holder regularity as well as upper and
lower bounds on the heat kernel.

Albeit the existence of such an involved history of works, the particular case
of linear diffusions on locally finite graphs appeared, to our knowledge, slightly
incomplete. In particular, the main reference work in this setting, given by [Del99],
deals with parabolic Harnack inequalities for diffusions where the reference measure
1 and the jump kernel j are related by the condition

u(x) =y jlwy). (1)

53



54 DOMINIK FORKERT, JAN MAAS, AND LORENZO PORTINALE

In [BBKO09], the authors discuss similar problems with more flexibility, thus, not
assuming the previous condition; even though they assume two-sided bounds on u
and j, which is a stricter condition not assumed in [Del99]. In [BBK09, Theorem 1.5]
the authors describe the connections between upper bounds on the jump kernel, the
doubling conditions and the Poincaré inequalities with parabolic Harnack inequal-
ities. Nonetheless, those results only apply to certain nonlinear diffusion regimes.
Indeed, the reason why the linear case is left out, is the presence of long-range in-
teractions, with consequent issues of integrability in a linear regime.

The same authors in [CKW17, Remark 1.7] discuss the possible application of
their general equivalence result to different diffusion regimes but they exclude the
linear case.

Another generalization of the results in [Del99] is also pursued in [ADS16]. In this
work elliptic and parabolic Harnack inequalities are established for locally finite
graphs satisfying volume regularity as well as a relative isoperimetric inequality
which is, for instance, satisfied on the Euclidean lattice. Despite working under
the assumption (1), the approach of the authors allows for more general reference
measures (cf. [ADS16, Remark 1.5]).

The goal of this short work is to fill this gap and prove, in the same spirit of
[CKW17, Remark 1.7], a parabolic Harnack inequality (and a Holder regularity
result as a consequence) in the linear case for bounded-horizon jump processes,
where integrability issues as appearing in a long-range regime do not pose a problem.

Finally, we discuss an application of this result to a finite volume framework
and prove a Hoélder regularity result for approximating solutions to a Fokker-Planck
equation in R?. This turns out to be the key point in [FMP20], in order to obtain
evolutionary I'-convergence of discrete gradient structures for the Fokker-Planck
equation in R? with respect to the discrete optimal transport metric, introduced
independently by Maas in [Maall] and Mielke in [Miell].

2. PARABOLIC HARNACK INEQUALITIES FOR LINEAR DIFFUSIONS ON METRIC
MEASURE SPACES

Let (X, d, 1) be a metric measure space. Throughout these notes we assume that
(X,d) is a locally compact Polish space and p is a positive Radon measure on X
with full support. In this section we present a result showing a Harnack inequality
for linear diffusions on a metric measure space, where the associated jump process
has a bounded horizon (both from below and above, see (9)).

We start with some definitions.

Definition 2.1. (X, d, u) is said to satisfy (VG) (volume growth condition) with
parameter o > 0 if

Cylr* < p(B(z,r)) < Cyr®, Yz e X, r>0.

We are interested in a regular Dirichlet form &€ with dense domain F in L*(X, i),
with only pure-jump part as follows: For a symmetric Radon measure J on X x X'\
diag (here diag denotes the diagonal set {(x,z) : x € X}), we consider

£(f,9) :—/Xx\d. (f(@) = fu)g(x) —g(y)dI(z,y)  YfgeF. (2)
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Associated to £, one can consider the corresponding carré du champ T, given for
each pair of functions f, g € F, by the measure

DA = [ (@)~ f)ole) - ) dTy) (3)

Ax X \diag
for all Borel sets A C X. By definition, we have £(f,g) = T'(f, 9)(X).

We want to describe some of the properties of the semigroup generated by &, in
particular, the validity of Harnack type inequalities and the Holder regularity of the
solutions, in the specific case of a classical linear diffusion regime. Let ¢ : Rt — R*
be a strictly increasing continuous function with ¢(0) = 0 and ¢(1) = 1, satisfying

R\A _ ¢(R) R\ 52
— < —=< — < 4
Cl(r) _¢(T)_02<7") Vo<r=R (4)
for certain constants ¢i,co > 0 and By > 8; > 0.
We make use of several abbreviations throughout the article, consistent with re-
spect to the works [CKW17],[CKW18],[CKW19a], [CKW19b] of Chen, Kumagai
and Wang.

Definition 2.2. We say J, < (upper bound on the jump kernel) is satisfied if J is
absolutely continuous with respect to p x p with density j, satisfying

1Y) < G el )

for a constant ¢ > 0, where V(x,r) denotes the p-volume of the closed ball centred
in x of radius .

X p-a.e. v,y € X (5)

One of the key properties that is often used to obtain regularity estimates for the
solution of the correspondent heat flow, as introduced in [CKW17], reads as follows.

Definition 2.3. For Borel sets A, B C X such that A C B, we say that ¢ is a cut-
off function for A C B if 0 < ¢ <1 on X such that p =1 on A and ¢ = 0 on
Be.

Definition 2.4. We say that CSJ(¢) (cut-off Sobolev inequality for the jump kernel)
is satisfied if there exist Cy € (0,1] and C1,Cy > 0 such that for every 0 < r < R,

almost every xg € X and any f € F, there exists a cut-off function ¢ € Fp =
FNL®(X,p) for B(xg, R) C B(zg, R+ 1), satisfying

/ F2dT(p, ) <Cy / (f(2) — F()? dJ (. 3) (6)
Bay (R+(14-Co)r) UxU*

= 2d 7

* o(r) /BIO(R+(1+CO)T) I, @)

where U = B(xg, R+ 1)\ B(xg, R) and U* = B(xo, R+ (1+ Co)r) \ B(zg, R — Cor).

A substantially stronger version of the condition above is the following upper
bound on the carré du champ of £.

Definition 2.5. We say that UL (¢p) (upper bound on the carré du champ) holds if
for every 0 < r < R and every xqg € X, there exist Cy > 0 and a cut-off function
v € Fy for B(xg, R) C B(xo, 7 + R) such that

dl' (e, ¢) C

@ < o

) p-a.e. x € X. ()
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Note that UT'(¢) implies CSJ(¢) for any Cy and C} = 0 (even stronger, the choice
of ¢ is uniform in f € F).

In the following result we describe a particular setting where the UT'(¢) condition
is indeed satisfied. For a general picture of the relations between various conditions,
amongst them the ones introduced above, we refer to the works [CKW17], [CKW18].

Theorem 2.6 (UI'(¢) for linear diffusion with two-sided bounded horizon). Assume
é(r) = r? and suppose there exist o, a* € R such that

Jj(z,y) =0 whenever d(x,y) < a, ord(z,y) > . 9)

Then (VG) and Jys < tmply UT'(¢) with a constant Cy in (8) only depending on the
constants in (VG), Js <, o and .

Remark 2.7. A simple example of a metric measure space that satisfies (9) is given
by an unweighted directed graph where a jump occurs, i.e. j(z,y) > 0, if and only if
(x,y) is an edge. More generally, a graph setting with a more involved jump function
J has been extensively studied in [CKW17], [CKW18]. Nonetheless, in those works
only the case ¢(r) = r® with 8 < 2 has been investigated. In that case, no bounded
horizon condition like (9) is needed.

In [Del99],[BBK09] the case 3 = 2 is considered. Nevertheless, in the first work
the extra assumption (1) between p and j is present, whereas in the second one, no
result concerning the direct connection between J, < and PHI(¢) is present for such
a regime.

Proof of Theorem 2.6. The proof follows along the lines of [BBK09] and [CKW17,
Remark 1.7]. For given 0 < r < R and zy € X, define ¢(z) := h(d(x,x¢)) for a
function h € C*(R{; [0,1]) satisfying

1 <
Ms)=dF SR s <
0 s>r+R

Then, by construction, we have

dl' (¢, ¢)

25 a) = [ (ole) = o) i)ty

(10)

. 4 .
g/ ymww@+2/ (e, y)% (2, y) du(y).
{d(z,y)>r} ™ J{d(z,y)<r}

Step 1. We show that for any given r > 0, there exists Cy € R, only depending on
the constants in (VG), Js <, and (9), such that

. C,
/{d(w)»}ﬂ(%?/) duly) < 775 ()



PARABOLIC HARNACK INEQUALITIES FOR LINEAR DIFFUSIONS 57

Indeed, as a consequence of J4 <, (4) and (VG), one gets

1
J(a,y) duly) < c/
/{d(x,y)ZT} {d(z,y)>r} V({L', d(l’, y))¢(d($> y))

=C

i—0 /{Qirgd(x,y)<2i+1r} V(CL‘, d(I, y))¢(d(x, y))
1

V(:r 2ir)gz5(2i7“)

Z

for some constant Cy, which shows ( 1).

o

IN
o

V(z, 2 r)

\_/

Step 2. We show that for every r > 0, there exists Cy € R™, only depending on the
constants in (VG), J4 < and (9), such that

/ A,y (e, 9) duly) < Co. (12)
{d(z,y)<r}

Indeed, if r < a,, then the left-hand side of (12) simply vanishes. Hence, we may
assume without restriction that » > a.. As a consequence of J, < and (VG), together
with ¢(r) = 7? and (9), we may deduce in a similar spirit as above

/ (2, y)j (e, y) duly) < / P(z,y)j(z, y) du(y)
{d(z,y)<r} {d(zy)<r}

(o)

-y / | (e y)i(e ) duy)
= S ir<d(ey) <2-in)

=0
*(r)

>/ P (rp)is) Ay

2 lr<d(z,y)<27r}

1
: C.Z /. ., V()

(2 lr<d(zy)<2—ir} V

1 )
< —_— 27"
= Z V(x, 2*“17")‘/(10’ )

i=ix(r)\V0
< Go(i%(r) = 1.(r)),
where to pass from the second to the third line we used (9) for functions i.(r) and
i*(r) given by

ie(r) == [log2 (é)] and  i"(r) = [log2 <o¢%ﬂ >0,

respectively.
We end the proof of (12) by noticing that in fact i*(r) — i.(r) < log, ( > +1 for
any 7 > 0. Finally plugging (11) and (12) into (10), we obtain UT'(¢). O

Remark 2.8. Note that (11) neither relies on ¢ being quadratic nor on (9). However,
those two conditions are of fundamental importance in order to get (12).
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Remark 2.9. The UT'(¢) condition is crucial for the choice of ¢. Indeed, in a classical
diffusion setting, say on a Riemannian manifold (M, g), the quadratic choice is
natural for the specific choice of ¢ as in the proof of Theorem 2.6.

The UT'(¢) condition is known to be related to a parabolic Harnack inequality and
Holder regularity of the solution of the correspondent flow, as proved in [CKW17,
Theorem 1.20].

Definition 2.10 (Harnack Inequality). Let (X,d, u) be a metric measure space, €
a pure-jump regular Dirichlet form with dense domain F in L*(X, ) as defined in
(2), with a jump kernel given by a Radon measure J on X x X \ diag, absolutely
continuous with respect to p x p with symmetric density j(x,y) = j(y,z). Let L be
the associated generator, given by

Cf(x) = /X i) () - f@)duly)  feF. (13)

We say that (X, d, p, J) satisfies a continuous-time parabolic Harnack inequality (in
short PHI(¢)) if there exist parameters n € (0,1), 0 < 0; < 0 < 5 < 64 and a
constant cg > 0 such that for all zo € X, s € R, r > 0 and every non-negative
solution of

O = Lu, on Q=][s,s+0s0(r)] x B(xg,7),
one has

supu < cyinfu (PHI(¢))
Q. Q+

where Q_ and Q4 are defined by
Q- = [s +019(r), s + 620(r)] x B(wo,nr)

and
Q4 = [s+050(r), s+ 040(r)] x B(xg,nr),

respectively.

Remark 2.11. Fix 0 € (0,1) and 0 < 0] < 0, < 0, < @) as above. One can show
that a Harnack inequality with respect to (1,01, 02,03, 64, cyr) implies the existence
of a constant ¢}; > 1, only dependent on the aforementioned constants, such that
a Harnack inequality with respect to (7', 01,64, 64,04, ¢};) holds as well; see [Del99,
Definition 1.6].

There are two more ingredients required to obtain a parabolic Harnack inequality:
a regularity property on the jump kernel and a (weak) Poincaré inequality.

Definition 2.12. We say that (UJS) (upper bound for jump kernel smoothness)
holds if J is absolutely continuous with respect to p x p with symmetric density
j(x,y) = j(y,x) and there exists a constant ¢ > 0 such that for p-a.e. xog #y in X,
we have

i C . d(l’o,y)
T0,Y) < 57— z,y)du(z Vr < )
J(wo,y) Vo) /B@O,r)]( y) du(x) 5
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Definition 2.13. We say that a weak-Poincaré inequality (in short PI(¢)) holds,
whenever there exist Cp > 0 and ¢ > 1 such that for every xqg € X and r > 0, the
inequality

/ F@)P du(z) < Cp é(r) / @) - fW)Pd(y)  (14)
B(zo,r) B(zg,cr)x B(zo,cr)

holds for any given function f : B(xg,r) — R satisfying fB(mo " f(z)dp(x) = 0.
We are finally ready to state the main consequence of Theorem 2.6.

Corollary 2.14. Let (X, d, p) be a metric measure space that satisfies (VG) and let
E be a regular Dirichlet form with dense domain F in L*(X,u) as defined in (2).
Set ¢(r) = r? and suppose that

(1) Jp <, (UJS) and PI(¢) are satisfied,

(7i) the density j satisfies the bounded horizon assumption (9).
Then a parabolic Harnack inequality PHI(¢) holds true. Moreover, one has Hélder
reqularity for the associated heat flow, i.e. there exist \,n € (0,1), and Cyg > 0
depending only on the constants in (VG), Js<, (UJS), PL(¢), and (9) such that

for all zo € X, s € R, R > 0 and every continuous solution' of O, = Lv; on
Q = [s — R?, s] x B(wo, R), it holds

) = )] < G (U52) suphl  ¥it.0), () € Q"

where QT = [s — nR?, s] X B(xg,nR).
Proof. Apply Theorem 2.6 and [CKW18, Theorem 1.20]. O

APPLICATION TO MARKOV CHAINS ON INFINITE GRAPHS

A particular setting where the results of the previous section apply, is given by a
locally finite graph I' = (V, E') where V' denotes the set of vertices and E the set of
edges.

Write x ~ y, whenever z and y are neighbouring vertices in I'. Let dg, be the
graph distance induced by I' and let Bg.,(x,r) be the corresponding closed ball
centered in x of radius r > 0. Denote the corresponding volume with respect to u
by V(z,7) := p(Bgra(z,7)).

For notational simplicity, we use subscripts in form of p, and J,, to denote the
respective expressions p(z) and J({(z,y)}) in this section.

Proposition 2.15 (Quadratic Harnack inequality on infinite graphs). Let I' =
(V,E) be a locally finite (unweighted) graph. Let up € M(V') be a bounded mea-
sure on V', together with a measure J on V x 'V such that J,, = Jy, for allx,y € V
and Jyy > 0, precisely, when v ~y. Assume that

Joy < Crpiapty — Yr,y eV (15)
for some constant C; > 0. Consider the corresponding generator L, given by
1
Ly f(x) = " > Tu(fy) = f(=)). (16)
T ez

Suppose the following geometric assumptions hold:

For general bounded measurable solutions see [CKW18, Definition 1.15].
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(i) Volume growth: There exists a constant Cy > 0 such that
Oytr? < V(z,r) < Oyr® Ve eV, r>0.

(ii) Weak Poincaré inequality: There exist Cp > 0 and ¢ > 1 such that for all
xg € ' and r > 0, the inequality

D nalf@P < Cor? Y Joylf (@) = fy)P (17)

2€Bgra(wo,r) 2,y€ Bgra(xo,cr)

0.

holds for any function f : Bg(zo,7) = R satisfying erBgm(woﬂ,) o f ()
(17i) 2-sided bounded horizon: There exist a., a* > 0 such that the density j(x,y
Juy satisfies (9).
Then (U, dgra, i1, J) satisfies a parabolic Harnack inequality PHI(¢) for ¢(r) = r?
with a constant cy only depending on Cy,Cy and Cp.

~—

Remark 2.16. Note that, under the additional assumption of a bounded, nowhere
vanishing measure p on V' and the 2-sided bounded horizon condition (9), the setting
of [Del99] fits into the framework presented above with a constant in (15) given by

C7' =inf, {u.}.

Proof of Proposition 2.15. We apply Theorem 2.6 to (X, d, ) = (I, dgra, i) and J
as given in this section. O

3. THE FINITE VOLUME FRAMEWORK

The aim of this section is to apply Proposition 2.15 to a finite volume framework;
see [EGHO00], [FMP20] for a detailed description of the setup and related analysis.

Let T be a (-regular, finite partition (called mesh) of a domain with compact
closure Q C R? into sets (called cells) with nonempty and convex interior. Denote
by € := [T] := max{diam(K) : K € T} the size of the mesh.

Assume a probability measure m on , absolutely continuous with respect to the
d-dimensional Lebesgue measure, with a density o := Zye™V for some potential
V e C(2) N CH) and a normalising constant Zy > 0.

We assume that T is admissible in the sense that each each cell K € T contains
a point zx € K such that zx — xy, is orthogonal to the common interface 'k :=
0K NOL for any neighbouring cell L of K, denoted by L ~ K. Let dg := |vx — x|
be the Euclidean distance between reference points of any two cells K, L € T.

We endow T with a graph structure with cells corresponding to vertices and pair
of adjacent cells in T corresponding to edges. As before, we denote by dg. (K, L)
the graph distance induced by the (unweighted) graph corresponding to 7 (not to
be confused with the Euclidean distance dy). Denote by B (K, 7) a closed ball
centred in K € T of radius r > 0 with respect to the graph metric dgy,.

We consider a nearest-neighbour jump process, given by

—d(g2 if K ~ L
Jkr = © (6 wKL) ' . (18)
0 otherwise

where

Sk and Sk :=0(o(zk),0(z1))
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for some mean 6 : R x Ry — R{ satisfying min{a, b} < 0(a,b) < max{a,b}. The
corresponding reference measure p € (7)) is given by

e = p{K}) = e~'n(K) with w(K) = m(K). (19)

Then (7, dgya, ™) defines a metric measure space, where 7 and J induce a corre-
spondent regular Dirichlet form £ on LQ(T ), given by

Er(f.9) =Y Jrr(f(L) — f(K))(g(L) — g(K)). (20)
Moreover, define

V(K,r) = pu(Bga(K, 1)) VK e€T.

Remark 3.1. The graph metric dg, satisfies a volume doubling condition which is
inherited from a comparison of metrics in form of

[ngra(K, L) <dgp < C[T)dga(K, L) VK, LeT (21)

for some constant C' > 0 only depending on Q2 and (. Indeed, the first inequality
n (21) follows from [GKM18, Lemma 1.12], whereas the second inequality is due to
the fact that Y. dp, |1, < dga(K, L) for any path K = Ly, Ly,... Ly = L along
neighbouring cells L; 1 ~ L;.

A direct consequence of (21) are the following volume comparison bounds

Bao(K,7[T]/C) €| JB(K,r) € Bya(a, 7[TIC) VK €T, r>0.  (22)

Consider the correspondent diffusion, given by

(i) = — 3 (L) — u(K) e VK €T, (23)

'uKLeT

Our goal is to prove a Harnack-type inequality for solutions of (23). We remark
that it is not possible to directly apply [Del99, Theorem 1.7] to deduce such a result,
due to the fact that not all assumptions are satisfied, namely,

i 7 Z JKL-
L~K
Nonetheless, equality holds above up to a small correction term.

Given all considerations above, we aim to apply the results from the previous
section to 7 with measures J p as defined in (18) and (19), respectively.

First we need to prove a weak Poincaré inequality relative to the finite volume
partition.

Proposition 3.2 (Weak discrete weighted Poincaré inequality). There exist con-
stants cp, c1 > 0, depending only on ) (de such that all functionsu : T — R satisfy

Y u(K) = u(L)P m(K)m(L)

K,L€Bgra(Ko, r)
< e1d(Ko, cor)*m(Bga(Ko, 7)) Y wicr, [u(K) — u(L)[?
K LEBgrd(Ko CoT‘)

for any Ko € T and r > 0, where d(Ky, cor) := diam(Bg, (Ko, cor)).

(24)
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In particular, whenever 3 cp i, w(EK)m(K) =0, we have

Z|u K) < c1d(Ky, cor) ZwKL luw(K) —u(L))?.

K€Bgra(Ko,r) K,L€Bgra(Ko,cor)

The proof is based on arguments taken from [GKM18, Proposition 4.5] and
[EGHO00, Lemma 3.7], adapted to account for a weight function as well as metric
balls By, which need not be convex.

Proof. Write p := vyu and B, := | Bgra(Ko, ) for fixed Ky € T and r > 0.

Given two cells K, L € T, we define a function 1x : Q x Q — {0, 1} as follows:
For any two points x,y € B,, we set 1k (x,y) = 1, whenever K ~ L such that
the common interface 'k intersects the straight line segment from x to y and
(y —x)- (xp —xg) > 0. In all other cases, we set 1k (x,y) = 0.

Note that the volume comparison bounds in (22) imply that the straight line
segment from x to y is included in a slightly larger ball By,(Ko,cor) for some
constant ¢y > 1 depending only on €2 and (. Therefore, we may use a telescopic sum
to infer the estimate

|p( y)| < Z |u(L K)|1gp(x,y) a.e. r,y € B,. (25)
KLEBgra(Ko C()'f')
Introduce
agr(z) = ;' : “d_i” VK,LeT, »cR?
KL

and notice that ok (y — x) > 0 whenever 15 (z,y) = 1. Hence, we may use the
Cauchy-Schwarz inequality to estimate (25) as

lo(z) = p(y)[?

(Z |UaKL—u 5 )I* gKilKL(x y ) (;an _x)g]-KL(fU y)> (26)

Notice that agy(x,y) vanishes, unless K and L are neighbouring cells intersecting
the line segment from z to y. In particular, we may index subsequent intersecting
cells, say Lo, L1, ... Ly, such that agp(z,y) = 1 for any K, L € T, precisely, when
(K,L) = (L;_1, L;). Thus, using that the regularity of the mesh implies the bound
1/Cy < Sk < C for some constant C; > 0, we infer

dxr
ZQKL —$)571KL(9C y) < ClZOZLl (Y —2)dr,
K,L i=1

(27)

y—T
<y Z oy — x| —xr, )= ClH (xpy —xr,) < Crd(Ko, cor).
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Using that the density of m is bounded from above, we invoke a change of variables
in form of z = y — x to estimate

fo L et o ot
1

SC/ / 1gp(2, 2 + 2) dodm(z 93
' (—a}+Bey, OKL(Z) B, KL ) (2) (28)

S Cl/ Hd_l(FKL) . ‘Z| dﬁ(z) S CQd(K(),CoT’)ﬁ(BcOr)%d_l(FKL),
{ -17}+Bcor

for some constant Cy > 0, where we used the volume formula

Hd—l (FKL)
dKL

)

/ lgp(z, 2+ 2)de =2 - (v, — vk)
R4

to pass from the second to the last line.

Collecting both estimates (27) and (28) above, we may further estimate (26) as

/ | o) o) ()

< Csd(Ko, cor)*m(Be,y) Z [u(L K) [ wr

K LEBgra(Ko,COT‘)
K~L

(29)

for a constant C5 > 0.

Using the Euclidean doubling volume property in tandem with (22), as well as
the bounds on the density of m, we also have m(B,,,.) < Cym(B,) for some Cy > 1.
Consequently, (29) allows us to establish (24).

Finally, the second claim follows by an application of Jensen’s inequality to the
left-hand side of (24). O

Remark 3.3 (Ultracontractivity). Consider the generator L7 as defined in (16) with
measures J and p given by (19) and (18), respectively. A consequence of the Poincaré
inequality proved in Proposition 3.2 is the L' — L ultracontractivity property of
the flow associated to Ly viz

_d

Indeed it is well-known (see e.g. [SC92]) that a Poincaré inequality as in (24) implies
the Nash inequality

A2 < cer(f, HIFIS,

which, in particular, yields the ultracontractivity property (30); see [CKS87, Theo-
rem 2.1] for a proof.
Note that the scaling property of (30) implies

_d
|Ue] poo (7 my < C2 ] a7y

where wu; is the flow associated with the rescaled generator Ay := e 2Lr.

Now we are ready to prove the main result of this section.



64 DOMINIK FORKERT, JAN MAAS, AND LORENZO PORTINALE

Proposition 3.4. Let T be an admissible and (-reqular mesh of Q C R Then
(T, dgra, pt, J) with p and J defined as in (19) and (18), respectively, satisfies a
continuous-time parabolic Harnack inequality with a constant cy depending only on
Q, m and (.

Proof. We show that (7T, dgra, 1, J) satisfies the assumptions of Proposition 2.15.
First of all, note that (15) is a straightforward consequence of the (-regularity of
the mesh. Thus, we have to check the three remaining geometric assumptions:

(i) Volume growth condition. The volume comparison bounds in (22) immediately
imply this condition.

(ii) Poincaré inequality. Fore every choice of Ky € T and r > 0, we apply Propo-
sition 3.2 to the sub-problem

Q= Baa(Ko,7)  and T = Bya(Ko,7),
in order to obtain

Y IUE)Pa(K) < Cp diam(Qe,r)® Y wierlf(K) = fL)I.

KeTr K,LETcyr

Recall that by (-regularity of the mesh, we know that (22) holds. In partic-
ular, there exists a constant C; > 0 such that diam(Q,,,.) < Cier, which shows
that a weak local Poincaré inequality as in (17) holds.

(ili) 2-sided bounded horizon. This condition is a direct consequence of J being a
nearest-neighbour jump process.

O

As a corollary, we infer from the continuous-time parabolic Harnack inequality
above the Holder regularity of solutions to the flow equation

Oy = Ly,

where L7 is a generator as defined in (16) with measures J and p given by (18) and
(19), respectively.

Proposition 3.5 (Holderianity of the rescaled discrete flow). There exists A € (0, 1)
such that for every n € (0,1), one can find Cyg = Cy(n) > 0, depending only
on Q, m and ¢ by means of the constants in Proposition 2.15, such that for all
Ky € T,s €R, R> 0 and every non-negative solution of vy = Lrv; on Q =
[s — R?, s] X Bga(Ko, R), there holds

dgra(K, L)
R
where QT = [s — nR?, s] x B(Ky,nR).

Moreover, Cy(n) satisfies the bound sup, .., Cu(n) < +oco for any no,m €
(0,1).

Proof. Apply Corollary 2.14 (see also [CKW18, Remark 1.16]). O

wmn—w@nga{ )ng| V(LK) (D) €QF, (31)

Finally, we rescale (31) to obtain Holder regularity for the solutions to the discrete
Fokker-Planck equation dyu; = Agu, with a rescaled generator Ay := ¢~ 2L7.
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Proposition 3.6 (Holderianity of the discrete flow). Let T be an admissible and
C-reqular mesh of  C R, Let (u;)i>o be the solution of the discrete Fokker-Planck
equation Oyuy = Aguy. Then for every time t > 0, the Holder estimate

|ug(K) — uy(L)| S e(t)|rx — xL]’\LsupT]us(Lo)] VK, LeT (32)

€
gg§<+oo

holds for some monotonically decreasing function ¢ : R™ — R* and some constant
A > 0, only depending on 2, m and C.

Proof. Note that, by unfolding the definitions, we have L7 = 2As for ¢ = [T]
and L7 as in Proposition 3.5. This means for a given common initial datum, one
has a scaling correspondence between the solutions (u;);>o and (v)i>o of the two
respective flows, given by

e (K) = vye2 (K) Vt>0, KeT. (33)
Pick n =n(t) € (1/2,1) such that
' > C*diam(9)?
2(1=mn) ~ ’
where C' denotes the constant appearing in (21). Moreover, define
R? = 2(1577)82 and s =nR*+ zt?

in such a way that dg. (K, L) <nR forall K,L € T.
Nowe we may apply Proposition 3.5 to every couple of cells K, L € T, together
with
t
Q= [55,Cy%] X Bga(K, R), Q" := [5%>Cv7;2] X Byra(K,nR) 3 (&, L)

=
for a constant C,, > 1, only depending on 7. As a result,

V72 (K) = vyjee (L)] < eloge — fLVASgP |v] < clox — fEL\ALsueI;\Us(LO)\ ;
%§§<+oo

with ¢ only depending on n = 7(t) and Cy = Cg(n). This bound, together with
(33), allows us conclude the proof. O
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GRADIENT FLOWS FOR METRIC GRAPHS

MATTHIAS ERBAR, DOMINIK FORKERT, JAN MAAS, AND DELIO MUGNOLO

1. INTRODUCTION

This article investigates the geometry of Wasserstein spaces over metric graphs and
the relation of corresponding energy functionals to Fokker-Planck equations.

A metric graph & may be understood as a (discrete) graph (V, E) with a weight
function m : E — R™, where each edge e € E is identified with with an interval (0, m,)
of length corresponding to the edge weight m, := m(e).

We say that a point x belongs to & if either x corresponds to a node in V' or there
exists an edge e € E such that z € {e} x (0,m,).

Endowed with its natural metric d which measures the total length of the shortest
paths between any two points, & becomes a metric space. Hence, assuming that the
underlying graph (V, E) is finite and connected, we may define the LP-Wasserstein
distance between two Borel probability measures p and v on & by means of the Kan-
torovich transport problem

Wh(p,v) = min{/ d?(z,y) da(g:,y)},
&x&

(e

where the minimum (called optimal transport plan) is over all Borel probability mea-
sures o on & x & with respective marginals u and v.

For p > 1, the Wasserstein distance W, metrises the topology of weak convergence of
Borel probability measures on &. The resulting metric space of probability measures
is then called LP-Wasserstein space over &

In [MRT15] this Wasserstein distance was already studied on metric graphs for the
case of p = 1, making use of the additive property d?(z,z) = d?(x,y) + d?(y, z),
whenever a point y lies on a shortest path between x and y. Clearly, for any p > 1 this
property does not hold anymore and the approach of [MRT15] is not at one’s disposal.

Nevertheless, for p > 1, the LP-Wasserstein space is a geodesic space, i.e. any two
Borel probability measures jio and g1 on & can be joined by a constant-speed geodesic;
that is a curve of probability measures (1i;)cjo,1) satisfying

Wp(:u’sa,ut) = ‘S - t|Wp(M07,ul> VS,t S [07 1]

A dynamic characterisation of the Wasserstein distance between Borel probability
measures on Euclidean space, going back to the works of Benamou and Brenier [BB99],
[BB0O0], makes use of the geodesic structure of the underlying metric space X. This
allows one to write

1
W2(p,v) = min{/ |,ut]2dxt}
Ht 0
with a minimum over all 2-absolutely continuous curves (fu)cp,1] in the L?-Wasserstein
space over (b, which means that the metric derivative ¢t — |p;| exists as a function

The work of D.M. was partially supported by the Deutsche Forschungsgemeinschaft (Grant
397230547). The work of M.E., J.M., and D.M. was partially supported by COST Association
(Grant CA18232).
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in L?(0,1), connecting p to v. The so-called Benamou-Brenier formula asserts for
a.e. time ¢ that [p;| < [[ve][z(,,) for every vectorfield (v;)sefo1) solving the continuity
equation

d
— V- =0 1
T (vepse) (1)
with no-flux boundary conditions in the distributional sense. In addition, there exists
a vectorfield achieving a.e. equality [y = [|v¢| 2(,,); thus,
w3000 = min [l o) @)

with a minimum over over all pairs (ju;, v¢)¢epo1] solving (1). The standard proofs of this
formula make use of the fact that under suitable regularity assumptions on the initial
measure o, the (then unique) solution (g, v¢)icpoq) for (1) is completely characterised
by 1o and a flow T on R", giving rise to the pair of solutions via the relations

d
T(t,)ppo = fu, ET(t,I) = v, T0,2) ==z

Conversely, on a metric such a flow T typically fails to exist as a solution to the
continuity equation (1) is not even uniquely determined by an initial condition pg
and a given vectorfield (v;)icpp1] (note that on a metric graph the no-flux boundary
conditions have to be replaced by suitable conditions posed on every node in V).

All the more so, on a metric graph &, a shortest path between any two points need
not be uniquely determined by its endpoints. This behaviour translates to constant-
speed geodesics of probability measures. In fact, even the more general notion of
non-branching geodesics typically fails for Wasserstein spaces over metric graphs in
the sense that one might find two distinct constant speed geodesics (ti)iejo,1) and
(V4)iep0,1), taking the same values for all times t € [0, %] up to some t, € (0, 1).

Despite this pathological behaviour of geodesics in Wasserstein spaces over metric
graphs, a Benamou-Brenier formula (2) is not forfeit. Indeed, in [GH15] Gigli and Han
established a notion for the continuity equation on metric measure spaces. Transferred
to the setting of metric graphs, those abstract results imply that solutions (i, v¢)sefo,1)
of the continuity equation (1) satisfy the inequality |p¢ < [|v¢[|;2(,,,), under the addi-
tional assumption that p, is absolutely continuous with respect to the one-dimensional
Lebesgue measure on & for all times ¢ € [0, 1].

Whereas we show that geodesics satisfy this assumption as long as one verifies that
both end-points py and py are absolutely continuous with respect to the Lebesgue
measure, thus establishing the Benamou-Brenier formula between any two absolutely
continuous probability measures on &, we can push thing further: In fact, a delicate
regularisation step, tuned in line with the node-conditions which accompany the conti-
nuity equation (1) on a metric graph, allows for a Benamou-Brenier formula (2) of full
generality, i.e. valid between arbitrary Borel probability measures on a metric graph.

The continuity equation which forms the backbone of this Benamou-Brenier formula
will also serve as a crucial ingredient to investigate the convergence of the so-called JKO
scheme (named after Jordan, Kinderlehrer, and Otto for their seminal paper [JKO98])
for the Combined energy functional F = Ent 4V consisting of a logarithmic entropy
functional Ent(u) = [, plog pdz and an internal energy functional V(u) = [, Vpdz,
whenever p is absolutely continuous such that du = pdz. Then the JKO scheme is
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defined by recursively solving the minimisation problem
_ 1
pas € argmin F (1) + W2 (11, )
m

for all k£ € N, some initial condition pg, and a fixed parameter 7 > 0.

The JKO-scheme is a crucial tool in the framework of generation results for gradient
flows in metric spaces as employed in [AGS08]. Typically, geodesic convexity of the
functional F, i.e. convexity of the function ¢ — F(s;) along geodesics (i)ejo,1], 18
exploited to show convergence of the JKO-scheme to a gradient flow for F.

However, on a Wasserstein space over a metric graph, functionals like the entropy
Ent or the squared metric W3 (u, -) need not be geodesically (semi-)convex as we shall
see in several examples. Thus, the abstract generation results in [AGS08] are of limited
use in a metric graph setting. We will circumvent this issue by following a more direct
approach, already successfully employed in [Sanl5] or [IPS19]. Hence, by means of
geodesic interpolation of the JKO-scheme (jux)ren, we may extract a limit curve which
may be identified as a solution to a particular continuity equation corresponding to a
Fokker-Planck equation

d
i = Ap+ Y - (VV ), (3)
together with suitable node conditions.

The goal of the final section is to identify solutions of the Fokker-Planck equation
(3) as gradient flows for the functional F on the L?-Wasserstein space over &. Inspired
by ideas from [Erb16], this is may be done without relying on results derived from
the JKO-scheme in the previous section. Instead, we make use of a weak chain rule
for the derivative ¢ — F (1) along 2-absolutely continuous curves (u)sepo,r] in the L*-
Wasserstein space over (&, proved by means of a regularised continuity equation.

In particular, a careful analysis based on interpolation arguments from [AG13] and
[AGS08], as well as results from semigroup theory on metric graphs (see e.g. [Mugl4])
allow us to identify the limit curve as a gradient flow in the EDE (energy dissipation
equality) sense, a notion which does not rely on geodesic convexity of the involved
functional.

Organisation of the Paper. In Section 2 we recall the notion of absolutely contin-
uous curves taking values in metric spaces, accompanied by definitions for the metric
differential and the metric slope. This is followed by an introduction of Wasserstein
distances via the Kantorovich transport problem and its dual formulation as well as a
recap of geodesics in Wasserstein spaces.

Section 3 is about to the concept of metric graphs and the (non-)existence of trans-
port maps.

Section 4 is devoted to the continuity equation and the Benamou-Brenier formula
on metric graphs. To this aim, a regularisation procedure for solutions of the continuity
equation, defined in a way to be compatible with the node conditions of said continuity
equation, is introduced as well.

The concise Section 5 contains several counter-examples where geodesic convexity
along the entropy and the squared Wasserstein distance is not satisfied.

Section 7 covers gradient flows on metric graphs. We prove convergence of the
JKO-scheme for a typical energy functional consisting of a logarithmic entropy plus a
potential energy to a solution of the corresponding Fokker-Planck equation.

Finally, in the last section solutions of the Fokker-Panck equation are identified as
EDE gradient flows for the aforementioned energy functional F.
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2. PRELIMINARIES ON OPTIMAL TRANSPORT
2.1. Absolutely continuous curves and gradient flows in metric spaces.

Definition 2.1. Let (X, d) be a metric space and (0,7") be an open interval. We
say that a curve v : (0,7) — X is absolutely continuous if there exists a function
g € L'(0,T) such that

d(vs, 1) < /tg(r) dr Vs, t€(0,T):s<t, (4)

where we adopted the notation =, := ~(r).

It turns out that for every absolutely continuous function there is a natural choice
of g which minimises the right-hand side of (4), the so-called metric derivative of ~.

Proposition 2.2. For every absolutely continuous curve v : (0,T) — X, the metric
derivative defined by the limit

. _d(Ys, )
= lim ———*
h/t Slgé ’5 — t|

exists for a.e. t € (0,T) and belongs to L'(0,T). The metric derivative || may be
chosen as admissible integrand for the right-hand side of (4), minimal in the sense that

Y| < g(t) a.e. t € (0,7)
for every g € LY(0,T) satisfying (4).
Proof. See for instance Theorem 1.1.2 in [AGS08]. O
In addition to the metric derivative, we also introduce the notion of a metric slope.

Definition 2.3. Given a functional F' : X — R U {+oc0}, we define the effective
domain of E as

dom F:={z € X : F(z) < 4o0}.
The (descending) slope of F' is defined as

(Flz) = Fly)"

lim sup if x € dom F,
0F |(z) := Y=z d(z,y)
' 0 if x is an isolated point in X,
400 otherwise,

where () := max{-,0} denotes the positive part of a function.

Now we are in the position to introduce two closely related notions of gradient flows
in a metric space.

Definition 2.4. Let F' : X — RU {+o00} be a functional with non-empty effective
domain.

(1) We say that an absolutely continuous curve (;);>o starting from - € dom F
satisfies the energy dissipation inequality if

1 [t 1 [t
F(%HQ/ lezdr+2/ 0F [*(7,) dr < F(~,)

for s=0and all t > 0 as well as for a.e. s > 0 and all t > s.
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(2) We say that ()0 satisfies the energy dissipation equality if

IR I
oo+ [ Fular+ 5 [ 0FPe) dr = FG
forall 0 < s <t.

2.2. Wasserstein spaces. In this section we collect some basic facts on the family
of LP-Wasserstein distances on spaces of probability measures. We refer to Chapter 5
in [San15], Chapter 2 in [AG13], or Chapter 6 in [Vil08] for more details.

Let (X,d) be a Polish space, which we assume to be compact for simplicity. The
space of Borel probability measures on X is denoted by P(X). The pushforward
measure T#pu induced by a Borel map T' : X — Y between two Polish spaces is
defined by (Tyu)(A) := u(T7(A)).

Definition 2.5 (Transport plans and maps). (1) A (transport) plan between prob-
ability measures p,v € P(X) is a probability measure ¢ € P(X x X) with
respective marginals p and v, i.e.

(broj)yo —p and  (proj,)so v,
where proj,(x1,z2) := x; for i = 1,2. The set of all transport plans between
and v is denoted by II(u, v).

(2) A transport plan o € II(u,v) is said to be induced by a Borel measurable

transport map T : X — X if 0 = (Id, T') 41, where (Id, T') denotes the mapping
z— (z,T(z)).

Definition 2.6 (Kantorovich-Rubinstein-Wasserstein distance). For p > 1, the LP-
Kantorovich-Rubinstein- Wasserstein distance between probability measures u, v € P(X)
is defined by an optimal transport problem with respect to the cost function d? viz.

W (1, ) = inf{ (/XX & (z, ) da(m,y))l/p o€ Ty, y)}. (5)

The infimum above is always attained by some oy, € II(p, v); we call any such o,
optimal (transport) plan between p and v. If a transport map 7" induces an optimal
transport plan, we call T" optimal as well.

By compactness of (X,d), the LP-Wasserstein distance metrises the weak conver-
gence in P(X) for any p > 1. Moreover, (P(X),W,) is a compact metric space as
well.

The following result, due to Brenier [Bre91], shows the uniqueness of an optimal
transport plan for a large class of measures in a Euclidean setting. We state it in a
simplified form.

Theorem 2.7 (Brenier’s Theorem). Let 2 C R™ be a compact and conver domain and
let pyv € P(Q). If u < L, then for p = 2, the optimal transport plan oy, between
poand v in (5) is unique and of the form ow, = (Id,T)xp for some p-a.e. uniquely
determined map T : Q0 — Q which can be written as T = V¢ for some convex function
¢ on Q.

We conclude this section with a dual formula for the Wasserstein distance (see,
e.g. [Sanlb, Section 1.6.2]). To this aim, we recall that for c¢(z,y) := d”(x,y), the c-
transform of a function ¢ : X — RU{+o00} is defined by ¢°(y) := inf,cx c(z, y) —p(z).
A function ¢ : X — RU {400} is called c-concave if there exists a function ¢ : X —
R U {400} such that ¢ = ¢°.
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Proposition 2.8 (Kantorovich duality). For any two probability measures p,v €
P(X) we have

WP(u,v) = sup {/ gpd,LH—/ vdv o op(z)+Y(y) < dP(x,y) Vr,ye X}.
e peC(X) LJX X

Moreover, the supremum is attained by a mazimising pair of the form (¢,v) = (v, ¢°),

where © is a c-concave function.

The maximiser ¢ is then called a Kantorovich potential.

3. OPTIMAL TRANSPORT ON METRIC GRAPHS

3.1. Metric graphs and function spaces on metric graphs. In this section, we
introduce the basic concepts around the notion of a metric graph, commonly found in
standard references like [MRT'15], [BK13] or [Kuc08].

Definition 3.1. Let G = (V, E,m) be a orientated, weighted graph. We identify
each edge e = (€iit, €term) € F with an interval (0,m.) and the corresponding nodes
€init, €term € V' With the respective end-points of the interval. Note that the orientation
of e plays a role in this definition.

The spaces of open and closed metric edges over G are defined as the respective
topological disjoint unions

E = H(O,me) and k= H[O,me],
eckE eceFE
together with the respective canonical injections ¢. : (0,m.) — & and z. : [0, m.] — E.
For a function ¢ on £ or E, we will adopt the short-hand notations ¢, := ¢ o ¢, or
Ve 1= @ O 1, respectively.
We define the metric graph over G as the topological quotient space
G=E/~,

where we identify points x ~ y whenever x = t.(w.) and y = vp(wy) for end-points
We, Wy corresponding to a common node w € V' of respective edges e, f € E,,.

In addition, we introduce orientation coefficients as follows: For w € V and e € E,,
we set o.(w) = 1if 7.(0) = w and o.(w) = —1 if 7.(m.) = w.

Definition 3.2. For any point x € & with x belonging to an open metric edge (0, me)
for some e € E, we call a graph G the subdivision of G = (V,E,m) at z if G =
(V, E, ) with node set V := V U{z}, edge set £ := (E\ {e}) U{(einit, ), (2, €term)) },
and weight function m : E — RT defined on each edge f € F by

my if f#e,
my = if f = (enit, )
Me — X if f = ($7 6term)~

In case that = corresponds to a node in G, we simply set G := G.

Note that the spaces of metric edges over G differ from the corresponding spaces
over G. On the other hand, the metric graph & is invariant under subdivisions of the
underlying graph G.

Consecutive subdivisions at points 1, Za, . .. 1 € & always result in the same graph,
independent of the order of subdivisions.

The notion of subdivision of a metric graph allows us to metrise &.
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Definition 3.3. For any two points z,y € &, denote by d(z,y) the node distance of
x and y in the underlying graph G obtained by subdivision of & at x and y.

By construction, the distance function d metrises the topology of &.

In the following, we introduce several classes of function spaces on metric graphs.
Recall that the local Lipschitz constant of a function f : X — R is defined by

- : [f(y) = f(=)]
lip(f)(z) := lim sup ;
(=) yor d(z,y)
whenever x is not isolated and 0 otherwise. We write lip, (f)(z,t) for the local Lipschitz
constant with respect to the spatial variable z of .
The (global) Lipschitz constant is defined by

W) = )
Lin(f) =0 iy

Note that Lip(f) = sup, lip(f)(z), provided that X is a geodesic space.

Definition 3.4. We denote by C'(G&) the space of continuous real-valued functions on
&, endowed with the uniform norm ||-||__.

Likewise, we denote by Lip(®) the space of all Lipschitz functions on & and by
C*(E) the space of all functions ¢ on E such that ¢, has continuous derivatives up to
order k € N for each edge e € F.

By A we denote the 1-dimensional Lebesgue measure, lifted to the corresponding
spaces of metric edges E and E as pushforward measure with respect to the canonical
injections ¢, and 7., respectively. In a similar fashion, A lifts to the metric graph & as
well.

Denote by LP((&) the p-Lebesgue space over the measure space (B, \).

For p € [1,00] and k € N, we introduce the Sobolev space W*P(G) as completion of

C (&) N C*(E) with respect to the norm

r o /p
(S 1a, )™ it p < o,
=0

0 o
r{l&xHu | 100 if p = oo.

[ullwnn =

Furthermore, we consider the set of test functions
D(G) :={¢p € C'(E) : ¢ consistent with ~ }

as well as the set of space-time test functions

D((0,T) x &) := {9 € C((0,T) x E) ¢, Oy consistent with ~} .
We will view functions in D(G) and D((0,T) x &) also as a function on & = E/ ~
and (0,7) x &, respectively.
3.2. Geodesics in Wasserstein Spaces.
Definition 3.5. We call a curve v : [0, 1] — X a (constant-speed) geodesic if

d(vs,7e) = |s = tld(y0,m1) Vs, t €[0,1].

A metric space (X, d) is called geodesic if every pair of points in X can be connected
by a constant-speed geodesic.
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Denote by Geod(X) C C([0,1]; X) the space of all constant-speed geodesics in X.
The evaluation maps eval; : Geod(X) — X are defined by eval,(y) := v for every
time ¢t € [0, 1].

In addition, we introduce a Borel measurable geodesic selection map GeodSel :
X x X — Geod(X), which assigns each pair of points (z,y) a geodesic connecting x
to y.

Existence of the map GeodSel follows from an application of the Kuratowski and
Ryll-Nardzewski measurable selection theorem (see e.g. Theorem 6.9.3 in [Bog07]) to
the multivalued function corresponding to the graph

I':={((x,y),7) : v is a constant-speed geodesic connecting x to y in X},

noting that Geod(X) is a compact metric space (see e.g. Section 2.3 in [Pap05]) and
I is closed in X? x Geod(X).

The following result relates geodesics in the Wasserstein space to geodesics in the
underlying metric space (see Theorem 2.10 in [AG13] or Corollary 7.22 in [Vil08] for
a proof).

Proposition 3.6. If (X,d) is a compact geodesic space, then, for p > 1, the LP-
Wasserstein space (P(X), W,) is a compact geodesic space as well. Any optimal trans-
port plan o between p and v induces a constant-speed geodesic (pu)icjo) from p to v
Viz

o = (eval,) (6)
where p = (GeodSel) zo denotes the lift of the plan o to the space of geodesics Geod(X)
via the Borel map GeodSel.

Conwversely, every constant-speed geodesic (pu)icjo) i P(X) is of form (6) for some
geodesic selection map GeodSel and some optimal transport plan o € (o, p11)-

3.3. The Monge problem for Wasserstein spaces over metric graphs. Through-
out the remainder of this article, we will make the following assumptions on the un-
derlying discrete graph.

Assumptions 3.7. The oriented, weighted graph G = (V, E,m) is finite, connected
and contains neither loops nor multiple edges.

Remark 3.8. Note that the metric graph over some graph G stays invariant under
subdivions of edges in G. Therefore, we may always introduce additional subdivions,
in order to resolve loops and multiple edges in a given graph, thus, fulfilling the
assumptions stated above.

Due to our assumptions, the metric space & is compact, Polish, and geodesic. Since
Wasserstein spaces inherit those properties, the same holds true for (P(®), W,). How-
ever, geodesics are not uniquely determined by their end-points and may branch, i.e.
there may exist two distinct geodesics (,Ut)te[o,l] and (Vt)te[oyl}, taking the same values
for all times ¢ € [0, o] up to some ¢, € (0,1).

The following simple example shows that one cannot expect optimal transport maps
to exist between measures which are absolutely continuous w.r.t. A on &.

Example 3.9. Consider a metric graph as shown in Figure 1 with uniform weight
m = 1 on each edge.
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14 v

1

F1GURE 1. The support of probability measures p and v on a metric
graph induced by a star with 3 leaves.

Denote by p and v uniform probability measures on the designated edge segments
above. Due to a split of mass, there exists no optimal transport map from u to v for
any p > 1.

Nevertheless, it is possible characterise the Kantorovich transport problem on a
metric graph as a superposition of Monge transport problems, provided that we assume
some regularity on the probability measures as typically done on an Euclidean domain.
Indeed, we observe that, as soon as two probability measures i and v are concentrated
on a geodesic curve in &, the Kantorovich problem between p and v reduces two the
usual transport problem on the real line. In particular, monotone transport along the
geodesic curve provides an optimal solution which is described by an optimal transport
map whenever p < \.

We introduce the following notation.

Definition 3.10. Consider two edges e, f € E as well as a shortest path {y;}Y; of
edges v; € F connecting an end-node of e to an end-node of f. Denote by

2 = (VI )
the subgraph of & with edge set
E@,f = {€7f7}UrY]~U"'U,7N7

and node set V27" consisting of all end-nodes of edges in E'; ™.

Note that the definition above covers the case when the edges e and f agree.

Below as well as throughout the remainder of this article, we will usually consider
the p-Wasserstein distance for p > 1; we refer to [MRT'15] for an extensive investigation
of the 1-Wasserstein distance on metric graphs.

Proposition 3.11. Let u,v be two probability measures on & such that u < \. For
p > 1, the p- Wasserstein distance between p and v is given by a superposition of Monge
transport problems viz.

W) = min{ 3 [ e L) dpsta) . 7)

where the minimum is over all finite families (u;, T;)ie; of sub-measures p; of p and
transport maps T; : supp u; — [ satisfying

D_mi=p and y (T)yui=v. (8)
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Proof. To show that the right-hand side of (7) is an upper bound for W2(u,v) it is
enough to note that, by virtue of (8), the probability measure o € P(&b x () given by

o= (1d,T)pp;

is an admissible plan between p and v.

In order to find an optimal family (u;, T;);c; which achieves equality in (7), we make
use of Proposition 3.6 to represent a constant-speed geodesic (Mt)te[o,l] from p to v as

p = (evaly) xp and p = (GeodSel) zo

for a fixed geodesic selection map GeodSel : & x G — G and an optimal plan o between
pand v.

For every choice of edges e, f € F and every shortest path v._,; := {v}}¥; in G,
connecting an end-node of e to an end-node of f, we denote by CBVHf the corresponding
subgraph as defined in Definition 3.10.

Consider the set of all constant-speed geodesics in CB%J? ! connecting points on the
metric edge e to points on the metric edge f via the path v.,;. In order to avoid
measurability issues, we introduce this set as a measurable subset of Geod((BWHf )
given by

Geod) ;" := evaly(e) Neval; ' (f) N ﬂ eval, (B)7). (9)
t€Qn(0,1)
Note that this set may be identified as a measurable subset of Geod(() as well.
Introduce the interpolation curve

e = (eValt)#/""Geodzeff’

which is of constant mass on (BZ]? 7 for each time ¢ € [0, 1]. In particular, the measures
poe~? and ple”7f are concentrated on the metric edges e and f, respectively. The curve
(17°=7 )iejo,1) is a constant-speed geodesic between those two measures.

For e # f, the subgraph (B'YHf is isometrically isomorph to a compact interval on
the real line. Therefore, the ex1stence of a unique optimal transport map 17~¢ for
the transport problem between the measures p°>/ and p]*~/ with respect to the cost
function d? follows immediately (cf. e.g. Theorem 2.9 in [Sanl5]).

In case e = f, the subgraph (B%ﬁf is isometrically isomorph to a 1-dimensional
torus. Again, we may appeal to classw results (cf. Theorem 1.25 in [San15])) to obtain
existence of a unique optimal transport map 77~/ for the transport problem between
the measures u°>f and pj°>/ with respect to the cost function d?.

As a result, the finite family

{(MgeAf’T’yE%f) :V’ye_>f s.t. €7f € E}a

where 7., s denotes every shortest path in G, connecting an end-nodes of e to an end-
node of f, attains the minimum in (7). O

In addition to the families of sub-measures which appeared in Proposition 3.11,
we can also consider sub-measures which do not depend on any choice of a geodesic
selection map: Given two probability measures p, v € W5(®) and an optimal transport
plan ¢ between p and v with respect to d?, set

pr=o(-,f) and v, :=o(e,-) e,f k.
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X

FIGURE 2. A subgraph consisting of a pair of disjoint edges connected
by two shortest paths v; and ~,. The pair of edges does not satisfy the
(CUT) condition, unless we impose a subdivision at the point .

Note that we have

Z“f =u and ZIJEZI/,

fekE eeFE
as well as pg(e) = v (f) for all metric edges e, f in E. That means that (up to a
rescaling of p and v to probability measures) o|.x; describes the optimal transport
between jif|. and ve|y.

To study the Monge transport problem between pf|. and v.|s, i.e. to investigate
whether ol.x; may be represented by a (single) transport map, we introduce the
following geometric condition.

To this aim, recall that the cut locus cut(x) of a point z in a geodesic space X is the
set consisting of all points y € X such that there exist at least two distinct constant-
speed geodesics connecting x to y.

Definition 3.12. For a pair of edges ¢, f € E, we denote by &'} ™ the metric graph
corresponding to a subgraph of G, consisting of the edges e and f together with
four shortest paths ~vq,... v in G, each connecting one of the four respective pair of
endpoints in {einitv eterm} X {finita fterm}'

We say that a pair of open metric edges e and f in £ (also denoted by e — f
below) satisfies the (CUT) condition if there does not exist any point z on f such that
A(cut(z) Ne) > 0, where cut(z) denotes the cut locus of the point  in the geodesic
space &' 7" see also Figure 2.

The metric graph &', in the definition above does not depend on any particular
choice of geodesic paths between each pair of end-nodes of e and f.

Remark 3.13. For any point x € &'/, the cut locus cut(z) on &';7* consists of the
union of single points and line segments each where at least one end—pomt is a node.

Thus, whenever a graph does not satisfy (CUT) We may introduce a subdivision at
each point x € int f where A(cut(z) Ne) > 0 on &)™ (the number of those points is
finite). As a result, we obtain a new graph satisfying (CUT). By construction, both
the old and the new graph give rise to the same metric graph.

We collect some observations regarding the (CUT) condition.

Proposition 3.14. On a metric graph &, let e, f be metric edges in K such that
e — f satisfies the (CUT) condition. Consider probability measures j1 and v on e and
f, respectively, such that u << X. Then there exists a unique optimal transport plan
between p and v for every p > 1. This plan arises from a transport map T/ .

For \-a.e. © on e, the point T*7/(x) does not belong to cut(x) on &.
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Proof. Note that the cut locus on CBz}J;"“ takes one of the following two forms:

Case 1: cut(z) Ninte is empty for all x € f. We may remove edges from &' ™
to end up with a path graph Gpan whose distance function agrees with the one on &
between points x on e and y on f.

By identifying &, with a compact interval, we may invoke existence results on the
real line (cf. e.g. Theorem 2.9 in [San15]). In particular, there exists a unique optimal
transport plan between p and v for the cost function d? with p > 1.

On the compact interval identified with G,an, this plan arises from a monotone

transport map 7¢7f = Fy[fl] o F), in terms of the cumulative distribution function F),
for p and the pseudo-inverse F,,[_l] of the cumulative distribution function for v.

Case 2: cut(x)Nint e is not empty for some x € f. In this case, the set cut(z)Nint e
is either empty or a singleton for each x € f. Hence, we may remove edges from
(BZ}J;“M to end up at a 4-cycle GB.yee whose distance function agrees with the one on &
between points x on e and y on f.

By identifying By with a 1-dimensional torus, we may again appeal to correspond-
ing existence results (cf. e.g. Theorem 1.25 in [Sanl15]). In particular, there exists a
unique optimal transport plan between p and v for the cost function d? with p > 1.
Moreover, this plan arises from an optimal transport map 7¢7/(x) = V(z) for M-a.e.
x on e for some geodesically convex function ¢ on Geyle. O

Proposition 3.14 immediately implies the following characterisation of the LP-Wasser-
stein distance by means of a family of transport maps.

Corollary 3.15. Let o be an optimal transport plan between two probability measures
pand v on & for p > 1. Assume that & satisfies the (CUT) condition and p < .
Then the LP-Wasserstein distance between p and v may be written as a superposition
of Monge transport problems viz.

W2 (,) = mm{erE [ @y i)}, (10)

where the minimum runs over all families (py, Ty)ser of submeasures py of p and
transport maps Ty : & — f such that

doup=p and Y (Ty)pps=v.

feE feE
For every f € E and M-a.e. v € &, the point T?(x) does not belong to cut(x) on &.

Remark 3.16. (i) Instead of d”, one can also consider a cost function on & x & which
is strictly convex along geodesics.

(ii) The optimal transport plans considered in the results above are usually not
unique. In particular, the underlying monotone transport maps depend on the
amount of mass to be transported between each pair of metric edges edges e, f
in E as prescribed by the optimal transport plan.

In the last part of this section we will address the issue whether the set of absolutely
continuous measures on a metric graph is geodesically convex. This question has
been answered positively for absolutely continuous measures on a manifold via the
construction of suitable locally Lipschitz continuous transport maps (see e.g. Corollary
2.24 in [AG13]). Let us recall this approach in the following setting of a constant speed
geodesic with initial absolutely continuous measure on the real line, which will be of
subsequent use.
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Lemma 3.17. Let (jit):cp0,1) be a constant-speed geodesic in Py(R) such that pg < .
Then for any times t € (0,1), the unique optimal transport plan from p; to pg is
induced by a locally Lipschitz continuous transport map.

Proof. Recall that the absolute continuity of jy implies that the unique optimal trans-
port plan from pg to py is induced by the nondecreasing monotone transport map
Toy1 = Fl[gﬂ o F,, in terms of cumulative distribution functions and their pseudo-
inverses. In particular, the constant-speed geodesic (p)tejo,1) takes the form

In order to obtain an optimal transport map from p; to pg, it remains to show that
(1—0)Id+ tT0_>1)71 is a single-valued Lipschitz map with constant bounded from
above by 1/(1 —t). Indeed, this claim follows directly from the monotonicity of T,
via the estimate

(1= t)z + tTo(w) — (1 = t)y — tTOﬂl(y)|2
= (1= t)°[x =y + E|Toon(2) = Toon (9)* + 261 = ) (2 = y)(Toon (2) = Tooa(y))
> (1= 1)’z —y|*
for all z,y € R, which allows us to conclude. O
Remark 3.18. Tt is easy to adapt the result above to probability measures on the
1-dimensional torus R\ (rZ) with perimeter r > 0, noting that the unique optimal

transport plan is induced by a geodesically convex transport map (see Section 1.3.2 in
[San15]).

The construction in the proof of Proposition 3.11 allows us to answer whether
constant-speed geodesics inherit absolute continuity from their end-points.

Proposition 3.19. Let o be an optimal transport plan between two probability mea-
sures 1 and v on & for p > 1 such that p < A. Then every constant-speed geodesic
(it )eefo) from p to v satisfies p, < X\ for each time t € (0,1).

Proof. Fix a geodesic selection map GeodSel and a transport plan ¢ such that the
constant-speed geodesic (f1)scpo,1) is represented by formula (6). Following the proof
of Proposition 3.11, for every shortest path v._,; := {v;}/*, in G, connecting an end-

node of e to an end-node of f, we obtain a constant speed geodesic (1“7 )01 on
the metric graph (BZPJ? 7, satisfying
ST = veeo,]. (11)
e,fEE
Ye—f

In case e # f, the metric graph (BZJ? 7 is isometrically isomorph to a compact interval
on the real line and we may apply Lemma 3.17 to obtain the existence of a unique
optimal transport map 777! from p/*>/ to pJe=f, which is Lipschitz continuous with
a constant 1/(1 —t) for any times ¢ € (0,1) and s € [0,1].

If e = f, the existence of such a unique Lipschitz continuous optimal transport map
follows from Remark 3.18. )

Note that for any Borel set A C (BZ? 7, the inclusion A C (T75;7)  (T75:7 (A))
implies the inequality

— e— esp) L e— e— e—
P (A) < (T ) (T2 (A)) = wde= (T (4)). (12)

S
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Recall that the Lipschitz continuity of the transport maps yields that every Borel null
set A is mapped again to a Borel null set T,”;(A). In particular for s = 0, (12) and
the absolute continuity of p°>/ imply that p/*>/ is absolutely continuous as well; by
(11), we conclude. O

4. THE CONTINUITY EQUATION ON A METRIC GRAPH

In this section we fix a metric graph & and perform a detailed study of the continuity
equation

at,ult + V- Jt =0 (13)
in this context.

Definition 4.1 (Strong solution). A pair of measurable functions (p,U) with p :
(0,7) x & =R, and U : (0,T) x E — R, is said to be a strong solution to (13) if
(i) t — p(t, ) is continuously differentiable for every = € &;
(ii)  — U(t, ) belongs to D(G) for every ¢t € (0,7T);
(iii) the continuity equation & p, + V - U, = 0 holds for every ¢ € (0,T) and z € E;
(iv) for every ¢t € (0,T) and w € V we have . oc(w)Us(w.) = 0.
Here, we write p; := p(t,-) and U, :== U(t,-). E, denotes the set of all edges adjacent
to the node w € V and w, denotes the corresponding end-point of the metric edge e
which is identified with w.

To motivate the definition of weak solutions, suppose that we have a strong solu-
tion (p¢, Up)ieo,r) to the continuity equation (13). Let ¢ € D(G) be a test function.

Integrating by parts we obtain on every metric edge e gives
d Me Me m
— wptdx—/ V- Uy dx + YU,
dt 0 0

Then summation over all e € E yields

/wptdx—/VdJ Updz + Y p(w) Y oo(w)Ui(w.) /w U,dz |

weV ecEy,

where we used the continuity of ¢ on & as well as the node condition (iv) above in
the last step. This ensures that the net ingoing momentum vanishes at every node in
V. In particular, choosing ¢ = 1 yields

/mm:/mw,
& [¢]

for all s,t € (0,7, i.e. solutions to the continuity equation are mass-preserving. Here
condition (iv) is crucial to ensure that no creation or annihilation of mass occurs at
the nodes.

Definition 4.2 (Weak solution). A pair (ju, J;)ic(o,r) consisting of Borel families of
probability measures p; on & and signed measures J; on E is said to be a weak solution
o (13) if

(' ) t— f@ deut is absolutely continuous for every test function ¥ € D;

(ii fo |J¢| (&) dt < oo;
(iii) for a.e. t 6 (0,T"), we have

(i/q)wdut:/ng-djt. (14)
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Whenever there exists a family (v;)se(o,r) of vectorfields v, on E such that J, = v; - it
then we will speak of (i, v4)sc0,r) as a weak solution to (13) as well.

Remark 4.3. If (p14, Ji)ee(o,r) is a weak solution to the continuity equation, then ¢ — s,
is weakly continuous. Thus, we can continuously extend (1) to the interval [0, T7].

Remark 4.4. Note that (i, Ji)ier) is a weak solution if and only if the following
conditions hold: (i") ¢t — p; is weakly continuous; (ii) from Definition 4.2 holds; and

(iii’") for every ¢ € D((0,T) x &), we have

AT<[B&t¢dutdt+LV¢-th>dt:O. (15)

The next result asserts that the momentum field does not give mass to vertices for
a.e. time point. Hence, we can equivalently restrict the integral in (14) and (15) to
the space of open edges k.

Lemma 4.5. Let B := E\ E denote the set of all boundary points of edges. For any
weak solution to the continuity equation (ji, J;)ie(0,1), we have

/T]Jt|(B)dt—0.

Proof. Fix a metric edge e in F and take any w € {€init, €rerm }- Fix a function n €
C!(R) satisfying 7(0) = 0 and 7/(0) = 1. For ¢ > 0, we define ¢° : E — R by ¢°(z) :=
I.(x)en(d(z,w)/e). Note that ¢ belongs to D(G) for € small enough. Moreover,
|V (w)| = 1. On the other hand, * — 0 uniformly on & and V¢©(z) — 0 for any
x # w as € N\ 0. Choosing ¢ = ¢° in (15), we obtain by passing to the limit that

I g ({whdt = 0. O

Lemma 4.6 (Weak and strong solutions). The following assertions hold:

(1) If (pe, Up)icory s a strong solution to the continuity equation, then the pair
(e Je)eeor) defined by py = py - X and J, = Uy - X is a weak solution to the
continuity equation.

(2) If (s Ji)eco,r) s a weak solution to the the continuity equation (14) such that
the densities p; and Uy exist for all times t € (0,T) and satisfy the regularity
conditions (i) and (ii) of Definition 4.1. Then (p, Up)ieor) s a strong solution
to the continuity equation.

Proof. Both claims are straightforward consequences of integration-by-parts on each
metric edge in K. O

The next result relates the metric differential of ¢ — p, to the corresponding L>-
norm of the vectorfields v,.

Theorem 4.7 (Characterisation of absolutely continuous curves). The following state-
ments hold:

(1) If (p)ee(o,1) is absolutely continuous in (P(&), Ws), then for a.e. t € (0,T), there
exists a vectorfield v, € L*(p) such that |[v||r2eu) < |fu| and (e, v0)ieom) is @
weak solution to the continuity equation (14).

(7i) Conversely, if (e, vi)ic(o,r) s a weak solution to the continuity equation (14) sat-
isfying fol |v]| 22y At < 400, then (pie)sc(o,r) s absolutely continuous in (P(B), Wa)
and |[1|(t) < ||vell 2 for a.e. t € (0,T).



82 MATTHIAS ERBAR, DOMINIK FORKERT, JAN MAAS, AND DELIO MUGNOLO

Proof of (i). For this part of the proof, we follow a strategy employed in Theorem
8.3.1 of [AGS08], modified accordingly to our setting of metric graphs.

The idea of the proof is as follows: On the space-time domain @ := (0,7) x &
we consider the Borel measure p := fOT 0; ® py dt whose disintegration with respect
to the Lebesgue measure on (0,7') is given by (f¢)ic(o,r). To deal with the fact that
gradients of smooth functions are multi-valued at the nodes, we define i, € M (E)
by 1,(A) := 3 (A NE) for every Borel set A C E. We then set @ := (0,7) x E
and define & € M (Q) by p = fOT 0; ® 11, dt. Consider the linear spaces of functions
T and V given by

T = span{(O,T) x &3 (t,z) = alt)p(x) : ac CHO,T), p€C(G)N C’l(E)}7
V= {(O,T) xE3(t,x) = V,0(t,x) : de€ ’7'}.
The strategy is to show that the linear functional L : V — R given by

La® V) i= - /Q a()p(e) dpala, 1),

is well-defined and L?(Q, f&)-bounded with ||L|*> < fOT |jwe|> dt. The existence of a
velocity vectorfield v € L2(Q, ) follows then by the Riesz representation theorem.
Once this is done, we show that the momentum vectorfield J := v - u does not assign
mass to boundary points in E, so that v can be interpreted as an element in L?(Q, )
and the integration over vectorfields can be restricted to E.

Step 1. Fix a test function ¢ € C(B)NC*(E) and consider the bounded and upper
semicontinuous function H : & x & — R given by

lip(¢)(z) ifz=y,
H(z,y) = q lo(x) — ()] ifz+y
d(z,y) ,

for x,y € &. For s,t € (0,T), let 57" € TI(ps, 1¢) be an optimal plan. The Cauchy—
Schwarz inequality yields

'/s@dus—/sadm
& &

< d(z,y)H(z,y) do*"(z,y)
/@XGS (16)

1/2
swgws,m( H?(a:?y)dﬁ%x,y)) .

GxG

As ¢ is globally Lipschitz on &, we obtain

(/sodus—/wut
& &

and infer that the mapping ¢t — f@ w dpy is absolutely continuous, hence, differentiable
up to a null set N, C (0,7).

Fix t € (0,7) and take a sequence {s,}nen converging to ¢. Since {us, } is weakly
convergent, this sequence is tight. Consequently, {o*" 7'}, cy is tight as well, and we
may extract a subsequence converging weakly to some 6 € P(GB x&). It readily follows

< Lip(p)Wa(ps, )
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that 6 € II(p, ). Moreover, along the convergent subsequence, we have

/ d*(z,y)dé(z,y) < lim inf/ d*(z,y) do* ! (z, y) = liminf W3 (us,, 1) = 0,
Bx® BxB oo

n—oo

which implies that 6 = (Id, Id) 4.
Using this result and the upper-semicontinuity of H, it follows from (16) that

f@@dﬂs - f@@dﬂt
s—1

lim sup
s—t

1/2
< Jialtimsup ([ He) do* (o)
B (17)

s—t

< el - 1P () 12,0, -

Step 2. Take ® € T. Using dominated convergence, Fatou’s Lemma, and (17), we
obtain

L (e, t) dpa(a, 1 = lim L ot —h) = b, ) du(a, )
o dt Noh Jq

2/; </6<I>(z,t) At () —/@@(x,t) dut(x)> dt'

T
gl|mwwm@xwwmwa

< ([ ia)) " ( [ mworeor an.0)” .

Since fQ|lipx(¢)(x,t)|2du(x,t) < f§|V¢($,t)\2dﬁ(1’,t), we infer that L is well-
defined and extends to a bounded linear functional on the closure of V in L?(Q, )
with || L] < [ || dt.

The Riesz representation theorem yields the existence of a vectorfield v in V C
L*(Q, ) such that H'UHL2 < fOT |je|? dt and

= lim
R\O

(m)

- [0 [etwmai=raeve = [ o /V¢ Pyen) dp () e (19)

for v, :=w(t,-) and all @ € C}(0,T) and ¢ € C(G)NC'(E

Lemma 4.5 implies that for a.e. ¢ the momentum field Jt = vy - 11, does not give
mass to any boundary point in £ Consequently, the spatial domain of integration on
the right-hand side of (19) may be restricted to E.

In particular, (19) implies that ¢ — |, ¢ Vo - v dpy is a distributional derivative for
t— f@ @ dpg. Since the latter function is absolutely continuous and, therefore, belongs
to the Sobolev space W1(0,T), we obtain

d

T godut /V(p vy dpg for a.e. t € (0, 7). (20)

We conclude that (p, Ut)te(o’T) solves the continuity equation in the weak sense.

Step 4. It remains to verify (by a standard argument) the inequality relating the
L?(u¢)-norm of the vectorfield v; to the metric differential of ;.

To gain insight of this, fix a sequence (@;);en of functions w; € V converging to v
in L?(;) as i — oco. Then for every compact interval I C (0,7) and a € C*(0,T)
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satisfying 0 < a < 1 and suppa = I, we have

/ a(®) (e, ) dp(e, 1) = lim / a(t)@i(z, (. 1) dpala, 1)
Q 11— 00 Q
T 1/2 1/2
— lim L(aw;) < (/ ]lI|/1t|2dt) lim (/ ]11|wi|2du)
71— 00 0 71— 00 Q

-(f Culif ) [ bfa) ™

Letting |la — 1|, — 0, this inequality implies

//|vt|2d,utdt§/]ut|2dt
I1JE 1

Since I C (0,T) is arbitrary, this implies that [|ve[[;2(,,) < [fu| for a.e. £ € (0,7). O

4.1. Regularisation of solutions to the continuity equation. For the proof of
the second part of Theorem 4.7, we need to make use of the Hopf-Lax formula on
abstract metric spaces and its relation to the dual problem of optimal transportation.

Definition 4.8 (Hopf-Lax formula). For a real-valued function f on a Polish space
(X,d), we define Q;f : X - RU{—o0} by

g 1
@uf(2) = inf f(y) + 5,d%(z,y)
for all £ > 0 as well as Qo f := f.

The Hopf-Lax formula satisfies the following basic properties which were proven in
[AGS14].

Proposition 4.9 (Properties of the Hopf-Lax semigroup). For any Lipschitz function
f: X — R the following statements hold:
(i) For everyt > 0, we have Lip(Q.f) < 2Lip(f).
(ii) For every x € X, the mapping t — Q.f(x) is continuous on R, locally semi-
concave on Rt and the inequality

CQu @)+ (@) <0 1)

holds fort > 0 up to a countable number of exceptions.
(iii) The mapping (t,z) — lip(Q:f)(x) is upper semicontinuous on RT x X.

In addition to the Hopf-Lax formula, we also need to regularise the solutions of the
continuity equation. To this aim, we adapt the standard procedure widely used for
regularisation for solutions of measures on bounded Euclidean domains to the settings
of metric graphs.

The node conditions in Definition 4.1.iv imply that we usually cannot expect the
momentum field J; = v; - p1¢ of any solution of the continuity equation (z, v¢)ie(o,1)
to be continuous at nodes, regardless of regularity of u; and v; in the interior of each
edge.

Below, we develop a regularisation scheme for solutions of the continuity equation
under the following assumption on the regularisation parameter ¢.

Assumption 4.10. In this section € > 0 is chosen small enough such that 2¢ is a
strict lower bound for both the length of any edge in E and the injectivity radius at
any point in &.
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Recall that on a metric graph The injectivity radius corresponds to half the total
length of the shortest embedded cycle.

This means that for any two points xz,y € & of distance less than 2e, the geodesic
connecting x to y is uniquely defined.

We consider the supergraph Ge 2 & defined by adjoining an additional auxiliary
edge " of length ¢ to each node v € V (see Figure 3). The corresponding set of metric
edges will be denoted by L. D E. For the purpose of this definition below, we identify
each edge € = (€mit, €term) € E with the interval (—75¢, %5¢) instead of (0,m.). Again,
the nodes e, €rerm € V' correspond to the respective end-points of the interval. For
each fixed edge e € FE we identify the auxiliary edges eﬁfﬁt and e with the intervals
(=% —2e,—%¢) and (%5, %= + 2¢), respectively.

We next define a regularisation procedure for functions based on averaging. To
obtain a continuous function, it will be crucial to use non-centred averages. For this

purpose, we set of = (m, + 2¢)/m, and o°(x) := of, whenever z is a point on the

metric edge e in K.
U

ext ,ext

€init “€term

FIGURE 3. The construction of the supergraph ($. by means of ad-
joining an additional leaf at every node in V.

Definition 4.11 (Regularisation of functions). For ¢ € L'(B.y), we define ¢° : & —
R by

1 atxte

F@im g [ ey forae - (22
atxr—e

Note that the value of ¢, in the nodes does not depend on the choice of the edge,

so that ¢. indeed defines a function on &. We collect some basic properties of this
regularisation in the following result.

Proposition 4.12. The following properties hold for every e > 0 be sufficiently small:

(i) Regularising effect: For any ¢ € C(Gex) we have ¢ € C(G) N CY(E) and

Vi (y) =

fory € [-me/2,m./2].
(i) If ¢ belongs to C(Gey), then ©° converges uniformly to ¢l as € N\ 0.

=

S (plazy+2) — plazy - ) (23)

Proof. The claim in (i) follows by a direct computation; the one in (ii) follows using
the uniform continuity of ¢ on Gey. O

As a first application of the regularisation procedure above, we state a useful lemma.

Lemma 4.13 (Weak continuity). Let (ps, J¢)ic(o,r) be a weak solution to the continuity
equation on &. Then t — [, @ duy is continuous for every ¢ € C(B).

Proof. Take a continuous extension of ¢ to Gey and define ¢ accordingly. Proposition
4.12.ii then implies that ¢° converges uniformly to ¢ on & as ¢ N\, 0. As a result,
the function ¢ — [ ¢°dp, converges uniformly to ¢ — [ @ dp,. Since ¢ belongs to



86 MATTHIAS ERBAR, DOMINIK FORKERT, JAN MAAS, AND DELIO MUGNOLO
C(G) N C*(E) by Proposition 4.12.i, we conclude that the mapping ¢ — [ ¢ dsu, is
continuous, being a uniform limit of continuous functions. O

By duality, we obtain a natural regularisation for measures.

Definition 4.14 (Regularisation of measures). For y € M (&) we define p° € M (GBeyt)

by
/ pdu® :z/@gp8 du. (24)

It is readily checked that the right-hand side defines a positive linear functional on
C(Bext), so that p° is indeed a well-defined measure.

Proposition 4.15. The following properties hold for any ¢ > 0:
(1) Mass preservation: pif(Gexy) = p(G) for any p € M(G).
(ii) Regularising effect: For any p € P(B), the measure u is absolutely continuous
with respect to A with density

;gu(eﬂl( ). for x onein k&,
prle)=9q 1
> (]l{d(xw <oapp({w}) + Z p(en Ie(:c))> for x on e, w eV,
ecF:wee

() = <9c—€7:r+6>'

ag G
In particular, p*(z) < 5= for all z € Gey.
(iii) Kinetic energy bound: For p € P(®) and v € L*(pn), define J = v - pu € M(B).
Consider the regularised measures pf € P(Gext) and J© € M(Geyt). Then J& =
v - uf for some v¢ € L*(p°) and we have

/ P df < / jof? dp. (25)
E’ext E

(iv) For any p € P(B) we have weak convergence puf — i in P(Bext) as e — 0.

(v) For any pn € P(B), absolutely continuous with respect to \ such that = p - A,
we have convergence p* — p in Ll((BeXt) as e — 0.

(vi) Let (pu, vi)ieo,r) be a weak solution to the to the continuity equation (14). Then
the regularised pair (i, a°v§ )ie(o,1), where the vectorfield v; is defined as in (iii)
above, satisfies a weak continuity equation on Gy in the following sense:

For every absolutely continuous function ¢ on Gey, the function t — chex; edu;
is absolutely continuous and for a.e. t € (0,T) we have

d

| pdui= | Ve (atv)dug. (26)
6cxt Ecxt

In order to prove (iii), we will make use of the so-called Benamou-Brenier functional
(cf. e.g. Section 5.3.1 in [Sanl15] for corresponding results in a Euclidean setting).

Definition 4.16. Denote the set K, := {(a, b) €ERxR:a+b*/2 < 0}. The
Benamou-Brenier functional By : M(B) x M(E) — R U {+oo} is defined by

By(p, J) = sup /ad,u—i—/bdj

(a,b)eCy(G,K2)

Lemma 4.17. The following statements hold:
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(i) The pointwise supremum over the set Kg is characterised by the identity

2
|?2J| if z >0,
_ z
(asbl)lg{z{az 0l =90 ir=0andy =0, (27)
+00 otherwise.
(ii) We have
By(p, J) = sup / adp + / bdJ (28)
a b)ELOO(CB K2

where L>(&, Ky) denotes (by abuse of notation) the set of all bounded measur-
able functions a,b: & — R such that a + b*/2 < 0.

(iii) The functional By is convex and lower semicontinuous with respect to the topology
of weak convergence on M(&) x M(E).

(iv) If u is non-negative such that J < pu, we may write J = v -y and

J) = ;/ﬁyvﬁdu. (29)

Otherwise, we have By, J) = +00.

Proof. For (i) we refer to the proof of Lemma 5.17 in [Sanl15].

Regarding (ii), we note that the right-hand side of (28) is clearly bounded from above
by Ba(p, J). In order to prove equality of both sides, we show that any pair of bounded
measurable functions a,b : & — R satisfying a + 5?/2 < 0 can be approximated by
bounded continuous functions in a suitable way. Indeed, we may appeal to Lusin’s
theorem (see e.g. Theorem 7.1.13 in [Bog07]) to obtain functions as,bs € Cy(G, Ks)
such that

J J
pla#as}h) < 5, suplas| < supla| and |J|({b# bs}) < 5, sup|bs| < sup|b].

Define as := min{as, —|bs|*/2} such that the inequality as + b3/2 < 0 is satisfied.
Hence, the pair (as, bs) is admissible for the supremum of the right-hand side of (28).

Since fds asdp + fE bs dJ converges to f@ad,u + fﬁde as 0 \( 0, we infer that
equality holds in (28).

Now the convexity and lower semicontinuity in (iii) are an immediate consequence
of the definition of B, as supremum over linear functionals.

It remains to prove (iv): At first, assume that p is non-negative such that £ < p
with J = v - u. Then we may infer the existence of a so-called lattice supremum in
= {a+bv: (a,b) € L=(B, Ks)}; that is a measurable function \/F : & — R
satisfying
VF(x) =sup{f(x)} p-a.e. x € G,

feF
(cf. e.g. Theorem 5.7.1 in [Bog07] for a general existence result). Note that the point-
wise supremum on the right-hand side of this equation need not be a measurable
function in x.
Taking (28) and (27) into account, the considerations above yield

1
By(u, J) = sup {/a+bvdu}=/\/}"du=2/\vl2du,
& & E

(a,b)eL>(G,K2)

where we used that By (p|v,J) = 0 to pass from the first to the second equality above.
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Finally, we show that By(u, J) = 400 whenever the above assumptions are not met.
Indeed, if there exists a Borel set A C & such that u(A) < 0, then way may choose
a=kl, and b =0 for any k£ < 0. Then the resulting bound Bsy(u, J) > ku(A) gives
the claim as k — —o0.

In the remaining case, the signed measure J is not absolutely continuous with respect
to u, i.e. there exits a p-null set A C & such that E(A) # 0. Then we may take
a = —%IIA and b = k1, for any & € R. We infer By(u, J) > —%QJ(A) — 400 as

k — oo, which allows us to conclude. O

Proof of Proposition 4.15. The claims in (i) and (ii) follow readily from the definitions.
To prove (iii), we first note that J° < p° implies the existence of a vectorfields
v € L?(pf) such that J& = v° - ps.
We know from the results stated in Lemma 4.17 that the L?-norm of the vectorfield
v is related to the so-called Benamou-Brenier functional by means of the identity

1
/|v|2du—sup{/ad,u+/de}, (30)
2 Je 0 3

where the supremum is over all bounded measurable functions a,b : & — R such that
a+b?/2<0.

For any two such a and b defined on (., we consider regularised functions a® and
b° as done for a function ¢ in (22). Using Jensen’s inequality and the fact that the
regularisation is linear and positivity-preserving, we obtain

() + %\bf@)ﬁ <@+ PP @) <0 Vred

Consequently, the functions a® and 6° belong to the admissible set for the supremum
on the right-hand side of (30); thus

1
/asdu—i—/bEdJS /\v|2d,u. (31)
& 3 2 Je

At the same time, the identity

/ ad/f+/ deE:/aEdqu/bEdJ (32)
Gext E»ext & E

allows us to pass to supremum over all admissible functions a and b in (31) to arrive
at (25).

(iv) is a direct consequence of the duality formula (24), together with the uniform
convergence of (¢°)e~o on &, established in Proposition 4.12.ii.

The claim in (v) follows from the representation of the regularised densities p°
as shown in Proposition 4.15.ii above, together with an LP-version of the Lebesgue
differentiation theorem (see e.g. Theorem 1.34 in [EG15]), applied to each metric edge
in Ky separately.

It remains to prove (vi). Since ¢ is absolutely continuous, ¢ is differentiable a.e.
in Ee. Moreover, we recall from Proposition 4.12.i that the regularised function ¢°

actually belongs to C'(G) N C*(E) and satisfies the identity
Ve (z) = a(z)(Ve)*(x)  Voek. (33)
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In particular, we may test the pair (i, v¢)ic(o,r) against ¢°, resulting in the claim as a
consequence of the computation

d d
e pdu; = — [ ¢ dp = / Vo© v dpy = V- (afvp) dpg, (34)
t e dt Js E Eexe

t

where we used that af is constant on each metric edge in E in the rightmost equality
above. O

Now we are ready to prove the second part of Theorem 4.7, adapting an approach
from [GH15]. In that work the authors prove an analogous result in more general metric
measure spaces, but they require a stronger assumption on the measures (namely,
a uniform bound on their densities with respect to the reference measure). Here we
consider more general measures as well using the regularisation procedure described
above.

Proof of (i) in Theorem 4.7. For simplicity, we consider only the case " = 1 as the
proof for arbitrary T > 0 follows along the very same lines below.
The main step of the proof is to show that

1
W2 (0 1) < / T (35)

From there, a simple reparametrisation argument (see Lemma 1.1.4 and Lemma 8.1.3
in [AGS08]) yields

1 K 2
W3 (1, 1) < ys_t\/ orllZ2(,) dr

for all 0 < s <t < 1, which implies the absolute continuity of the curve (j):c(0,)
in W5(G®) as well as the desired bound |f|(t) < ||ve||;2,,, for every Lebesgue point

t € (0,1) of the mapping ¢ — ||Ut||i2(m)'

(mt)

Thus, we have to show (35): To this aim, we will work on a supergraph Gey 2 &
satisfying Assumptions 4.10 for € > 0 small enough.
By Kantorovich duality (Proposition 2.8), there exists ¢ € C((®) satisfying

1

Wf(umm):/Qupdul—/soduo- (36)
2 G G

We consider continuous extensions of ¢ and Q¢ to GBeyi, both constant on each aux-
iliary metric edge in Eey. In particular, ¢ and Q¢ are continuous on Gey.

Set Jy := vy - iy and consider a regularised pair (5, J;)ic(0,1) as defined by (24). We
write

n—1
i Qupdus; — /@ pdpg =" ( /@ Qeit1y/n® = Qijn Afifiy 1y m
ext ext =0 ext

(37)
+/@ Qi/mp d(ﬂ@ﬂ)/n - Nf‘/n)),
and bound the two terms on the right-hand side separately.

Bound 1. To estimate the first term on the right-hand side of (37), we use (21) to
obtain
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(i+1)/n
Z / Q (i+1)/n¥ — Qz/n@ d,u(H-l)/n > 5 Z / / hp Qt(,D) dt d/‘(z—i—l

- / lip? (Qui) () g ().
Gext x (0,1)
(38)
where the measures p := 31 M1y /m ® LY i/, (i+1)/n) are defined on Gey x (0,1).

To show weak convergence of the sequence (p)nen, we take 1 € C(Gext X [0, 1]).
Note that ¢ — p; is weakly continuous by Lemma 4.13, hence ¢t — p; is weakly
continuous as well. Consequently, | 6, V051 duli = J. 6., V(1) dyg for every fixed
t. Integrating in time over (0,1), we infer, using dominated convergence, that pg
converges weakly to p® := f01 Wy @ 0y dt as n — 00.

As lip?(Q.p) is not necessarily continuous, an additional argument is required to
pass to the limit in (38). For this purpose, we observe that Proposition 4.15.ii yields
pE <A@ L' with a density pf (z,t) < 1/(2¢) for & € GBey and t € (0,1). In particular,
the family (pf)nen is uniformly integrable with respect to A ® £!. Consequently,
the Dunford-Pettis theorem (see e.g. Theorem 4.7.18 in [Bog07]) implies that (p%),en
has weak*-compact closure in L'((ey x (0,1)). Since lip*(Qyy) is bounded, we may,
therefore, pass to the limit in (38) and infer that

n—1

: . 1 . .

lim SUPZ/G Qi+1)/m® — Qi Aty 1y/n < —2/ lip(Qup) (x) dp (1)
1=0 ext

n—oo 6Cxt><(071)

1t , .
——5 | [ w@oui,
0 Ecxt
(39)

where we used that uf < A on Gey to remove the set of nodes V' from the domain of
integration.

Bound 2. To treat the second term in (37), take a Lipschitz function ¢ : & — R.
As (p4)1e(0,1) belongs to a weak solution to the continuity equation and we know from

Proposition 4.12.i that (Qi/n¢)° belongs to C(B) N CY(E), we infer that the mapping
t— ch(Qi /n®)° dj is absolutely continuous. Therefore,

n—1 n—1
Z/ Qi A1y — Hifn) = Z /@(Qi/nﬂp)s d(fa(i+1)/m — Mifn)

- "Z / (;H < / V(Qipmp) s dm) dt

B[ (g e

eclE €

1 r(i+1)/n
= Z/ ( /VQl/ngp vy d/%) dt
i vmn e€EE
(i4+1)/n
< Qs / / |V Q| dpsf dt 4 =22 Qi / / |05 [* dpsg dt,
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where of ., = maxX.cp .

By Proposition 4.9.iii, we have the bound limsup,,_, .. ip*(Q ) /n¢p) < lip”(Qup). As
¢ is Lipschitz continuous, (i) in the same proposition shows that sup, , lip(Q:p)(z) <
oo. Thus, we may invoke Fatou’s lemma to obtain

. n=1  .(i+1)/n ) 1 L,
limsup » _ // /E IV Q| dp dt < / /E lip*(Qup) i dt.
=0 i/n ext 0 ext

n—oo

Using this estimate together with Proposition 4.15.iii, we obtain

n—1

timsup S [ Quupd (i — i) < 2o / /@ lip?(Qup) s
ext

n—00 i—0 [Cn
(87
+ma"/ /|vt|2dutdt.
2 Jo Je

Combination of both bounds. Recalling (37), we use (39) and (41) to obtain

argnax ! — max
leodui—/soduéﬁ 5 / /\vtlzdutdﬂr / / lip?(Qup) dpu dt
Gext Gext ext

Using Proposition 4.15(iv), the fact that of .. — 1, and the bound sup, Lip(Q;p) <
we may pass to the limit to obtain

/(BQMd/M—/SDdMo / /\Ut\ dpe dt. (42)

In view of (36), this yields the result. O

(41)

Corollary 4.18 (Benamou—Brenier formula). For any p,v € P(&), we have

Wi, v) mln{ / / vy 2 dutdt} (43)

where the minimum runs over all weak solutions to the continuity equation (fiy, ve)icpo]
satisfying po = p and py = v.

Proof. As (P(®),Ws) is a geodesic space, we may write

W3(,) = min [ ey at),

where the minimum is taken over all absolutely continuous curves (g )e[o,1] connecting
p to v. By Theorem 4.7, we may replace |z|(t) with HthL?(M) in the formula above,
which allows us to conclude. O

Proposition 4.19. For i € {1,2}, let (u, v})te(o,r) be two solutions to the continuity
equation on & in the weak sense. Under the assumption that both (,ui)te(()’T) are abso-
lutely continuous curves in Wo(®) such that it << \ with uniformly bounded densities
for all times t € (0,T), we have

1d
§aW22(ut1,ut2) = /(BVgot cvfdpy + /<5th v dp? for a.e. t € (0,7),

where (@y, V) denotes any pair of Kantorovich potentials for the dual transport problem
between i and p? for the cost function 1d*(-,-) on G&.
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For the proof we make use of the following lemma (see e.g. Lemma 2.3 in [DMM16]
or Proposition 3.6 in [GH15]).

Lemma 4.20. Let (u, vi)icor) be a solution to the continuity equation such that
t= [Jvel[ g2, belongs to LY0,T) and pi < X\ with uniformly bounded densities for all
times t € (0,T). Then there exists a null set N C (0,T) such that

d

" dpy = / Vo -vdu, Ve (0,T)\ N, Vo € WH(B). (44)
& &

Proof. For every time t € (0,7'), denote by L, the linear functional on W'?(®) given

by the right-hand side of (44), i.e.

Li(p) := /@Vgp cvpdpy Vo € WHA(GB).

By definition of L; and Hélder’s inequality, we have the bound [L| < [[velz2(,,),
which is finite for a.e. t € (0,7"). Fix a countable dense family {¢,},en of functions
on € C(G)NCHE) in WH2(B).

For every n € N, denote by I,, the set of Lebesgue points of the mapping t — L;(¢,,).
Then N := (0,T)\,en I is a null set. We may assume that every time s € (0,7)\N
is a Lebesgue point for ¢ = [lv;]|2(,,) as well.

By assumption, we may test each ¢, against the weak continuity equation which,
when integrated over a time interval (s,s+ h) C (0,7), takes the form

s+h
/ On dptgrn — / ondus = / L.(¢n)dr Vn € N.
& & s

Since the family {¢, }nen is dense in WH3(G), for every ¢ € WH?(B) and the densities
of u; are uniformly bounded in ¢, we may find a sequence (., Jken such that ¢, — ¢
and V,, — V¢ in L?*(j;). In particular, we may pass to the limit in the equality
above to arrive at

s+h
/ o dftorn — / o dps = / Li(p)dr Vo e WH(G). (45)
& & s

Moreover, for every ¢ € W2(®), there is an index n € N such that ||¢ — ¢, /jp1e <
e. For s € (0,7) \ M and h > 0 small enough, we compute

2] ) - Ll

1 s+h 1 s+h
<e(dvg [l 45 [T LG - Lnlar

1 s+h 1
<e(Wullu+ 5 [ Tl dr+ 311 ).

By arbitrariness of ¢ > 0 and boundedness of all terms in the parenthesis in the last
line, we conclude that s € (0,7) \ NV is a Lebesgue point for ¢ — L;(¢). Therefore,
we may differentiate with respect to time in (45) at each such s, in order to arrive at
(44). O

For the following proof we will follow along some lines of the one of Theorem 2.4 in
[DMM16].
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f 1t

F1GURE 4. The support of probability measures ¢ and v on a metric
graph induced by a oriented star with 3 leaves.

Proof of Proposition 4.19. Note that the pair (¢4, ,) of Kantorovich potentials for
some fixed time ¢, € (0,7) is at least admissible for the dual transport problem
between p} and p? for any other time ¢ € (0,7'); therefore,

1
Wit = it = [ v a0 (16)

In particular, we have equality above when ¢t = t,.

Fix to such that ¢ — W3(u}, u?) differentiable at ¢y. By Lemma 4.20, we may assume
that t — [ @1, dpuf and t— [ 4y, dpf are differentiable at ¢ as well. This means that
the left-hand side of (46) is differentiable at ty; by optimality, its derivative vanishes
at tg. Henceforth, we have established the equality

1d d d
5 W2 (e 2—/ dpy / dpi for ace. tg € (0,7).
2 dty 5 (Iey s i) dto 6%0 Mto-i-dto tho M, or a.e. tg € (0,7)

In order to conclude,we apply the continuity equation in the weak sense to the right-
hand side above. 0

5. GEODESIC CONVEXITY OF THE ENTROPY AND CURVATURE IN THE SENSE OF
ALEXANDROV ON Ws(()

In this section we consider entropy functionals on P(G&) of the form

log pdx ifu=p-A
S e (47)
+00 otherwise.

The results for semicontinuity of functionals of this type also hold for metric graphs
(cf. Proposition 7.2 below); in particular, the entropy functional Ent is lower semicon-
tinuous on Wy(B).

The following example shows that for p > 1, the entropy functional Ent on the
metric space (P(®),W,) over a metric graph & induced by a graph with maximum
degree larger than 2 is not geodesically K-convex for any K € R.

Example 5.1. Consider a metric graph induced by a graph with 3 leaves as shown in
Figure 4. We assume an edge weight of 1 on each of the edges e, ey, f, as well as two
probability measures

1 1
M= 275(1[0’5”61 + ]1[0’6]}62) and v 21[1_6’1]|f.

It is straightforward to find an optimal transport map from p to v. Indeed, it is
optimal to transfer mass in a monotonic way from g on each of the edges e; and ey to
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IS
joak

G ! R* ~ =

FIGURE 5. On the left a geodesic triangle between the highlighted nodes
of the metric graph and on the right the corresponding comparison tri-
angle in the Euclidean plane.

v. Hence, the constant speed-geodesic from p to v is given by (Tiupt)icpp,1) With
r+(2—¢etce ifr <1—(2—e)t
Tt(.T) = .
r+2—-et—-1lef ifz>1—-(2—-¢)t

for z € ¢;, 1 € {1, 2}.
Now, the relative entropy of u; reads as follows on each edge:

r%log(é) if(2—e)t<l-—c¢
Ent(ple,) =4 (1 —(2—e)t)jlog(s) fl-e<(2—e)t<1
0 1< (2-e)t
0 if2—e)t<l-c¢
Ent(ulf) =< (2—e)tlog(l) ifl—-e<(2—e)t<1
log (1) if 1 <(2—e)t.
\ €

Note that the derivative along ¢ — Ent(y;) diverges to +o0o for € N\, 0 and any time
1 —e < (2—¢e)t <1, whereas the derivative along ¢ — Ent(y,;) vanishes for a.e. any
other time ¢. We conclude that ¢ — Ent(u;) is not K-convex for any K € R.

In the next example, we investigate whether & and Wy (&) are CAT|0] spaces. To
this end, recall that we call a geodesic space (X, d) non-positively curved aka CAT[0]
if d(-,z) is 2-convex along geodesics in X for all z € X. This is characterised by
the property that every geodesic triangle in X is thin when compared to an isometric
triangle in Euclidean space.

If d(-, z) is 2-concave along geodesics in X for all z € X, then X is called positively
curved. This corresponds to the property that geodesic triangles in X are fat.

The comparision of geodesic triangles in Figure 5 shows that metric graphs are
usually neither positively nor non-positively curved. A similar behaviour is observed

fOI‘ W2 ((B)

Example 5.2. Consider a metric graph with atomic probability measures as described
in Figure 6. Then ¢ — W2(us, v) is not convex. Hence, W5 (&) cannot be CAT|0].

Similarly, we can consider a metric graph induced by a triangle with uniform edge
weights, which is then positively curved. Since this property is inherited by Wasserstein
spaces (cf. e.g. Theorem 2.20 in[AG13]), this means that the 2-Wasserstein space of
this uniform triangle is positively curved as well.

In particular, any metric graph which contains embeddings of both examples of
metric graphs above gives rise to a corresponding 2-Wasserstein space that is neither
positively nor non-positively curved.



GRADIENT FLOWS FOR METRIC GRAPHS 95

/ﬁt

—

)
v e v

FIGURE 6. A probability measure v is concentrated with equal mass
on bottom left and bottom right node. For each time ¢ € [0, 1], the
probability measure p, is concentrated with equal mass on the top node
and {v;}, where v : [0,1] — & is a constant-speed geodesic connecting
the bottom left to the bottom right node.

6. CONVERGENCE OF THE JKO-SCHEME

6.1. Optimality conditions of the JKO-scheme at each time step. In this
section we show convergence of the JKO-scheme for the combination F := Ent +V of
an entropy functional as in (47) and a potential energy functional

V(p) = /XVdu Vi e P(G)

with respect to some potential V' on &. In addition, we identify the limit curve as a
solution to the corresponding Fokker-Planck equation.

Assumptions 6.1. Throughout this section, we make the following assumptions:
(i) The potential function V' : & — R is Lipschitz continuous.
(i) The initial measure py € P(Gb) satisfies F(py) < +o00.

Below, we will denote, by abuse of notation, with L>°(&) N P(G) the space of all
Borel probability measures which are absolutely continuous with respect to A with
densities belonging to L>(B).

Throughout this section, any (probability) measure, absolutely continuous w.r.t. X,
will be identified with its density function.

Definition 6.2. We call p € P(B) regular for a functional F': P(&) — RU {+oo} if
F takes finite values only along any convex combination between p and p € L>*(G) N
P(®). In this case, we call every measurable function ‘fs—];(p), given by

d OF _ . e

—| Flp4+ex)= | —(p)dx with x =p— p for some p € L>(&) N P(B),

de le=0 & (Sp

the first variation of F at p.

Proposition 6.3. Let p > 1 and v € P(G).
(i) The functional p— WP(u,v) is convexr on P(GB).
(i) The subdifferential of p — WE(u,v) at po coincides with the set of Kantorovich
potentials for the dual transport problem from pg to v with respect to the cost %dQ.
(7ii) In case, there is only one such Kantorovich potential @ which is dP-concave (up
to additive constants), we also have the first variation formula

5Wp(_7 V)
Mol 2
op de le=0
for any perturbation x = i — p with it € L=(&) NP(GB).

Wh(n+ex) =9
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This is the case, when at least one of the measures y or v has full support on

G.
Proof. See the proofs of Propositions 7.17 and 7.18 in [Sanl5] in a Euclidean setting,
which carry over straightforwardly. (

Proposition 6.4. Let F' : P(&) — R U {400} be a functional, minimised by po,
reqular for F such that the first variation of F' at py exists.

(i) If %(po) is a continuous function on &, then

OF . OF

%(po) < ess Hlf%(po) (48)
everywhere with equality on supp po.

(ii) If po < A, then (48) holds A-a.e. with equality at A-a.e. point where py does not

vanish.

Proof. See the proof of Proposition 7.20 in [San15] in a Euclidean setting, which carries
over mutatis mutandis. O

Proposition 6.5. For each 7 > 0 and every initial measure pj := po satisfying As-
sumption 6.1.171, the recursively defined optimisation problem

T . 1 T
s € argmin F(p) + - Wi(p. ) (49
pEP(G) T

has a unique minimiser at each step k € Ny.

Proof. Existence of a minimiser follows by the direct method in the calculus of varia-
tion, using that F is a lower semicontinuous functional on the compact space (P (B), Wa).
Uniqueness of the minimiser is implied by convexity of W(-, p7), together with
strict convexity of F (which is a sum of the a strictly convex functional Ent and linear
functional V); see also Proposition 7.2. O

In the next result we collect some properties of the minimiser in (49).

Proposition 6.6. For every k € Ny, the unique minimiser pp,, in (49) is absolutely
continuous with respect to . Identified with its density function, pi , satisfies the
following properties:
(i) pry1 >0 A-a.e. and log ;.| € LY(G).
(7i) Denote by @} ;. the (up to constants) unique Kantorovich potential from p_
to p, with respect to 1d*. Then

Lrriok +log p..1 +V = constant X-a.e. (50)
In particular, log pj,_, is Lipschitz continuous on &.
(iii) We have the identity

Phlok _ ~V(logpr +V) A-ace. (51)
T

Proof. For (i) see the proof of Lemma 8.6 in [San15], which carries over to the setting
of metric graphs without any major modifications to speak of.

Regarding (ii), we compute the first variation of p — F(p)+5-W3(p, p}) at p = pj
Write p. := (1 — €)pj, + p for some probability density p € L>*(&). By definition,
Ent(p) < oo for p € {p}..1,p}. Due to the convexity of the entropy functional (which
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follows from the convexity of = — xlogx), Ent(p.) takes finite values along t € [0, 1]
as well. Therefore, the first variation of the entropy functional is expressed in terms
of

o Ent d
R d T _ = —_
s 0p (Pk+1) (Pk+1 P) d

/ pelog p. dz = / log pi1+1d(piy1—p), (52)
Ele=o J& &

where we used dominated convergence in form of

d : : 3
—(p:log pe)| < (Pryr +10g ||l ) (| 10g phys| + log |17l + 1) € L (B)

de

to differentiate under the integral sign in (52).
In a similar fashion, we obtain %(p% +1) =V, whereas the the first variation of p —

W3(p, py) is known from Proposition 6.3 to be the (unique) Kantorovich potential

@ 1= Phy1 from pp to ppyy.
Altogether, the first variation of all terms involved takes the form

(70 + 030D ) ) = 08T #1147+ £ (53

Due to Proposition 6.4, this expression is a.e. constant; hence (50) follows.

Since both @ and V' are Lipschitz continuous functions on &, (50) implies that pf 4
and, therefore, also log pj; has a Lipschitz representative in L'(G). In particular, we
may assume that (50) is constant everywhere on &. Now (51) follows by taking the
derivative of both sides of this equality. O

6.2. Interpolation between time steps.

Definition 6.7. We define the piecewise constant interpolation curves for a time-
discrete sequence (pJ)reny of minimisers in (49) and corresponding c-concave Kan-
torovich potentials from pj_, to pj, with respect to the cost function c := %dQ by
Voiiisk
PtT = p;c—Jrl? UtT = - = )
Likewise, we define the geodesic interpolation curves for a fixed geodesics selection
map GeodSel and optimal transport plans 7 ,_,, from pj , to p; by

J] = p] for t € (kr, (k+ 1)7].

~T T ~T V¢~ T ~T ~T
pr = (GeodSelp)ymf 1y, O i= —, J] =T
for times ka1 ;
f:%, te (kr,(k+1)7]
T

and a potential function given by ¢; := —Q,_ (=9}, _)¢, where ) denotes the Hopf-
Lax semigroup as given in Definition 4.8 and (-)¢ denotes the c-transform for the cost
c:= %d2.

We collect some basic facts about (p})ren, and the interpolants introduced above.

Lemma 6.8. (i) The densities p, satisfy the following bounds in terms of the L*-
Wasserstein distance:

W3 (Prsas P

2(;”) S F(pp) = Flois) - Yk N (54)

and

> Waldhw /R) o 2(F(pp) — mf{F(p)}). (55)

- >~
k
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(ii) The family of interpolation densities (p™)r=o is equi-integrable on [0,T] x &.

(iii) Both, the c-transform (=9;_,_;,)¢ and the potential function ¢; are Lipschitz
continuous, uniformly with respect to t. In particular, fOT ||27[||L2(ﬁtf) dt < oo for
all T > 0.

() The pair (7,07 )icpo,r) satisfies the continuity equation in the weak sense for every
T > 0.

Proof. The first bound in (i) follows from a comparison of two successive opti-
misers in (49). Then we may sum over k € Ny in (54) and use that the resulting
right-hand side is a telescopic sum to obtain the second bound (55).

For the proof of (ii), recall that (54) implies F(pj,,) < F(p;) which, by
iteration over k € Ny, gives the uniform bound F(p]) < F(py) < +oo. By
definition of the piecewise constant interpolation, this implies F(p]) < F(po); in
particular, we have Ent (p]) < F(po).

Note that f(z) := xlog x is actually a super-linear function, i.e. for every ¢ > 0
there exists a constant M > 0 such that f(z)/x = log(z) > 1/e for all z > M.
In particular, we may assume that

2
ff)zlogx>€}"(po) Vo > M.

Therefore, for every set A C [0,7] x & such that (L' x N\)(A4) < ¢/(2M), we
obtain the estimate

[o@aen=[  gwaeas [ S @)
<(L' X A)(A) + 2]—“8(p0)}—(p0) dt <e,

uniformly for all 7 > 0; we conclude that the family (p7),~¢ is equi-integrable.

Regarding (iii), the Lipschitz continuity of (=%, ,_,,)¢ is inherited from the
one of the cost function ¢ = %dQ. Now the Lipschitz continuity of ¢; is a direct
consequence of Proposition 4.9.

For the proof of the claim in (iv), we first note that every c-concave Kantorovich
potential @ satisfies

1 d
Vo(xg) = §V$0d2(:p0, y) = —d—to - GeodSely, (g, ) (56)

for (A x A)-a.e. (zg,y) in the support of an optimal transport plan corresponding

to ®. In particular, for the choice » = (1 —t)¢; (which is a Kantorovich potential
from p] to pj,), the formula above implies the continuity equation

d . d .
G Lewir =5 [ elGeodsele )ity
1 d .
=— mdito 10 /@x@ @(GGOdselﬂtou—f)(ﬂUa Y) AT,
1
=— V(GeodSel(z,y)) - Vi (GeodSely(z, y)) dmy, i,
T Joex&

—/ Voo i,
&
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where we used that pf < X and 77, _,; < A x A; the former, due to Proposi-
tion 3.19 and the latter, due to both margins of 7 ,_,, being absolutely contin-

uous with respect to .
O

Lemma 6.9. Up to subsequences, the interpolants p;, p; and J], j[ introduced above
converge weakly in the following sense as T — 0:

(i) J7 = J and J — J in M([0,T] x &) for some signed limit measure J on space-
time.
(i) Wa(py, pt) — 0 and Wa(p7, pr) — 0 uniformly in t € [0,T] for some limit curve
(p)teo,r); both absolutely continuous and 1/2-Hélder continuous with respect to
2.

Proof. We start with the proof of (i): As (p])icpo,r is defined via a geodesic interpo-
lation, its metric derivative is piecewise constant and equals to

T 1 T 1 ~T T
|Pt‘ = ;W2(Pk+1aﬂk) =7 /@dg(fﬂ,y)dpkﬂ = [l HL2(pg) a.e. t € (kr, (k+1)7),
(57)

where we used the identity

[Vo(wo)* = [Vaod*(w0,9)/21* = d*(20,y) (A x A)-a.e. (z0,) € supp 772+Hk(, |
58
which, in turn, is a consequence of (56).
Note that (57), together with (55), implies the total variation bound

N[0, T x &) = / /wm@a</HmmW

< \F/ [|vf ||L2(p )dt \FZ ( Wa pk+17pk)> Sﬁc

for some constant C' > 0. _
By means of Theorem 4.7, | 57| = 197 | 2(57) for a.e. ¢ € [0,T]. Hence, we also get

T T
|J71([0, T x@)z/o /(Blf)[ldﬁZdtgx/f/o 197 11327, it
T
=ﬁlmmwwgﬁa

As a result, both (J7),~0 and (J7),s¢ are relative compact families of signed measures
in space-time with respect to the topology of weak convergence.

For this part of the proof it remains to show that the limit curves for (J7),~o and
(J7)rs0 agree. To this aim, let f : [0,7] x & — R be a Lipschitz function and set

Xi(x,y) == f(x)v] (z) — f(GeodSel;(z,y))v] (GeodSel;).

We compute

(k+1)T
[ [ ravr—ana] = |5 3 A R CRILL SR
kr Gx&
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(k+1)7
=5 DY R PR O e[ ey (59)
x kT GxG
+ /G Lo () (e )] A7) (59b)
X
+ /@  Leasateacele, 1) xi(r, o) dnfyelr. ) (59
X

Recalling the estimates above, we have fOT H@[Hiz(ﬁ{) dt = fOT ||’U;Hiz(pz—) dt < C, which
in turn implies the bound
(k+1)T

3 / /@ Pl ) daf i)t < 4 C
k? T X

In particular, invoking Hélder’s inequality, this implies for the term in (59a) the esti-
mate

(k+1)7

3 / /@ Lo () il ) A7)
k T X

1/2
<AN(E [ ratorle ) A sl
k X

1/2

< 2y|fy|m\70(z W3 (Prs ,02)) :
k

which vanishes as 7 — 0, due to (55).
In a similar fashion, we may estimate the term in (59b):

(k+1)7

3 / /@ RN CIEL SERY
k T X

1/2
<ANNE(E 7 [ Lawyeonte) dnf o)
k X

=21 V([ [ 1t @)

Recalling from Lemma 6.8.i that the family of densities (p]),~o is equi-integrable on
[0,7] x &, we may pass to the limit in the estimate above to conclude that the term
(59b) vanishes as 7 — 0.

Turning to (59¢), we first note that as long as GeodSel(z, y) belongs to a singe edge
e € E, corresponding geodesics are uniquely determined by convex combinations, i.e.
GeodSel; = (1—t)z+ty. In particular, the speed d% GeodSel;(z, y) equals to a constant
for all £ € [0, 1]. Moreover, invoking (56) for the Kantorovich potential = (1 — #)¢;
at o = GeodSel;(z,y) yields

(1 — )V (GeodSely(, y)) = %Vmon(GeodSelg(z’, Y),Y)

= 12_tVId2(:1:, y)=(1-— f)ngeodSelg(x,y)
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for every pair of end-points (x,y) in the support of 7[,,_,, such that GeodSel(z,y)
belongs to a single edge. Likewise, (56) holds for § = @}, ,, at xo = x, which,
combined with the formula above, results in

d
Voi(GeodSeli(w, y)) = — GeodSely(x, y) = VI 11 (x).

Thus, we may estimate the term |x;(x,y)| for all (z,y) € suppmj,,_,, such that
GeodSel(z, y) belongs to a single edge as follows

IXi(z,y)| = |f(z) — f(GeodSel(x, y))| - [v] (z)]
< Lip(f)d(z, GeodSel(z, y))|vf (x)| = TLip(f)[vf ()|,

where we used (58) in form of the identity td(z,y) = |v] (z)|.
With those considerations in mind, we may estimate (59¢) as

(k+1)7
Z/k /os GﬂGeodSel(w,y)ge(fL'ay)’X{(fE,y)’dﬂ'ZJrlﬁk(x’y)dt
k T X

T
< rLipl) [ It < rLin(OVTC.

which allows us to conclude that fOT Jo £ACTT — J7)dt vanishes as 7 — 0.

Moving on to (7), the computations above also imply the bound fOT { f)ﬂQ dr < VTC.
Thus, for all s,t € [0,T] such that s < ¢, we obtain

L. t s /2
Wg(ﬁ:,ﬁl)s/ \ﬁ:ldrs(t—s)m(/ |77 dr) <C(t—9)"  (60)

for some constant C' > 0. In other words, the curve (5])scpz is uniformly 1/2-
Holder continuous with respect to 7 > 0. Since (p] )icpo,r) takes values in the compact
space (P(&), Ws), we may invoke a metric version of the Arzeld-Ascoli theorem (see
e.g. Proposition 3.3.1 in [AGS08]) to extract the required subsequence, converging to
a limit curve (p¢)iepo,r), both absolutely continuous and 1/2-Holder continuous with
respect to Wh.

Choosing s = k7 in (60), we obtain the bound W (7, 57) < C/7, we conclude that
(up to a subsequence) p] converges as well uniformly in time to p; as 7 — 0. U

6.3. Passing to the limiting equation.

Proposition 6.10. The piece-wise constant interpolants p™ and J7 converge weakly
(up to some subsequences) to limit measures p and J, respectively, on space-time. The
pair (pg, Ji)co,r) satisfies in the weak sense of Definition 4.2 the continuity equation
dp+V-J=0with J=—-Vp—pVV.

In particular, for any initial value py € P(&) with F(py) < +oo, the curve t — py
provides a weak solution to the Fokker-Planck equation %p =Ap+ V- (pVV).

Proof. The weak convergence of (p”, J7) to (p, J) and the absolute continuity of p with
respect to W, are consequences of Lemma 6.9.

Note that, according to Remark 4.4, the weak continuity equation may be equiva-
lently expressed in the following distributional form

T
/ /d)dpﬁ/v(b- dJ7dt=0 VYo e D((0,T) x G). (61)
0 JG& E
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Hence, the weak convergence of (p7, J7) implies that we (61) as 7 — 0.

It remains to show that J = —Vp — pVV in the sense of distributions: To this aim,
recall from Proposition 6.6 that J= = v"p” = —Vp™ — p"VV, again in the sense of
distributions since both p™ and p”VV are L!-functions:

T T
/ /¢>. dJ;dt—/ /V-qb—qS-VVd,otTdt Vo € D((0,T) x &).  (62)
0 J& 0 J&

In order to conclude, we need pass to the limit in this equation as 7 — 0. To this aim,
we already noted in Lemma 6.8 that the family of densities (p”),~¢ is equi-integrable.
Therefore, we may invoke the Dunford-Pettis theorem (cf. e.g. Theorem 4.7.25 in
[Bog07]) to infer that (up to a subsequence) p” converges to p, not only in the weak
topology as 7 — 0, but also in the topology of convergence w.r.t. bounded measurable
functions on (0,7) x &.

Since we have the bounds |V - ¢| < ||¢||;« and |¢ - VV| < [[¢]] 1 ||V V]| ;o On space-
time, we may pass to the the limit in (62) as p” — p in the topology of convergence
on bounded measurable functions. O

7. GRADIENT FLOWS IN WASSERSTEIN SPACES OVER METRIC GRAPHS

In this section we consider a combination F := Ent +V of an entropy functional as
given in (47) and a potential energy functional as defined in (63) below.

Assumptions 7.1. Throughout this section, we make the following assumptions:

(i) The potential function V' : & — R is Lipschitz continuous.
(i) The initial measure py € P(Gb) satisfies F(py) < +o00.

Below convexity of a functional defined on a space of probability measures is always
understood with respect to convex combinations of measures (and not along geodesics
in some Wasserstein space).

Proposition 7.2. Let X be a Polish metric space.

(i) Let v be a finite positive measure on X. If f : RT — R is a conver and lower
semicontinuous function, then the internal energy functional
sin, f(t) sin,
Fucli) = [ f(pla)) dvio) 4w (Osup T for = pov i
X

t>0

s convexr and lower semicontinuous with respect to the topology of weak conver-
gence on P(X).
If [ is strictly conver such that limy_,. f(t)/t = 400, then Fiy is strictly
convex as well.
(ii) Let V : X — R be a bounded function. V is (lower semi-)continuous, precisely,
when the potential energy functional

Vi) = [ v (63)
X
is (lower semi-)continuous with respect to the topology of weak convergence on
P(X).

Proof. See Proposition 7.7 and Proposition 7.1 in [Sanl5] (the results are stated in a
Euclidean setting; however the proofs carry over to the general setting above without
any modification). O
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Definition 7.3. Let V be a Lipschitz function on &. Define a functional Zy on P(G&)

by
/)W+vv
Ty(p) == Jel p

400 otherwise.

2
du if u=p-\for pe WH(E),

For the case V' = 0, this functional is the usual Fisher information.
Below we collect some basic facts about Zy (see e.g. Lemma 2.2 in [GST09], where
Ty is expressed in terms of a relative Fisher information).

Lemma 7.4. Let V be a Lipschitz function on &. For a probability measure p =
p- A€ P(B), the functional Iy satisfies the following properties:
(i) Ty () < o0 iff /5 € W2(E).
(ii) For every sequence (fin)nen of probability measures pi,, = p, - X € P(B) such that
sup,, Zy (i1,) < 00, there exists = p- X such that (up to a subsequence):
(a) p, converges weakly in P(B) to u,
(b) p, converges strongly in L'(E) to p,
(¢) pn converges strongly in L=(E) to p,
(d) the weak derivatives Vp,, converge weakly in L'(E) to Vp,
(¢) \/pn converges strongly in L*(E) to \/p,
(f) the weak derivatives V\/p, converge weakly in L*(E) to V/p,
(9) Mminfy o0 Ty (pin) = Ly (1)
(iii) If the sequence (i )nen above satisfies limsup,, . Ly (in) < Zy(p) as well, then
(up to a subsequence):
(a) the weak derivatives Vp,, converge strongly in L*(E) to Vp,
(b) the weak deriwatives V/p, converge strongly in L*(E) to V./p.

7.1. The Entropy-Fisher dissipation equality. The next result represents a chain
rule for the derivative of the functional Zy, along an absolutely continuous curve.

Proposition 7.5. Let (1)icpo,r] be a 2-absolutely continuous curve in (P(&), Wy) with

e = p¢ - A such that fOTIV(,ut) dt < 400 and let J, = U - A be an optimal family
of momentum vectorfields such that (pu, Ji)icpo,r solves the continuity equation in the
weak sense. Then, t — F(u;) is absolutely continuous and we have

d

a}"(ut) = /(Vlog pr + VV,Up)dx  for a.e. t €]0,T]. (64)
E

In particular, the functional /Iy is a strong upper gradient for F, i.e. for every

2-absolutely continuous curve (ju)icjo.r) in (P(B), Wa), the inequality

F ) — Flua)| < / VTGl dr Vs te0,T] s <t (65)
holds.

Proof. Theorem 4.7 implies the existence of a vectorfield (v;)iefo,r) such that [|ve[| 2, =
|f1| for a.e. t.

At any time t € [0, T, we introduce the regularised measure 5 = pf - A of pi; on Gy
by means of (24). Moreover, we write J& = vf - 5 for a vectorfield v§(z) € L*(u5) as
done in Section 4.1.

Using a family (7°).s¢ of even and smooth approximation kernels with compact
supports supp n°[—¢, €], we additionally employ a regularisation of the curves in time,
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given by

T
it = /O n'(t—s)pi7ds  with  pp7 = H17<p§ + A(ZB)>
for constants § > 0 and v > 0. Note that
llog pi7| < Co(L+p%7) Ve [0,T] (66)
for some constant C, > 1 depending only on «. This bound, in turn, yields the estimate

£,0, 0, e,0, £,0,
‘&(pt Mog pp"7 + V™) !

= ‘logpi"M +1+ V‘

e
é d 1) g

< C2+ |V + sup i) sup | S0 [ i
ot ¢ Idt 0

Since the right-hand side belongs to L!(G;), we may invoke the dominated conver-
gence theorem to take the time derivative inside the integral of the expression

d d / 77 (log pp™ + V) da,

-~ e,0,7y _
which shows that the mapping ¢ f@cx 5M(log P+ V) dz is continuously dif-
ferentiable. In particular, integrating the resulting expression over the time interval
(s,t), we arrive at

d
Fpi®") — F(p2) / /(B logpr—i-V)d P dadr

Td
- / / (log P 4 V) (/ —n°(h—7r)p;” dh> daxdr
S Gext 0 h
' 5 Ty d
— £,0,7Y o &Y
_/ /@ext (log p2"7 + V) (/0 n°(h r)dhph dh)dxdr
d g
o / / kA /@ U(r.2) du ) dhdr,

where we used the identity Ln°(h —r) = —Zn°(h — 1), together with integration
by parts with respect to the time variable h and 1 := log p=%” + V. Note that for
every time r € [0,7], the function ¢(r,-) is absolutely continuous on Gey. Indeed,
tr < X and so the regularised density p&%7 is absolutely continuous on (e by the
regularising effect stated in Proposition 4.15.ii. Since p2%7 is bounded away from zero
by a constant ¢ > 0 and log is Lipschitz continuous on (¢, +00), we infer that ¢(r, -)
is absolutely continuous as well (see e.g. Lemma 5.3.2 in [Bog07]).

Therefore, we may invoke the continuity equation in form of (26), in order to express
% J ¥° dpp in terms of the momentum field J; = avj, - 5, Hence, we may write (67)

as
£ £, d €
]—"(ptév) Fp 857 1_’_7// — /61[1 duh>dhdr

=—7 ij/ / —r) - Vi dJ;dhdr.

In the next part of the proof, we will pass to the limits £, 9,y \, 0 in this equation.
We start with the right-hand side of (68):

(67)

(68)
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By weak continuity of (ut)tE[OT the regularised curve ¢t — pf(z) is continuous for
every z € Gey. Therefore, pi**7 converges to pi”, uniformly in ¢ € [0,7] as 0 \, 0.

In addition, |J(z)] (as a density function) is uniformly bounded in (h,z) by the
term ||Vn5|\oo||thL2(#h) and we have the estimate

vpeé,v
‘ P

C
+vv\ < Sl

for some constant C' > 0. This means that we may invoke dominated converge to pass
to the limit in the right-hand side of (68) as ¢ \, 0; thus, yielding the expression

t
lim / / —r) Vo dJydhdr = / Vi dJidr
5\"0 Eext S Eext

Identifying the signed measure J; with its density, we may estimate the right-hand
side of the equality by means of Young’s inequality as

V- Tl (Ve + V) e Ve ) PAs
L= =< = HIVV I (0547 MB)) +— -
1+~ (14 7)p” (1+)p” VVI(prH7/A(®)) 2 e PN(C))
(69)
Since
Ve 21 Vil

T+7)p" (L+9)? 05 +7/MS)
the three terms in the right-hand side of (69) are either uniformly bounded or mono-
tonically increasing as v 0. In particular,

Vel J52

7‘ r

(70)

for some constant C' > 0.
Recalling the identity (33) and invoking Jensen’s inequality for the convex function
(a,b) — a?/b, we obtain the estimate

2\ €
pr T

for some constant C. \ 1 as € \,0.

For the right-hand side of (65) to be finite (otherwise there is nothing to show), we
may assume Zy (4,) to be finite for a.e. r € (s,¢). In particular, by Lemma 7.4.i, the
density function \/p, belongs to Wh2(E) for a.e. r. Fix any such r € (s,t).

Hence, we may invoke Proposition 4.15.v to show that the right-hand side of (71)

converges to W‘" in L' (Gey) as € — 0.

The same pl“OpOSlthIl implies that pS — p, in L'(Bey) as € — 0. Taking the
kinetic energy bound (25) into account as well, we infer that the right-hand side of
(70) converges not only in L'((Bey) for a.e. r € (s,t) but also in L'((s,t) x &) as e — 0.

Consequently, Vi - J converges as well, due to (a variant) of the dominated con-

vergence theorem and we may pass to the limits €,4,v \ 0 on the right-hand side of
(68).

It remains to pass to the limits on the left-hand side in (68). To this aim, we note
that for fixed € > 0, the regularised density p¢ is bounded and ps°? converges to pS as
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3,7 \¢ 0, both uniformly for all € [0,7]. Thus,

e—0

i (1)~ 7)) = [ (Viogp + V.U (72

In order to remove the spatial regularisation on the left-hand side of this inequal-
ity, we note first note that the modulus of each side of this equation is bounded by
fOT Iy ()| for| dr < +oo for all times s,t € [0,7] and all € > 0.

Fix any time s € [0, 7] such that p, € WH(B). Then pS converges uniformly to p
and so Ent(pS) — Ent(ps) < 400 as well.

Together with the uniform bound for (72), this means that Ent(p;) < +oo for all
t€[0,7].

Jensen’s inequality implies for the convex integrand f(z) := xlogx the estimate
f(p5) < (f(p))® with a right-hand side converging to p;log p; in L' (Bey) as € — 0.
As a result, we may again appeal to the dominated convergence theorem to obtain
Ent(p%) — Ent(ps) for all times ¢t € [0, T].

Since may pass to the limit in V(pZ) as well, for we know from Proposition 4.15.iv
that p2 — p, for every time r € [0,7] as € N\, 0, we conclude that

t
Fp;) — F(p3) = / (Vlogp, + VV,U)dr Vs, t€[0,T]:s<t. (73)

From this equation we easily infer that ¢ — Ent(yu,) is absolutely continuous and (64)
holds. In addition, Holder’s inequality implies the esimate in (65) as well. O

Corollary 7.6. Let (ju)icpom) be a 2-absolutely continuous curve in (P(&), Ws) with
F(po) < 0o. Then (u)eepo.r) is a weak solution for the Fokker-Planck equation &y, =
Apy + V- (1, VV) in the sense of Definition 4.2, precisely, when the Entropy-Fisher
dissipation equality

I I
+2/ |m|2dr+2/ Ty (pr) dr = F(pus) Vs, t €0,T]):s<t (74)
holds.

Proof. Note that the right-hand side of (64) may be estimated by means of Holder’s
and Young’s inequality as

1
/<V10gpt +VV,U,)dz < 2/\V10gpt + VVP +|U) dz
E E

with equality if and only if U, = —Vlog p; — VV for a.e. t € [0,T]. Thus, the claim
follows by integrating both sides of (64) over the time interval (s, ). O

Remark 7.7. In Theorem 8.1 of [AGS14] it was shown that the Entropy-Fisher dissi-
pation equality (74), together with uniform L*°-bounds on the probability densities
of (pt)i>0, implies that the curve (p;);>o is actually the unique gradient flow starting
form py with respect to Cheeger’s energy in L?*(G). To this end, we recall one pos-
sible definition of Cheeger’s energy Ch, : L*(G) — [0, +oc], given by the relaxation
functional

Ch.(f) :== mf{hmmf/ |an]d:c}

n—oo

where the infimum is taken over all sequences (f,)nen of Lipschitz functions f, : & —
R, converging to f with respect to |||,z
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Now, under the assumptions above, the curve of probability densities (p;)¢>o satisfies
the energy dissipation equality

t 1 t
Ch.(pt) +/ |pe|” dr + 2/ |0Ch, |*(p,) dr = Ch,(p,) Vs, t e Ry : s <t,

where we emphasise that the underlying space for the metric derivative |p,| and the
metric slope |0Ch,| is actually L?((®) instead of (P(GB), Ws).

In particular, since L?(G) is a Hilbert space, it is also possible to characterise this
gradient flow by the notion of subdifferentials; see Section 4.2 in [AGS14] for details.

7.2. The energy-dissipation equality for the lower semicontinuous envelope
of the metric slope. The goal of this subsection is to identify the Fisher information
Ty with the lower semicontinuous envelope |0~ F| along any solution of (74). Recall
that the lower semicontinuous envelope of |0F| is given by

07 F|(n) := inf{liminf [0F|(n) : i = pt, sup{Walin, p2), F ()} < +o00}.

Moreover, recall from Proposition 7.2 that the functional F is (sequentially) lower
semicontinuous on P (&, Ws). Due to our assumption on the potential V', the func-
tional V and, therefore, also F is bounded from below. Therefore, we may invoke
Theorem 2.3.3 in [AGS08] to obtain the following result.

Proposition 7.8. For every initial value pg € P(GB) with F(pg) < oo, there exists a
2-absolutely continuous curve (ju)cpm) i (P(SB), Wa) satifying the energy dissipation
equality for |0~ F]|, i.e.

1 [t 1 [t
]-"(ut)+2/ |ur|2dr—|—2/ 0~ F| () dr = F(us) Vs, t €[0,T]:s <t. (75)

In order to identify the curves solving (74) and (75), the following result is vital.

Proposition 7.9. For any probability measure u = p- X\ € P(B) with finite slope
|0 Ent|(1) < +o0, the density p belongs to WH(B) such that Vp/p € L*(n) and the
bound

Ty (p) < [0F|*(n)

1s satisfied.
In particular, both the metric slope |OF| and its lower semicontinuous envelope
|0~ F| are strong upper gradients for F in the sense of (65).

For the proof of this statement, we need the following result which is an adaptation
of Lemma 10.4.4 in [AGS08] to the metric graph setting.

Lemma 7.10. Let p = p- X be a finite measure concentrated on a metric edge e in &,
satisfying F(u) := Ent(u) + V(i) < +o0, together withr € L*(u) and t > 0 such that

(i) r — 1d is a C*°-function on the interval [0, m.] identified with the edge e;
(ii) the mapping v, := (1 — ¢)Id + tr takes values in [0, m.] for all t <t;
(i) F((rs)pi) < +oo.
Then the derivative of the functional F at i in direction of r is given by the identity

lim f((”)#‘? — P _ /Omc(r —I)VV — V(r — Id) dp. (76)
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Proof. We follow the proof of Lemma 10.4.4 in [AGS08] adapted to the functional
F =Ent+V:

Note that r is bounded on [0, m.]; therefore, the mapping r, is actually injective for
every t small enough. Without loss of generalisation, we may choose ¢ > 0 accordingly
so that |Vry| > 0 for every ¢ < ¢. In particular, we may employ a change of variables
argument (see e.g. Lemma 5.5.3 in [AGS08]) to express the density of the pushforward
(r)xp by means of

-1
pory

(r) (A) = / a

—1
ANranr; ’vrt or,

for every Borel set A and ¢ < ¢. Hence, using this representation for the density of
the pushforward, together with a change of variables under with respect to r;, we may
write

F((r)a) — F ) = [10g( L) = log(p) e+ [V ori -V d

e t e

——/log(Vrt)du—i-/Vort—Vdp.

e e

Note that the functions

d V(r - 1d) d

il A U — — (r —

pp og(Vry) " and dtV(rt) (r—V)VV
are uniformly integrable in L'(u) with respect to ¢ € [0,7]. Thus, we may pass to the
limit of 2 (F((ry)ppn) — F(i)) as t \, 0 to arrive at (76). O

Proof of Proposition 7.9. In the first part of the proof, we assume that the measure u
is concentrated on a single metric edge e in k. Fix a function t :=r —1Id € C°(0,m.).
Then there exists a constant ¢ > 0 such that the assumptions of Lemma 7.10 are
satisfied. In addition, we have

Me

W2, (ro) pit) < / 1t — 10)[2dpe = 2]t

This estimate, together with (76), implies

/ tVV — Vit dp < |0J|()lIE] 2.
0

By linearity, this inequality generalises to probability measures p with support in &
and functions t € C°(E) viz.

/5 tVV — Vtdu < [07)(1)[[E] 20

The integral on the left-hand side of this inequality defines a bounded linear functional;
by means of the Hahn-Banach theorem, we may be extend this linear functional to
L*(p). Moreover, we may invoke the Riesz representation theorem to find w € L?(p)
such that [[wl| 2,y < [0J](k) and

/tVV—thu—/w'tdu Vt € C(ER).
E E

Recalling that VV' is A-a.e. bounded, we infer that the weak derivative Vp exists and
belongs to L*(£). In particular, p € WH(G) and /Iy (u) = [Vp/p+ VV || 2,y <
|07] (1)
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Now, the last two claims now follow from (65) and the definition of the lower semi-
continuous envelope |0~ F]. O

Corollary 7.11. Let (ju)icpo,m be a 2-absolutely continuous curve in (P (&), W) with
F(po) < +oo. If (pe)eejo,r) satisfies the energy-dissipation equality (75), then it is also
a weak solution for the Fokker-Planck equation %ut = Ap + V- (1 VV) in the sense
of Definition 4.2.

Proof. Both (75) and Proposition 7.9 yield
1 t o 1 t
.7'_(/%)4-5 | fr | d7”+§ Ty (p,)dr < F(ps)  V¥s,t€[0,T]:s <t
Since the opposite inequality holds as a consequence of (65) and Young’s inequality,

we infer that the curve (it)sepo,) satisfies the entropy-Fisher equality (74) as well. Now
the claim follows by Corollary 7.6. g

7.3. The energy-dissipation equality for the metric slope. This subsection is
mainly based on the following central result based on semi-group methods.

Proposition 7.12. For ¢ € L*(&) with ¢ > Cy for some constant Cy > 0 and
f € L*>(G), the initial value problem

d
&ut =V (cVu) — f - uy,

uy=u € L'(®) and 0#u>0,

(77)

together with standard node conditions is well-posed in L'(&) for all times t > 0.
The unique solution (u;)>o belongs to the class C°(RT, L'(B)) N C(R*, C>*(B)) and
satisfies ug > 0 for every time t > 0.

Proof. The first part of the statement is taken from section 6.5 in [Mugl4]. Strict
positivity of u; for all times ¢ > 0 follows from the fact that the underlying positive
contraction semi-group is irreducible, which in turn is deduced from connectedness of
the metric graph &; see Theorem 2.10 in [Ouh09] and the proof of Proposition 6.77 in
[Mug14]. O

Assume that the potential V' belongs to W°°((), so that we may choose
1 1
c=1 and  f= Z(VV)2 - §AV

in (77). Let (u:)i>obe the corresponding solution to (77) with the initial value uy =
/24 for some probability density @ on &. Then one may verify that (p;);>o with
pr = e~V/?u, is the unique weak solution to the Fokker-Planck equation % pr = Apy +
V - (pVV) with initial value py = .

The regularity of the solution (p;);>o allows us to directly compute the energy pro-
duction of F along the corresponding curve of probability measures p; = p; - A viz.

d d d
dt]'_(/it):dt(/@ﬂtlogptdm‘F/@Vdﬂt) :/GS(lngtJrv)dt'otdx

= —/V(logpt +V) - (Vo + pVV) dx = =Ty ().
E
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In particular, we may integrate both sides of this equality with respect to ¢ and employ
the identity [f| = [vell2(,,) a-e. in time for the vectorfield vy = Vpi/p; + VV. Thus,
using Young’s inequality, we arrive at

t t
]:(us)—f(ut):/lv(ur)dr:/ fuPdr  VsteRf:s<t  (78)

S

Note that, in contrast to the previous results, the semi-group approach illustrated
above requires the initial condition to be a density, not merely a measure. Nevertheless,
the solution obtained in Proposition 6.10 (for arbitrary initial condition in P(®&))
immediately regularises to to probability measures y; which are absolutely continuous
with respect to A for all times ¢ > 0. Hence, we may identify this solution with the one
obtained in Corollary 7.6 via p, = e~V/?u, for positive times ¢ > 0, due to uniqueness
of the latter.

In order to identify the functional Zy with the squared metric slope |0F |2, we recall
Theorem 7.5 from [AGS14], taking the following form in our case of the compact metric
space (&b, d) with finite volume A(G) < oo.

Lemma 7.13. Let p = p- X € P(B) with a Lipschitz continuous density p > 0. Then
2
or 0 < [ |22+ 9v] au (79)
E

Recalling from Proposition 7.12 that u, and, therefore, also p, = e~"/?u, is strictly

positive for every time ¢ > 0, we may infer that (79) holds along (u;)¢~o. Combining
this inequality with Proposition 7.9, we obtain the identity [0F|*(p;) = Ty (p;) for
every t > 0. In view of (74), the following result is now a direct consequence.

Proposition 7.14. Assume that the potential V' belongs to W>*(&). Let (1))
be a 2-absolutely continuous curve in (P(&), Wa) with F(pg) < oo. Then (ju)icpom
satisfies the entropy-Fisher equality (74), precisely, when the energy dissipation equal-
ity for the metric slope |0F| holds, i.e.

1 [t 1/t
]-"(ut)+2/ |/jLT|2dr—|—2/ OF | (py) dr = F(ps) Vs, t€[0,T]:s <t
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A VARIATIONAL STRUCTURE FOR NON-REVERSIBLE
MARKOV CHAINS

DOMINIK FORKERT AND JAN MAAS

1. INTRODUCTION

Many classical applications of Markov chain theory — amongst them the celebrated
Metropolis-Hastings algorithm [MRR 53], [Has70] — are based on reversible Markov
chains, i.e. chains that satisfy so-called detailed balance conditions.

However, in more recent works, applications of Markov chains that violate those
detailed-balance conditions (then called non-reversible Markov chains) are studied
with the goal to exploit their favourable behaviour in terms of convergence to equi-
librium, when compared to their reversible counterparts. Indeed, amongst numer-
ous results, non-reversible Markov chains perform better with respect to the notions
of asymptotic variance [Biel6], [CH13], [SSG10], large deviations [RBS15], [RBS16]
and spectral gap [RBS16] [CLP99], [DHNO00], [LP17].

The aim of this article is twofold: First, we briefly investigate how a non-reversible
perturbation of a reversible continuous-time Markov chain affects convergence to
equilibrium in terms of relative entropy. In particular, we give a numerical example
showing that such a perturbation may decrease the rate of convergence, in contrast
to the results above.

The main part is devoted to convergence to equilibrium in terms of a metric W
on the space of discrete probability measures P(X) over the finite state space X
of an irreducible continuous-time Markov chain. In the setting of reversible chains,
such a distance was introduced independently in the works [Maall], [Miel3], and
[CHLZ12] as a discrete counterpart to the L?-Wasserstein distance. In particular,
W gives rise to discrete counterparts for two important applications of the L2-
Wasserstein distance: heat flows in Euclidean space corresponding to metric gradient
flows for entropy functionals on P(R?) [JKO98] as well as a synthetic notion of lower
Ricci curvature bounds for metric measure spaces X based on geodesic convexity of
entropy functionals on P(X) [ST06], [LV09]; see also [EM12].

In this article, we generalise the notion of the metric W to irreducible continuous-
time Markov chains which need not satisfy the detailed-balance conditions. To
some extend, our approach can be seen as a discrete counterpart to [Ket16] where
the notion of synthetic lower Ricci curvature bounds is extended to non-symmetric
diffusion operators on metric measure spaces arising from Riemannian manifolds.

We characterise a local contraction estimate with respect to W for the evolution
of non-reversible Markov chains in terms of convexity of a one-parameter family of
energy functionals 7 — ¢, on the space of geodesics in (P(X),W). Each of those
functionals consists of an entropy part plus a path-depending term V.. In the case
of a reversible Markov chain, V; depends only on the end-points of the geodesic
segment between times t = 0 and t = 7 and may be expressed in terms of a discrete

potential energy functional on P(X).
113



114 DOMINIK FORKERT AND JAN MAAS

In both the settings of synthetic lower Ricci curvature bounds as well as reversible
Markov chains, contraction estimates and convexity of an entropy functional along
geodesics are linked to a notion of gradient flows in metric spaces via the so-called
evolution variational inequality. In the non-reversible context, we provide a simi-
lar characterisation in terms of a generalised inequality which already appeared in
[Ket16] for non-symmetric diffusions.

Similar to its classical counterpart, the generalised evolution variational inequality
is a valuable tool, in order to derive functional inequalities: We provide generalised
notions for HWI, logarithmic Sobolev, Talagrand, and Poincaré inequalities, based
on explicit path dependence of geodesics between the evaluation points and the
equilibrium of the Markov chain.

Open problem. It remains unclear whether (P(X), ) forms a uniquely geodesic
space, i.e. whether every constant-speed geodesic in (P(X), W) is uniquely defined
by its end-points. A positive result in this direction has direct consequences on
several results in this article which are currently limited to local versions; amongst
them the contraction estimate in Theorem 3.8 as well the Talagrand and Poincaré
inequalities in Section 7.

Organisation of the article. The first part of this article consists of Section 2
and is devoted to a brief numerical example illustrating the effect of a non-reversible
perturbation of a reversible continuous-time Markov chain on convergence to equi-
librium in terms of relative entropy.

In Section 3 we introduce the metric VW defined on a space of discrete probability
measures on the state space of the corresponding non-reversible Markov chain. The
first main result gives a characterisation of a local contraction estimate with respect
to W in terms of convexity of a family of energy functionals on the space of geodesics
in (P(X),W) as well a generalised evolution variational inequality.

Section 4 covers lower bounds for the convexity parameter which appears in the
main result of the previous section.

In Section 5 we not only show that (P(X),W) is a complete metric space but
also that any two points in (P(X), ) may be joined by a constant-speed geodesic.

In Section 6 we derive bounds with respect to the L'- and L?-Wasserstein distances
corresponding to the graph metric induced by the Markov chain.

Several functional inequalities are derived in Section 7 by means of the generalised
evolution variational inequality which appeared in Section 3. In particular, we obtain
variants for the HWI, logarithmic Sobolev, Talagrand, and Poincaré inequalities.

Finally, Appendix 8 is devoted to the logarithmic mean and all its fundamental
properties which are used throughout this article.

Notation. Throughout this article, we will consider irreducible continuous-time
Markov chains on a finite state space [N] = {1,... N}. We will assume that corre-
sponding infinitesimal generators, usually denoted by the letters A and @), are row
stochastic, i.e. ATl =0and Q1 =0 for 1:={1,... N}'.

A steady state for the infinitesimal generator A will be denoted by the row vector
w. Irreducibility of the Markov chain implies that w is nowhere vanishing.

Throughout the text we will denote by p the density of a discrete probability
measure u on [N] with respect to w, expressed in coordinates by p; = u;/w;.
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2. NON-REVERSIBLE PERTURBATIONS OF CONTINUOUS-TIME MARKOV CHAINS

In this section we are going to study time-continuous Markov chains with infini-
tesimal generators of the form

A= Q + diag(w)'T, (1)

were () is the generator of an irreducible and reversible Markov chain with stationary
distribution w and a suitable anti-symmetric matrix I' € RV*¥ satisfying I'l = 0.
As direct consequence of this structure, w is a stationary distribution of A as well,
however A need not be reversible.

It is easy to see that a decomposition of the form (1) always exists, provided that
the infinitesimal generator A is irreducible. Indeed, in case of a finite state space, A
is then positive recurrent as well. In general, both irreducibility and positive recur-
rence of the Markov chain imply that there exists a unique and ergodic stationary
distribution w for A (see e.g. Theorem 12.25 in [Kal06]). This ensures that diag(w)
is regular and @) and I" are obtained via the symmetric and anti-symmetric part of
the matrix diag(w)A respectively:

Q = diag(w) ! Sym(diag(w)A) and [' = Alt(diag(w)A).

As part of those considerations, it is clear that I' vanishes, precisely, when the
infinitesimal generator A satisfies the detailed balance condition, i.e. diag(w)A is
symmetric.

A natural question is whether the non-reversible perturbation I' influences the
(exponential) convergence behaviour of a solution to the Kolmogorv equation u(t) =
ATu(t) towards the steady state w.

As a warm-up, it is easy to see that perturbed generators of the form A = Q +
diag(w)~'T" show the same f5-convergence behaviour as an unperturbed Q. Indeed,
for a solution u(t) as above, we have

d1
73 > lpit) = 1Pwi =Y pi(O)Qigwip; + > pit)Tispi(t) = Y _ piQijwip;.  (2)
i i,j 1,J

2

Next, we investigate the same question for convergence with respect to the log-
entropy relative to the stationary distribution w for (), defined by

Ent(u) := Zul log(p;) with p; = i
- Ww;

7

To this aim, we have to compute the entropy production for this entropy functional,
i.e. we consider a solution to the Kolmogorv equation u(t) = ATu(t) and write the
derivative of Ent along u(t) in the following way:

7

S En(u() = Y og pi(t) + 1is(t) = 3 log p()Qeus (1) + 3 log ) 1)

- ;Z(bg pi(t) —log p;(£))*Qijwibhog (pis (1), p; (1)) + Z log pi(t)Ljip;(t),
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where p;(t) = w;(t)/w; and 6, denotes the logarithmic mean, defined for positive
a # b by

Brog(a,b) = — 20 T

o) = o gy = ]
see Appendix 8 for properties of this mean. We identify the first term in the second
line of this computation as the entropy production for the reversible part () of the
infinitesimal generator A.
In order to analyse the second term above more carefully, we write

1
To(u) == Z log pil'jip; = 5 Z(ng pi —log pj)Tji(pi + pj)
i,j ,J
= (log pi — log p;)Ti(pi + py)-
iJ.
1<J
Note that this term usually does not vanish, in contrast to the entropy produc-
tion for solutions of a Fokker-Plank equations, where a divergence-free condition is
enough to ensure that the corresponding term vanishes (cf. [AAS15], [ACJO08]).

The following simple example allows us to get a glimpse of how a non-reversible
perturbation may influence convergence with respect to log-entropy.

Example 2.1. We consider an infinitesimal generator of form A = @ + diag(w)~'T
with

-2 1 1 1 0o -1 1 1
Q={1 =2 1), T=,[1 0 -1], w= (1L
11 -2 11 0 3
in order to find optimal Ao > 0 and A4 > 0 such that
1
Ent(u) < —% izjlog P Qijui Yu € Ps (3)
and 1
Ent(u) < W zz]: log p;Qiju; + ZZ]: log pil'sjp;  Vu € P, (4)
respectively.

Due to the particularly simple structure of (3), a numerical analysis of this in-
equality is rather straightforward: Indeed, for computation of the optimal values
we employ the fmincon function for numerical minimisation under constraints in
MATLAB. As a result, we obtain

1
Ao ~ 2.94 attained at ug ~ 1(2, 1,1),
(5)
1
Aa &~ 2.83 attained at wuy ~ ﬁ(Gl, 14, 25).

We deduce that the perturbed infinitesimal generator A behaves worse with respect
to convergence in log-entropy when compared to the unperturbed Q).
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T T T T ]
3.05f .
3F :
295 .
i entropic rate of convergence for Q, initial value u0=uQ
297 entropic rate of convergence for A, initial value u0=uQ j
entropic rate of convergence for Q, initial value u0=uA ]
entropic rate of convergence for A, initial value u0=uA
2.85 * L2-rate of convergence for Q resp. A ‘
L 1 | 1 1 4

0 0.5 1 1.5 2 25

FIGURE 1. Rates of convergence along flows (u')i~o as given for
the entropy by —3(<% Ent(u'))/Ent(u") and for the variance by
—1(4 var, (u'))/ var,,(u'), respectively. The initial values u for the
flows along () and A are given by the respective values ug and uy as

defined in (5).
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3. THE MODIFIED ONSAGER OPERATOR FOR NON-REVERSIBLE MARKOV CHAINS

In this section, we investigate exponential convergence of a solution to the Kol-
mogorv equation u(t) = A'Tu(t) towards the steady state w with respect to the
distance W. To this aim, we will extend the framework of Ricci curvature from
reversible Markov chains to non-reversible ones, which allows us to obtain rates for
exponential convergence in terms of W.

Notation. Throughout the following sections, A denotes the infinitesimal gen-
erator of an irreducible continuous-time Markov chain on a finite state space [N].
Moreover, we assume that A satisfies the following condition

V’L,]E[N]AU>0:>AW>O (6)

Note that (6) implies that the infinitesimal generator can be written in form
of a (usually non-unique) decomposition A = @) o B, where ) denotes a reversible,
irreducible continuous-time Markov chain with unique nowhere-vanishing stationary
distribution w, B is a perturbation matrix with strictly positive elements, and Qo B
is the Schur product of the matrices () and B given by elementwise multiplication
(Q (¢] B)ij = QUBZJ

Indeed, starting with an infinitesimal generator of form (1), we see that

By=1+—25  vije[N]:Qy#0

L= JE— Z, ] : .. .

v LY Qij Y

Moreover, for a discrete probability measure u on [N], p denotes the corresponding
density function, given by p; := u;/w;.

Definition 3.1. We define the Onsager operator with respect to a generator A =
Q o B as the symmetric matrix

R(u) = 5 3 Kylw)(e— ) © (6~ ¢;),

where the coefficients f(,](u) are given by the logarithmic mean
Rylu) o= it = At

log(AZ-ju,-) — lOg(Ajin)

Here we made use of the detailed balance condition Q;;w; = Qj;w; to establish the

second equality in (7). As a result, the Onsager operator K does not depend on the

particular decomposition of A in terms of ) and B.
For a matrix L € RV*V we introduce the notation

K(u)[L] := ;Z Kij(u)(Lij — Lji) (e; — €;).

= Qiw; iP jiPj . (7)
log Pi — lOg p] + lOg Bl] — lOg le

Remark 3.2. For a vector & € RN, the expression K(u)[L] is related to K(u) by the
identity
€' K(u)n = & "K(u)[L] (8)
with a matrix L;; = 5(m — n;).
Conversely, for every matrix L € RV*V | the vector K(u)[L] belongs to span{1}=.
Hence, one may choose
¢ =K (u)K(u)[L] (9)
such that (8) holds. Note that the vector £ in general depends on the point w.
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In addition, we introduce the following functionals:
First, we recall the log-entropy relative to the stationary distribution w for @),
defined by

Ent(u) := Z w; log(u; /w;).

Consider a pair (g,(")icjo,1) of piecewise smooth curves of discrete probability
measures ¢' and vectorfields ¢t in RY | satisfying the continuity equation
d , -~
—g' =K(g" ¢ Ce
9 =K(g)C (ce)
for all times ¢ € [0, 1]. Then we define

Vi(g) == /O T(CT)TK(gT)[L] dr  with Ljj =logB;; V1 €0,1].

Remark 3.3. In case, we have L;; = v; — v; for some vector v € R, the functional
Vi depends only on the end-points of the curve g. Indeed,

Vi(g) = / ()R (g dr = / @) Tvdr = (¢ — ).

Lemma 3.4. For every nowhere-vanishing probability measure u, the Onsager op-
erator K (u) is positive definite on span{1}~.

Proof. Given (¢ € span{1}*, we can find indices iy, jx such that ¢;, — (j,, does not
vanish. Additionally, the irreducibility of A implies that there exist (i, jx) such
that A;, ;, > 0forall 1 <k < K and j, = i34 for all 1 < k < K. Note that we
also have A;, ;, > 0, due to our assumption in (6). We infer that K;, ; > 0 for all
1<k <K.As(, — ¢, #0 for at least one k, we conclude that ("K(u)¢ >0. O

Notation. Let us denote by Py the (discrete) probability measures on [N]. Then
int Py is precisely the subset of nowhere-vanishing probability measures on [N].

Now the preceding lemma tells us that K is invertible on int Py. Since K is
symmetric, we obtain the following result.

Corollary 3.5. The Onsager operator K(u) is symmetric and invertible for all
u € int Py. In particular, G = K™ defines a Riemannian metric on the embedded
submanifold int Py C RV,

As a consequence, int Py is endowed with a Riemannian distance VW which in
terms of the Onsager operator may be expressed as

W2(u,v) := inf/0 (CHTK(gH) ¢ dt (10)

where the infimum is taken over all pairs (g, (")iepo,1) of piecewise smooth curves,
satisfying the continuity equation (C€) such that g joins u to v.

Remark 3.6. Note that V, depends on the parametrisation of the curve. In particular,
we have the following transformation rule as a consequence of the change of variables
formula: For every constant-speed geodesic g : [0, 1] — int Py with corresponding
reparametrised constant-speed geodesic segments g9" 9" : [0,1] — int Py connecting
g° to ¢' for s, t € [0, 1], we have

Vi(g" ) = Vi(g) — Vi(g) Vs, t€[0,1]. (11)
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In particular, this transformation rule implies for a change of orientation V;(¢7" ") =
—Vi( gwl —° ).

Lemma 3.7. Let (¢, (")ico) be a pair of curves, satisfying (C€) with initial condi-
tions ¢° = u and (° = £. Then we have the identity

d T
2| (Ent(g7) +Vi(g)) =
T lr=0
1 . (12)
i i
In perspective of the Kolmogorov forward equation
d
—ut=ATu in int Py, (13)
dt
Lemma 3.7 states that (13) is actually equivalent to the variational equation

d .
£ut = — gradg Ent(u') — K(u")[L] with L;; = log B;; in int Py, (14)
where gradg Ent(u') = K(ut)y Ent(u’) denotes the gradient of Ent with respect to
the Riemannian metric G = K.

In order to verify (14), take geodesics pairs (97, (™) refo,1) with initial values gy = u'
and ¢° = ¢, such that equation (12) becomes

¢"K(u")V Ent(u') + € 'K(u')[L] = —(A¢) "u". (15)

Since this equality holds for all initial velocity vectors & € RY, we infer the equiva-
lence of (13) and (14).

Proof of Lemma 3.7. The first equality in (12) follows directly from the chain rule
applied to 7 — Ent(¢g7) +V,(g), together with application of the continuity equation
(ce).

For the second equality in (12), with the definition of the Onsager operator at
hand, we arrive at

. 1
> (& — &)Kij(u)(log pi — log p; + Bij — Bji) = 5 D (& = &) (Aiju; — Ajiuy).
] ]
To conclude, we use the fact that > Aj;; = 0. O

For point (iv) in the theorem below, we recall that the upper right-hand Dini
derivative of a real-valued function f is defined as

dt ft+h)— 1)
af .fhr}?\"s(glp N .

We present the main result of this section.

Theorem 3.8. For a constant A € R the following statements are equivalent:

(i) In the sense of positive semidefinite matrices,

M (u) > MK (u) Vu € int Py, (16)
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where the matriz M (u) is given by
M () =Dy(w)&(u) — 5 DK (u) (x(u) (1)
—_ATR(u) + %DHK(U) (ATw), (18)

where x is a vectorfield given by

x(u) = K(v)V, Ent(u) + K(u)[L] = —ATu with L;; = log B;.

(i) For every smooth constant-speed geodesic pair (g*,(")icpoq satisfying (C€) in

int PN,
2

5 (Entlg’) + Vilg)) 2 A(C)TR(')C" (19)

(iii) Along every constant-speed geodesic (g*)iejo,1) in int Py, the functiont — Ent(g")+
Vi(g) is A-conver.
(iv) Every solution (ut)t>0 of the Kolmogorov forward equation

—u = Z Ajiu, in int Py (20)

satisfies the modified evolutlon variational inequality
1d+

5 thQ( v) + ;\WQ(ut,v) < Ent(v) — Ent(u') + Vi(g) VvVt >0, (EVI\w)

for all v € int Py and every constant-speed geodesic (g')iep,1] joining u* to v
in int PN.

(v) For every point z € int P,, there exists a geodesic ball B centred at z such that
every two solutions (u')ep.e], (V' )iep,e] C B of the Kolmogorov forward equation
(20) satisfies the local contraction property

Wt v') < e MW 0°) vt € [0,¢]. (21)

Remark 3.9. Note that the expression —ATK(u) appearing in the definition of M (u)
need not be symmetric, contrary to D,K(u)(x(u)) which is symmetric by definition
of the modified Onsager operator K. Nevertheless, one may replace this expression
with with its symmetric part, that is —Sym (ATK(U,)), with no loss of generality.

In case, the infinitesimal generator A is reversible, say B;; = 1, the functional
V; vanishes for all 7. Then the expression M (u) corresponds to the so-called con-
travariant representation of the Hessian of the functional Ent(u) with respect to the
Riemannian metric G = K.

Proof of Theorem 3.8. (i < ii). By introducing the shorthand notation Y;;(u) :=
%V(log p; — logp;) + log B;;, we may express the vector field in (17) as x(u) =
K(u)[Y (u)].

We start by computing the second derivative of r — Ent(g") + V,.(g) along a
constant-speed geodesic pair (g*, (*);ep0,1] satisfying (C€) in int Py viz.

5:2 (Ent( ")+ ‘4(9)) = i <Du Ent(g")K(g")¢" + K(gr)[LD
d

= (ORI 6) = (@76 =€) Tx(") + ()T Duxe K ()G

dr
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By their very definition in terms of Riemannian geometry, constant-speed geodesics
satisfy d%(g*, ") = 0, which expands into the geodesic equation

Ly 1d ™T r__
¢ +§@ (") K(u)("=0. (22)

Hence, using (22), we infer that

u=g"

2 1 . 5
O (Bntle") + Vi9)) = —5 (€)D" (x(g)¢” + ()T Duxlg V(5
Evaluating this equation at time r = 0 for a geodesic ¢' starting from ¢° = wu,
establishes the expression for M (u) as in line (17). Finally, the expression in (18
follows from the simple identity x(u) = —ATu.

(77 = iii). This is a standard argument of convex analysis (see e.g. Proposition 16.2
in [Vil0g]).

(iii = ). Let (g7, (" )reo,1) be a smooth constant-speed geodesic pair joining u’
to v in int Py, satisfying (C€). Then by the first variational formula of Riemannian
geometry, we have

STl 0) = —(§°,i)e = = Y EiAuu(t).
0,3
Together with (12), we arrive at

(Ent(g") + V-(9)). (23)

7=0

<
2dt dr

To conclude, we note that A-convexity of ¢ — Ent(g') + Vi(g) in differential form
reads as

CZ_ 70(Ent(gf) +V:(9)) < Ent(v) — Ent(u') + Vi(g) — ;\WQ(ut, v),

which, together with (23), implies (EVI, ).

(tv = v). Adding up (EVI, «), once for a curve u; at time ¢ > 0 with v = u3,
and once for a curve uy at time s > 0 with v = v}, we arrive at the inequality

+
5 gV ) + ;jSW%ui, u3) + AW2(uf, u3) < Valgi ™) + V(g ). (24)
We may choose the initial conditions uY and uJ close enough and ¢ > 0 small
enough such that for all ¢ < e, both curves u! and u} belong to some geodesic
ball B. We may choose the radius of this geodesic ball B small enough such that
any two points in B are connected by a unique geodesic. Thus, g“i_’“g and g“g_}“i
describe the same curve up to parametrisation. In particular, the right-hand side of
this inequality cancels out, due to reparametrisation property (11) of the functional
V1. Moreover, setting s = t, we may invoke Lemma 4.3.4 in [AGS08] to estimate
the time derivative of V?(uf, ub) in terms of the two upper-right Dini derivatives
appearing on the left-hand side of (24). Therefore, we arrive at

d
%WQ(uﬁ,ug) < =222 (ul, ub) a.e. t € 10,¢],

which in turn yields the contraction property via an application of Grénwall’s in-
equality (see e.g. Theorem 2.1.1 in [Qinl7]).
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(v = i1). First we notice that the contraction property (21) implies the differential
inequality
d+
Ewg(ut,vt) o < =222 (u°,00). (25)
Indeed, as equality holds in (21) for ¢t = 0, we may pass to the upper right-hand
Dini derivative on both sides of the contraction estimate as t \, 0 to arrive at (25).
Now we show that (25) actually implies (19). To this aim, we invoke the first
variational formula of Riemannian geometry for the geodesic g™ = exp,,0(¢7y) joining
points u° to v = exp,o(ey) for some non-vanishing vector y in the tangent space at

u®. Hence, we compute

Tt )| =L@ 0% — 151 ) = —2 L' (But(e) + Vi)
dt =0 2 A A 2dr =0 4
ed | . _ e [ d? . _
=5 TZO(Ent(g )+ Ve(9) = —2/0 73 (Ent(g7) + V-(9)) dr,

where we used transformation rule (11) in form of V,(g) = V.,(g) for the rescaled
geodesic §7 := exp,(7Ty). Combining this equation with (25) and using that
W(u®,1%) = ¢ly|g, we arrive at
A = 5w < L [ (B ) a0
G g2 T e ), dr? ’ '
Passing to the limit in (26) as € \, 0, we conclude that

d2
2 ~T ~
Alyle < o O(Ent(g )+ Vi (3))-

T=

O

Example 3.10. Let A be the infinitesimal generator of a Markov chain which
satisfies one of the equivalent \-convexity conditions in Theorem 3.8 for some A € R.
Then for k£ > 0, the lazy Markov chain with infinitesimal generator A, := kA is
(KA)-convex.

Indeed, this follows directly from (16), together with the 2-homogeneity of M (u)
and the 1-homogeneity of K(u), both in the variable & for the underlying infinitesimal
generator A,.

Example 3.11. Let (A™),,<m be a finite family of infinitesimal generators A™ =
Q™ o B™, each of an irreducible Markov chain on [N™], satisfying (6) with sta-
tionary distribution w™ for Q™. Let (K, )m<m be positive weights. Consider the
product chain on [[ [N™] with an infinitesimal generator given for multi-indices

t = (i1,...im) and 3 = (ji1, ... jm) by

Km A if 1, = jx for precisely one k = m,
Ai,j = — Zm K]mA?;;im if Zk = ]k for all k € {17 e m},
0 otherwise.

Note that the product chain corresponding to A is again irreducible. Likewise, we
define

Km QT if 7;, = jj, for precisely one k = m,

tmJm

Qij =18 — > kmQr,;  ifi, =jj forall k € {1,... m},

Imim

0 otherwise.
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Note that the product chain corresponding to () is both irreducible and reversible
with unique stationary distribution w = w! ® ... ® w™.

The following result clarifies how the product chain inherits A-convexity from the
infinitesimal generators (A™),,<m.

Proposition 3.12. Let (A™)<m be a finite family of infinitesimal generators as
in Ezample 3.11, together with corresponding Onsager operators (K™);<m. Assume

for each m € {1,... m}, there exits A\, € R such that A™ satisfies the \,,-convezity
condition

M™(u™) > A\ K™(u™)  Yu™ € Pym (27)
of Theorem 3.8. Then the infinitesimal generator of the product chain is \-convex
for X :=min,, {\,} in the sense of Theorem 3.8.

Proof. We express the the corresponding terms for the product chain by
1 .
M(u) = §DuK(u) (ATu) — ATK(u)

with

1 . 1
D, K(u)(ATu) = 1 Z (81910g(14ijui7 Ajiug)Asj Ar

’ (28)
+ 02010 (Aijus, Ajin)AjiA[j)Ul(@i —e;) ® (e; —€j)
and
ATK(u Z Orog (Asjtis, Ajiug) (A — Arj)er @ (e; — ). (29)
” l

Due to the special structure of the infinitesimal generator of the product chain, we
note that, in order for a term inside the sum of either (28) or (29) not to vanish,
im # jm 18 required for at least one subindex m € {1,... m}. As a result, using the
notation (51-# =1 — 6;;, we may write

- =imjm —imim
D K(u = > CHEIE D DI DI Di=Hi (30)
m,n 74771,7.7m in,ln m  im,Jm  Im

m;&n im #Jm Zrﬁéln 7fvwﬁ‘éjm

with

momdm = = (alelog(Ai i Wi » A] im u]m)Am Azlin(sln7éi"

inydnsln imJm

m m n
+ Oabhog (AT, Ui A]mzmujm)AjmimAlnjn(sln;ﬁjn>uln(eim —¢€5,,) @ (€, — €j,,)
and
A K : : : § : ’Lninln + : : : : : :Him,jnllm (31>
TR G Jm insln m  im,Jm  Im
m?é" imFJm zn;«éln im 7 Jjm
with
. 1
TmJm _ m 3 m . n L n . . — .
Hin,jn,ln — 29]0g(14i7nj7nuzm, Ajnlimu]m)(Alnin51n5£zn Al7ljndln7£]n)eln ® (ezm e]m).
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Due to (63) and (64), the expression _Zm;ml is always non-negative for any 4,, # jn
or any i, = j, # l,. In addition, H“’”m vanishes when ,, = j,,. Therefore, we may
ignore the respective sums with m 7é n in (30) and (31), which yields

’_‘lm]m lmj'm
> Z Z Z lm]mlm lmjmlm : : : : 6Zm®€]m

m  im,Jm  Im m im,jm

ImFJm
> Z >\ Z szjm ® e]m
tmyJm

> H}nn{)\m} Z Z KWM u™)e;,, Qej, = mm{)\m}K( ),

M im,Jm

where we used (27) to pass from the first to the second line. This means that the
infinitesimal generator A of the product chain is A-convex for A := min,,{\,,} in the
sense of Theorem 3.8. u

4. LOWER CONVEXITY BOUNDS IN TERMS OF THE INFINITESIMAL GENERATOR

Lower bounds for the convexity parameter A of Theorem 3.8 in terms of the
infinitesimal generator A are provided by the following technical result.

Proposition 4.1. Assume an infinitesimal generator A is given such that A;; > 0
for all off-diagonal entries 1 # j. Then the convexity parameter A of Theorem 3.8
always belongs to R, satisfying the lower bound

A > —%max{u” Z /‘w} (32)

ng{i.j}

where the constants fi,; and fi;j are given by
fij = max{ Ay, Aj;} — Aij — Aji — min{ Aj;, Ay},

and
fiy i= min{ Ay Api, AjiAni } (B0 Bim')

7.) expressed in terms of the function g as in (72) and constants

iin = maX{Oa (Am' - Aji)Anja (Am' - Aji)Afj.T,La (Anj - Aij)Ani> (Anj - Aij)Am }>

iyn Aji Aij

n’.lin = mln{AUAnu A A"U}

ign

respectively, with §(

(33)
For the proof, we will make use of the following simple observation.
Lemma 4.2. The positive semidefiniteness condition
M (u) > NK(u) Yu € int Py (34)

of Theorem 16.i holds for some constant A € R, provided that for every u € int Py,
the matrices M(u) and K(u) satisfy the elementwise relation

Sym M;;(u) < —AK;;(u) Vi,j € [N]:i#j. (35)

In the the vein of Remark 3.9, one may replace the matriz M(u) in (35) by its
symmetric part Sym M (u).
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Proof. As all off-diagonal elements of K(u) are nonpositive, (35) implies that the
off-diagonal elements of the matrix

N (u) := Sym M (u) — MK (u)

are nonpositive as well. Moreover, we recall that K(u)1 = 0; likewise Sym M (u)1 =
0, due to D,K(u)1l = 0 and K(u)AL = 0. This implies that the diagonal elements
of the matrix N(u) have to satisfy

=3 Nij(u) = [Nij(u)
J#i J#i
in other words, the symmetric matrix N (u) is weakly diagonally dominant,va notion
which is well-known to imply positive semidefiniteness of N(u) = M (u)—A\K(u). O

Proof of Proposition 4.1. In order to apply Lemma 4.2, we have to establish (16) for
some appropriate constant A € R. To this aim, we notice that each element K;;(u)
depends only on u; and w;, whereas Sym M;;(u) may depend on all elements of .
We will make use of this observation by writing Sym M (u) in the form

1 1 —
Sym M;;(u) = §Mij(uz-,uj) + 5 Z M (ui, g, un), (36)
ng{i,j}

which highlights the dependencies of Sym M (u) on the specific elements of u in
detail. .

In order to find suitable matrices M and M", we examine the following expressions
involved in the definition of Sym M (u). We start with

—2Sym(ATK);( Z Ky(u ( (Agi — Ap) (65 — 0j1) + (Arj — Agj) (04 — 51'1))

- § (Kkj(u)(Aki = Aji) + Ki(u) (A — A”))

+; ( () (A — Aji) + Ka(u)(Ay; — Aij))
]
= Kiyj(u)(Asi + Ajy — Ay = Aj) + ) (Knj(u)(Am- — Aji) + Kni(u) (An; — Az’j)>7
ng{i,j}
(37)
where we used that K;;(u) = Kji(u).
In a similar spirit, we write

DK (u)(ATu) = —0brog (Aijui, Ajintg) Asj (AT w)i — obhog (Aijui, Ajiug) Aji(ATw),
= —01bhog (Aijui, Ajiug) Aij (Aiiui + Ajinj) — Oabhog(Aijui, Ajiug) Aji(Aiju; + Ajjuy)

- Z (81‘910g(Az'jui7Ajz'uj)AijAniun +aQQIOg(AijuiaAjiuj)AjiAnjun)

ng{i.j}
(38)
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Now we collect all terms in (37) and (38), which only depend on u’ and «’ into
M ,;, whereas the terms which depend on u™ as well are collected in M

Mij(ui, ug) = Kij(u)(Ai + Ajy — Aij — Aji)
—O1bhog (Ajui, Ajiug) Aij(Aiiw; + Ajitg) — Oabhog (Asjui, Ajiug) Aji(Aiju; + Ajjuy),
M (s, uj, ) = Kj(u) (Ang — Aji) + Kni(u)(Anj — Ayj)
_alelog(Aijuiv Ajiuj)AijAmUn - 82910g(Aijui7 Ajiuj)AjiAnjun-
We control the the terms involving derivatives in M;; by means of (65) and (66)
in the forms of
_alelog(Aijui; Ajiuj)Aijui - 3291og(14iju¢, Ajiuj)Ajin = —elog(Aiqu Ajiuj)
and
_alglog(Aijuia Ajiuj)Ajin - 32910[;(141']‘%, Ajiuj)AijUi < _elog(Aijuia Ajiuj)
respectively. Hence, we may estimate Mij as
M@‘(Ui, Uj) S f(ij (U) (A” + A]‘j — Aij — Aji — Hlln{14“7 A]j} — min{Aij, Aji}) (39)
= F(” (U) (max{Aii, A]]} — Az] — Aji — min{Aij, Aﬂ})

For an estimate of M”

7+, we first note that monotonicity of (a, b) = fiog(a, b) implies

. A,
Kpj(u) < maX{Anj, f}elog(um Ajiug)
]'L

Kpi(u) < max{Am, T}elog(unp Ajjug).
ij

With those two inequalities at hand, we appeal to (71) to arrive at

(wiyuy, up) < min{A;;An;, AjiAnj} Z(Kn](u) + f(m(u))
—min{A;;An;, AjiAn;} (alelog(Aijui, Ajiug) + Oobhog (Aijus, Ajiuj))un
< min{A;;Ani, AjiAn; }o( Z)f(”(u),

Mn

tj

where we used a constant 57, as given in (33). U

In the following, we consider an additive perturbation of the infinitesimal gener-
ator as described in Example 4.7 of [Miel3].

Example 4.3. For a fixed probability measure w € Py and k > 0, we define
Q=r(1l®w-1d).

It is immediate to check that @) is the infinitesimal generator of a reversible and
irreducible Markov chain with unique steady state w. Consider a perturbation
matrix B € RY*Y such that B1 = 0 and sup, |By;| < e. Provided that ¢ > 0
is chosen small enough, A = @) + B is again the infinitesimal generator of some
irreducible Markov chain.

In order to apply Proposition 4.1, we note that

fi; = —k — 28 min{w;, w; } + O(e),
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whereas all iif; belong to O(e) as € N\, 0. Therefore, the convexity parameter A for
the perturbed infinitesimal generator A is bounded by

A> g + wminfw} + O().

5. THE COMPLETE GEODESIC SPACE (Py, W)

According to Corollary 3.5, we may define a Riemannian metric G(u) at every
point u € int Py by inverting the Onsager operator K(u) on the tangent space (iden-
tified with) span{1}+. However, even in the case of a reversible Markov generator A,
this construction fails on the boundary 0Py := Py \ int Py as the Onsager operator
K may not be regular anymore.

Nevertheless, the following result shows the Riemannian distance function W
defined by (10) defines a metric on Py

Theorem 5.1. Py together with the distance function W as defined in (10) forms a
complete geodesic space, whose topology agrees with the standard Euclidean topology
on Py.

For the proof of this result we require two lemmas.

Lemma 5.2 (characterisation of W). The distance function W as defined in (10)
s given by the convex minimisation problem

(u,v) mf/ Z /K” “d, (40)

A;%0

where the infimum is taken over the convex set of all pairs (g°, V*')ep,1) of continuous
curves g : [0,1] — RN and locally integrable V : [0,1] — RY*N such that

d
%gt = Vi(ei—e)) (ce”)
i

in the sense of distributions.

Remark 5.3. We note that the integrand of the functional

(9.V) > Alg,V /Z 2/ Ky(g') dt (41)

AU>O

is a lower semicontinuous and convex function. Indeed, this follows from a repre-
sentation of the integrand as a composition of the mapping (z,y) + x?/y, which
is convex on the open half-plane R x R*, and the logarithmic mean 6,, which is
concave on R} x RY. Semicontinuity of the integrand in both arguments follows
along the same lines.

As a consequence, A is semicontinuous convex as well.

Proof of Lemma 5.2. In order to show (40), we first note that the inequality W?(u, v) >
(RHS) follows from writing

Vi = (¢ = G Ey(g"),

which shows that the minimisation problem in (40) corresponds to the one in (10)
over a larger set of admissible pairs of curves.
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The converse inequality W?(u,v) < (RHS) will be subsequently shown by a
standard mollification argument. To this aim, we consider a non-negative mollifier
ne on the real line with suppn. C [—¢,¢] and ||n]|; = 1 for € > 0 and set

(9°,0) if t € [—¢,¢),
(gt’ Vt) = ( (t—e)/(1— 25 1 V(t e)/(1— 25)) ifte [6, 1 — 6),
(g',0) ifte[l—e1+¢)

for an admissible pair (g°,V*)ie,1. Apparently, the pair (g, V') is admissible as
well.

Denoting by * the convolution with respect to time ¢ and extending the underlying
curves with zero outside of their domain [0, 1], we note that the mollified pair (g *
e, Vx1.) is admissible as well. Hence, Jensen’s inequality with respect to the convex
integrand, followed by Young’s inequality for convolutions, implies

1 1
| s/ Ry@en®)ar < [ ((70/K@) + (o) e
0 0
e t 1 ! t\2 /10 t
< [T R e = = [ i
In order for the right-hand side of (40) to be finite, V} needs to vanish for a.e.
times ¢ € [0, 1] whenever K;;(g*) = 0. This means that the smooth function Vj; % 7.

may vanish only when K;(g+*7.) vanishes. Hence, there exists a measurable function
¥ 1 [0,1] = R¥*Y such that

‘71‘]' * ns(t) = ¢£Kz](§ * 77€<t))
for all times ¢ € [0, 1].

Thus, it is enough to consider an admissible pair (g * 7., (.) for the continuity
equation (C€) by means of

S+ 10)ex = ) = 55 e6) = K(G e ()G

Since
(CHR(G* ne(1))¢E < > (Vi #me(8))?/ Kig(§ % me(1)),
Af}j>o
we conclude

/0<< )TK(Q*m()Cdt</ S (Vi w00 oy 5 (1)

A,]>0

1—25/ Z ) Ky dt

AU>0

for arbitrarily small € > 0. (]

Lemma 5.4. A lower bound for the W-distance is provided by the standard Eu-
clidean distance | - |9 viz.

lu — vy < ||K(11)||W(u,v) Yu,v € Py, (42)
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where |K(1)|| denotes the operator norm of K at 1 = (1,...1) with respect to | - |
on RV,

Proof. Tt suffices to consider the case when W (u,v) remains finite. Then, for every
e we may find a pair of curves (g*, (*)iejo,1) connecting u to v, admissible according
to the definition of the W-distance, such that

/0 (CHTK (g dt < W (u,v) +¢. (43)

Now (c€) and the Caugzhy—Schwarz inequality applied to the positive-semidefinite
bilinearform (¢, ¢) — ¢TK( imply for an arbitrary z € RV that

ii_ile.szlTVTrd
Zz(u v;) /Ozg r /Oz K(g")¢" dr (44a)

. 1/2 1 . 1/2
< ([ #Rzar) ([ @) (441)
0 0
The first factor in the second line may be estimated by
2TK(g")? < 2"TR(1)z < 23R (D),

whereas the second factor is bounded by (43). Since € > 0 is arbitrary, we arrive at

ZZ(U — ;) < [z2y/ KD [W(w, v).

Setting z = u — v in this inequality, we conclude. O

Proof of Theorem 5.1. We show that (Py,)V) is a metric space. In order to
check that the distance function W remains finite on all of Py, it is enough to find
an inward-pointing curve segment (g, V*);e0,1 for every initial point ¢° = u € Py
such that (41) remains bounded along this segment. With no loss of generality, we
will assume that u vanishes precisely at the first k coordinates. Hence, we may
consider the curve

t?/N if1<i<k
g =<1/N ifk<i<N. (45)
(k+1—Fkt*)/N ifi=N

Note that, according to (C€*), all corresponding Vs belong to O(t) as t \, 0. Thus,
the estimate

NKij(g") > Ohog(Aijt?®, Ajit?) = t20105(Aij, Aji) Vi, j € [N],

implies that (Viz-)Z/f(,»j(gt) remains bounded as ¢ \ 0. As a result, A(g, V), defined
in (41), is finite as well.

The triangle inequality follows from the fact that the reparametrised curve of
two geodesics, linked together at one common endpoint, is still admissible for the
minimisation problem in (10).

Finally, the lower bound in terms of the ¢P-distance provided in Lemma 5.4 shows
that W(u, v) vanishes, precisely, when u = v.

We show that the topology induced by VW agrees with the Euclidean
subspace topology on Py. Clearly, the topology induced by W, restricted to
the interior of Py, agrees with the standard Euclidean topology on int Py, due
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to standard results of Riemannian geometry. Hence, it remains to show that a
sequence (u"),en in Py is converging to a limit point u on the boundary of Py
with respect to the Euclidean subspace topology, precisely, when W(u", u) — 0 as
n — oo.

The claim that convergence in Euclidean topology follows from W-convergence
is a direct consequence of Lemma 5.4. For the converse implication, it poses
no restriction to assume that (u"),eny belongs to the interior of Py. Following a
construction similar to (45), we may construct an inward-pointing curve (§")ieqo1)
with initial point go = u, reparametrised to constant-speed in such a way that
W2(u, g') < tA(g,V) < oo. In particular, for every € > 0 exists a time ¢y such that
W(u, g") < /2. In addition, the aforestated equivalence of the Euclidean and the
W-induced topology in the interior of Py implies the existence of ny € N such that
W(u", g') < e/2 for all n > ng. Therefore, we conclude

W(u", u) < Wu", g"°) + W(u,g'°) <e  Yn > ny.

We show that the metric space (Py, W) is complete. By the considerations
above, this follows directly from the compactness of P with respect to the Euclidean
subspace topology.

We show that (Py,W) is a geodesic space, i.e. that for any two points
u,v € Py the infimum in the right-hand side of (40) is attained by a geodesic
pair (g', V"), joining u to v. To this aim, we appeal to the direct method in the
calculus of variations:

Let (gn, Vi)nen be a sequence of admissible pairs as considered in Lemma 5.2,
minimising the functional A in (41). Since A only takes nonnegative values, we may
assume that A(g,, V;,) is uniformly bounded for all n € N.

Extraction of a weakly-* converging subsequence. In order to obtain a subsequence
of (V)nen, weakly-* converging in the dual of C[0, 1], we invoke the Banach-Alaoglu
theorem. To this end, we show that the sequence of signed Borel measures corre-
sponding to the densities (V},);; is uniformly bounded in the total variation norm by
means of the estimate

(fiala) <2 [(0pra (162)

1
< CBmaxAg) [ Y (V3R di (460)
%] 0 i
Ai;7>0
< LY(B) max{A;} sup A(gn, Vi) (46c)
LJ N

for all Borel subsets B C [0, 1], where we used the monotonicity of the logarithmic
mean in the form of the upper bound Kj;(g!) < max; ;{A;;}. As a result of this
uniform total variational bound, we may extract a subsequence ((V}, )ij)ken, con-
verging weakly-* to a signed measure on [0,1]. Moreover, (46a) implies that this
measure is absolutely continuous with respect to the Lebesgue measure on [0, 1],
thus represented by a density which will be denoted by V;;.
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For (g,)nen We can even extract a subsequence, converging pointswise to a limit
function. Indeed, in integrated form, (C€*) reads as

t
g — g = / S WV ile—e)dr Ve [0,1] (47)
1,5

Observing that the right-hand side of this equation converges as k — oo (see Propo-
sition 5.1.10 in [AGSO08]) and the initial point g} is the same for all k& € N, we
obtain a pointwise limit curve (g*)ie01). In addition, the dominated convergence
theorem yields that (gn, )ren converges weakly-* to g as k — oo.

Now we may use the weak-* convergence of both ((V;,, )ij)ken and (gn, )ren to infer
that the limit pair (g, V') satisfies (C€*) in the sense of distributions as well. Passing
to the limit in (47) as k — 0o, we obtain the continuity of the limit curve (¢")icjo,1-
Hence, the pair (g, V') is admissible for the minimisation problem in Lemma 5.2.

Lower semicontinuity of the action functional A. We recall that the integrand
(41) is jointly convex and lowersemicontinuous as stated in Remark 5.3. By means
of Theorem 5.19 in [FLO07], this implies that the integral functional A is jointly
(sequently) lower semicontinuous with respect to weak-* convergence in the sense of
measures. As a result, we may pass to the limit

W2 (u,v) = hmlan(gn, w) > Alg, V), (48)

which means that the pair (¢°, V?*);ep,1 corresponds to a length minimising geodesic
joinng u to v. U

6. BOUNDS FOR W IN TERMS OF WASSERSTEIN DISTANCES

In order to consider a Wasserstein distance on Py, we need to endow [N]with
some metric. Suitable candidates are:
(i) the graph metric on the graph induced by the infinitesimal generator A, i.e.
the vertex set [IV] together with edges {(4, j) : A;; > 0};
(ii) W restricted to Dirac measures, i.e. W(d;, d;) for the distance between vertices
i and j in [N].
Notation. The LP-Wasserstein distance with respect to the former metric will be
denoted by W™, whereas the LP-Wasserstein distance with respect to the latter
will be denoted by W;/V .

Proposition 6.1. W is bounded by Wasserstein distances in terms of

(max{\/ |Aul})” TWER (1, v) < W(u,v) < WY (u, v) Vu,v € Py.  (49)

Proof. We show the lower bound in terms of W;“-distance. In contrast
to the second part of the proof, we will make use of the dual characterisation of
the L'-Wasserstein distance via the Kantorovich-Rubinstein theorem (cf. e.g. Theo-
rem 8.10.45 in vol. 2 of [Bog07]):

W (u,v) = sup{z zi(u; — vi)}, (50)
where the supremum is taken over all z € RY with Lipschitz constant C, < 1 with
respect to the graph metric induced by the infinitesimal generator A.
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Appealing to Theorem 5.1, for every pair of points u,v € Py, we may find a
constant-speed geodesic pair (¢, (*)iep,1] joining u to v, minimising (10). Then, for
z € R a computation in the vein of (44) shows

1/2

1
Zzl(ul —v;) < (/ 2TK(g")z dr) W(u,v). (51)
In order to estimate the first factor on the right-hand side of this inequality, we use
the fact that the graph metric between i # j equals to 1 whenever A;; > 0; therefore,

. 1 .
2 K(g")zdr = 5 Z(zz — 22 K;(g") < 02 Z Ki;(g
" 275]
To estimate the sum on the right-hand side of this equation, we shall make use of
an upper bound of the logarithmic mean in terms of the arithmetic mean as stated
n (61). Thus,

Z Kij(gr) < % Z Ajju; + Ajiu; = Z Ajju; < max{z Am} = max{|A“|}

i i i
1#] 175]

Taking those estimates for (51) into account, we arrive at

Z zi(u; —v;) < G max{+/| 4| }W(u,v).
Appealing to the Kantorovich-Rubinstein theorem (50), we conclude the first part
of the proof.

We show the upper bound in terms of 1W)V-distance. For every pair of
Dirac measures d;,9; € Py, Theorem 5.1 allows us to find a constant-speed geodesic
pair (¢"7, Vi7J) joining u to v, minimising (40). Consider an optimal plan ¢ €
Pnxn between probability measures v and v in Py. Now the crucial observation is
constituted by the fact that convex combinations of (¢°77, Vi77), weighted according

to ¢ in form of
9= Z QZ'ngj and V= Z %‘ijj
i i

still satisfy (¢€*); thus the pair (g, V') is admissible for the minimisation problem in
(40) and, invoking convexity of the functional A as noted in Remark 5.3, we infer

W(u,v)? < A(g, V) < qu (g7, Vi) = qiWP(0:,65) = W2V (u,v)°.

i,J

7. FUNCTIONAL INEQUALITIES

The first goal of this chapter is to prove a variant of the HWI-inequality which
has been established in [EM12] for reversible Markov chains. The crucial difference
between the argument in [EM12] and the one presented below consists of the fact that
we use the first variational formula of Riemannian geometry to estimate gW(ut, v)
instead of a Benamou-Brenier-like argument.
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The réle of the discrete Fisher information in the following inequality will be
taken over by |Y|g with a vectorfield Y on Py which, in addition to the logarithmic
entropy, also takes the functional V; into account:

Y (u) := gradg Ent(u) + K(u)[L] (52)

This definition is motivated by the fact that the vectorfield Y describes the evolution
of the Markov chain with an infinitesimal generator A as stated in (14).

Lemma 7.1. Let (u!);>o be a solution of the Kolmogorov forward equation i = AT .
Denote by g. the constant-speed geodesic starting from u' in direction of eut, i.e.
gL := expy(reut). Then we have the relation

d 1
pr Ent(u’) + ll_rg% gvl(gg) = —|Y|%(u") vVt > 0. (53)
Proof. The left-hand side of (53) takes the form

1 e T
& Bnt(u) + lim TVi(ge) = (i) TV Ent(u') + Iy (e@%) ®mdr
By means of Markov chain theory, we can assume that ¢" takes values in the interior
of Py for all t € (0,1). Passing to the limit in the integral term on the right-hand
side of the equation above, we see that both K(g7) — K(u') and G(g’) — G(u')
as ¢ — 0. In addition, we have g’/e — 4, due to the particular definition of the
geodesic g.. Therefore, appealing to the variational equation (14), we arrive at

d 1
o Ent(u) + lim gvl(gs)

— (i) (G(u') gradg Ent(u') + G(u )R (') [L]) = ~|V2().
0

Proposition 7.2. Let A = Q o B be an infinitesimal generator with stationary
distribution w for Q and A € R a convexity parameter as defined in Theorem 3.8.
Then we have the following discrete HWI-inequality:

A
Ent(u) + Vi(¢"7") < W(u, w)|Y|g(u) — §W2(u,w) Vu € int Py.  (HWIY)

Proof. Let (u');>o be the solution of the Kolmogorov forward equation ! = ATu
with initial condition u = u. As a result, choosing v = w in (EVI, ») at time ¢ = 0,
we obtain the inequality

Ent(u) + Vi(g") < — L]
g —  2dth=o

Now the first variational formula of Riemannian geometry, followed by an applica-
tion of the Cauchy-Schwarz inequality, implies the estimate
1dt,

2 W2 (0t — (50 it < 150 -t
thW (U 7w) <g y U >G = ’g |G‘u ‘Ga (5

where (g"),ej0,1] denotes a constant-speed geodesic joining u’ to w. As exp,, (°) =
gt = w, we have |¢°|c = W(u!,w). Hence, (54), together with (55) at time ¢ = 0,
implies (HWI,). O

W (u!, w) — /Q\WQ(u, w). (54)

ot

)
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Corollary 7.3. Let A = Qo B be an infinitesimal generator with stationary distribu-
tion w for Q and A > 0 be a positive convexity parameter as defined in Theorem 3.8.
Then we have the following discrete modified logarithmic Sobolev inequality:

1
Ent(u) + Vi(g"7") < ﬁ|Y|é(u) Yu € int Py. (MLSI,)
Proof. We estimate the product term W(u,w)|Y |g(u) in (HWI,) via Young’s in-
equality ab < a?/2 + b%/2 with a = VAW(u, w) and b = |Y|g(u)/V\ as

A 1
W, w)]Y |6 (u) < SW(u, w) + oY ]g (u).
As a result, this estimate, together with (HWTI,), implies (MLSI,) as desired. O

For the following result, we consider a stationary distribution 7 for the non-
reversible generator A has, not necessarily agreeing with w for the reversible gener-
ator . As already pointed out in Section 2, imposing a decomposition of form (1)
forces both stationary distributions of A and B to coincide.

As usual, the entropy functional Ent is defined relative to w.

Proposition 7.4. Let A be an irreducible infinitesimal generator with stationary
distribution . Provided that (EVI, ) holds for some convexity parameter X € R,
we have the following discrete modified Talagrand inequality:

;\WQ(U, 7) < Ent(v) — Ent(7r) + Vi(¢" ") Vv € Bipj(m), (TY)

where Binj(m) C Py denotes a geodesic ball of injectivity radius centred at .
In particular, whenever m = w, the W-distance is bounded via

;WQ(U, w) < Ent(v) + Vi(g“™") Vv € Biyj(w). (56)

A proof following the approach of Otto and Villani in [OV00] for the statement
above is impeded by the fact that the functional Vi may also take negative values.
Instead, we will take a more direct approach, choosing (EVI, ) as starting point.

Proof of Proposition 7.J. The central idea is to infer (T}") by passing to the limit in
(EVI) ) as t — oo. To this aim, we need to show that lim, . Ent uf + V(g% ") =
Ent(7) + V1(¢™ ") and the upper-right Dini derivative of W?(u!,v) vanishes in the
limit. Indeed, the former claim follows directly from continuity of the entropy func-
tional Ent with respect to Euclidean topology and the equivalence of both topologies
as shown in Theorem 5.1.

In the same spirit, noting that the geodesic g
Bini(7), we infer that lim; ., Vi (g ") = Vi(g™").

For the latter claim we invoke the first variational formula of Riemannian geom-
etry in the form of

*7Y depends smoothly on v,z €

LW ) = (i) 57)
2dt GEI= T Ye

where (¢")rcp1) denotes a constant speed-geodesic joining v’ to v. Note that '
converges to m with respect to W as well. Hence, |¢°|c = W(v, u!) remains bounded
as t — oo0. Moreover, this implies that there exist 7" > 0 and a geodesic ball
Bw(m) C int Py such that (u');>r stays inside Byy(m). In particular, the metric
tensor G remains bounded along u' for all times t > T
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In addition, passing to the limit in the Kolmogorov forward equation (13) shows
that @' vanishes with respect to the Euclidean topology as t — oco. Thus, we may
estimate (57) via Cauchy-Schwarz inequality as

1|d,

— | =W?*(v,u!
2 |dt ( )
which clearly vanishes in the limit as ¢ — oo.

Finally, (56) follows from the fact that the entropy functional Ent vanishes at
w. ]

< 19lelile < W(o,u)[|G(u)]| - [i'], (58)

Proposition 7.5. Let A = @ o B be an infinitesimal generator with stationary
distribution w for both A and Q). Assume there is a positive A > 0 such that (MLSI))
holds for all u inside a neighbourhood of w. Then we have the following discrete
Poincaré inequality:

byl o 9 1 N
3;% 3;14”%(% w)(@ G) < {lA Plew Ve eRT oLl (Py)
where ¢ = G(w)p and the terms on the left-hand side satisfy the bound
2
pi 1 Ci  Pj
R I o (FE_Fi N
B %:Auwl(wi 26 =G, (59)

J

with equality achieved in (59) when the infinitesimal generator A is reversible.
In particular, (P)) together with (59) implies the weaker inequality

2
¥i 1
E s < X|AT<)0‘2G(U)) Vo e RY 1 p L1 (P;)

Either of the inequalities above holds when A satisfies one of the conditions for A-
convexity stated in Theorem 3.8.

Proof. We follow a standard linearisation procedure of (MLSI,). To this aim, con-
sider u® := exp,,(ep) € int P, for any ¢ L1 and sufficiently small ¢ > 0. We have to
show:

N1 1 e 12 - 1 ()012
() iy & Bui(u) = DB w5, ) = 2 3 2,

() tim LVi(e“ ") = CDR@)Ze = L3P LS 4 (- ) (-
6*}06219 v 3w1 6 Zjlwi i ! 70

U | .
(iif) Ej% ?\Y\é(u )= \AT<P’¢2;(w)-

The first equality in (i) follows from the fact that Ent(w) = 0 as well as D Ent(w)¢
> ¢ = 0. Now the second equality boils down to a direct computation of D? Ent(w)(

Regarding (ii), we first note that reversibility of () implies

R(w)[L] = 0 At

2 ; log(Qi; Bijwi) — log(Qji Bjiw;)
Bij#Bj;

(log Bij — log Bj;)(e; — € )

1
D (Ayw; — Ajw;)(ei — ej) = 5 D (Ayjw; — Ajw;)(e; — e5) = 0.

1]

DO | —

2]
Bi;j#Bji

©, ).



A VARIATIONAL STRUCTURE FOR NON-REVERSIBLE MARKOV CHAINS 137

Hence, using that both u +— K(u) and the exponential map are smooth in a neigh-
bourhood of w, we have

hm K( v L] e = lincl) K(exp,, (re@))[L]/e = rDK(w)[L]¢p.
E—>
A direct computation shows
. 1
DK(w)[Lly = 3 > (Aijpi — Ajips — (Qijeps — Qii)0rog(Big, Bji)) (e — €5)
11172]3]1
- A Pi _ PiYie _e.
ZAU l( " wj)(ez €5) Q;Ku(w)<wi wj)(el &),

where we used (7()), the reversibility of () and the identity Q;;w;00s(Bij, Bji) =
Kij(w); in particular, we have

(T DK(w ZAU = )G =6 Zi’z

Now the remaining first equality in (ii) follows from a change of orientation in form
of Vi(g¥ %) = —V1(g¥™"") as legitimised by (11), together with an application of
the dominated convergence theorem, viz.

lim 5 Vi(" ") = — limy (Glgr=")gr=" /) " R(gr=)[L] e dr

e—0 52 e—0 0

2 .
= / 2" DK (w)[L]e dr = ! (&Z - éiZinjwz<z: ﬁ)(Q =)

0 3~ w; W

For the proof of (59), we note that the right-hand of this inequality may be written
as

fZA” w0 = 26— 6) = (6.50)

J
for a density given by ¢; := ¢;/w; and a symmetric matrix given by
1 Ajjw; + Ajw;
S =: 5 Z %(61 - 6]') &® <€Z' - 6]').
0,3

Note that by comparison of the logarithmic and the arithmetic mean as in (61),
we have that K(w) < S in the sense of positive semidefinite matrices. By sym-
metry of all involved matrices, this also means that we have K(w)G(w) diag(w) <
SG(w) diag(w); in particular,

¢'K(w)G(w) diag(w)¢ < ¢ SG(w) diag(w)s,

which translates into inequality (59) as to be shown.
In order to check the equality in (iii), we compute

Y (uf) = K(u®) D Ent (uf) + K(u®)[L]

5 UE-
Z Kij(u (log — —log UTJ + log B;; — log Bﬂ> (e; —e;) = —ATu.
Wi j
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Since w as a stationary distribution for A satisfies ATw = 0, we may use the identity
n (15) to obtain
: 1 € T
llgtl) EY(U )=—A"p.
Finally, Corollary 7.3 shows that (P,) is already implied by any of the A-convexity
conditions in Theorem 3.8. O

Proposition 7.6. Let A = Q o B be an infinitesimal generator with stationary
distribution w for both A and Q. If there is a positive X\ > 0 such that (T}Y)
holds for all u inside a neighbourhood of w, then also the following discrete Poincaré
inequality:

1 -
D dwi < o' Kw)p Vo eRY:olw. (P3)
The inequality above holds when A satisfies one of the conditions for \-convezity
stated in Theorem 3.8.

Proof. Denote by ¢ the density corresponding to ¢, i.e. ¢; := ¢;/w; for some ¢ L1.
Let u® := exp,(e¢) € int P, for € > 0, sufficiently small such that u® belongs to a
ball of injectivity radius centred at w.

We write .
Zd%Qwi = Z%¢z’ = Z%‘ui ;wi +x°

with an error term x° € O(e?). Following the notation of Lemma 5.2, consider a
geodesic pair (g*, V*)ep0,1] joining u® to w. Using (C€*), we may write the difference
quotient in the equation above as

St =1y [airar= iz/olv;f(w ~ o) dr
T [x) (5 [emermine)”
= iW(UE»w) <§:(% - %’)2/0 Kij(gr)d?“)m,

where we used Holder’s inequality for the estimate in the second line and the fact
that (g°, V?')ep,1) is length-minimising in the last line. In total, taking into account
(TYY), we arrive at the estimate

Z¢ wi < ( Ent(u®) + Vl(gwﬂe)>1/2 (zZ(% - %)Q/Olf(ij(gr) dT) " +X°
J 60)
)

We already know from (i) and (ii) in the proof of Proposition 7.5 as well as (59
that

lim — ! > ((Ent(u®) + Vi(g“ ™))

e—0 5

= ZZCszwz - éZAijwi(Cbi — ;)G —¢) < 5 Z¢ w;,
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where ( = G(w)g. Hence, it remains to show

1

lim | Ki;(g"(e)) dr = Kyj(w) Vi, j € [N],

€ 0
in order to conclude. Indeed, this claim follows readily from Lemma 5.4 which — by
equivalence of norms in RY — implies the bound

Z lgF —w;| < CW(g",w) < CW(uf,w)  Vrel0,1]

for some constant C' > 0. This estimate yields g" — w uniformly in r € [0, 1] as
¢ — 0, which in turn implies the claim.

Finally, Proposition 7.4 shows that (Pj) is already implied by any of the A-
convexity conditions in Theorem 3.8. U
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8. APPENDIX: PROPERTIES OF THE LOGARITHMIC MEAN

In this appendix we collect some properties of the logarithmic mean, used through-
out the text. Most of the proofs may be found in Appendix A of [Miel3]; except for
the proofs of (67) and (71) to be found in [Miel3] (see Proposition 4.5) and [EM12]
(see Lemma 2.2), respectively.

Definition 8.1. The logarithmic mean 6y, : Rf x Ry — R{ is defined by

1
bhog (@, b) ::/ a" b " dr.
0

Facts 8.2. The logarithmic mean 6y, satisfies the following properties:
(i) Representation formula:
Bog(a,b) = —2=0 e b>0:a4b
loga — logb
(ii) Bounds by geometric and arithmetic means:

2ab a-+b

3 < Vab < fiogla,b) < ——. (61)
(iii) 1-homogeneity:
Orog (@, ab) = abog(a, b) Va > 0. (62)
(iv) Non-vanishing behaviour in the interior:
Oog(a,b) >0 and 016g(a,b) >0  Va,b> 0. (63)
(v) Vanishing behaviour on the boundary:
biog(@,0) = O105(0,a) =0 and  016e(a,0) =0 VYa > 0. (64)

(vi) Identities and bounds for the derivatives of 6).,:

aalelog(aa b) + b6291og(av b) = elog(aa b)» (65)
balelog(av b) + CL@QQ]Og(CL, b) > Hlog((l, b)v (66)
Salglog(a> b) + t82010g(a7 b) Z Hlog(87 t)? (67>
Oiog(a, D)
8lelog(a; b) + 820105;(@7 b) = gil) 2 1; (68)
a
a/aQGIOg(a7 b) = 1?33{ {Glog(r; (I) - Talelog(aa b)} ) (69)
o 1-— glog(a) b)/a
hfs(a, ) = (70)

(vii) For all 8 > 0, we have the estimate
B(@log(r, a) + Oog(a, b)) — s(@lﬁlog(r, b) + Oa2bog (7, b)) < §(B)biog(r,b) Vr,a,b>0,
(71)

where

4B0(1/(4B)) if 1/2 < B, (72)

with a decreasing convex function ¢(t) := max,~o{fog(1,7) — rt}.

- {25 if0<B<1/2,
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