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Abstract

In the first part of this thesis we consider large random matrices with arbitrary
expectation and a general slowly decaying correlation among its entries. We prove
universality of the local eigenvalue statistics and optimal local laws for the resolvent in
the bulk and edge regime. The main novel tool is a systematic diagrammatic control of
a multivariate cumulant expansion.

In the second part we consider Wigner-type matrices and show that at any cusp
singularity of the limiting eigenvalue distribution the local eigenvalue statistics are uni-
versal and form a Pearcey process. Since the density of states typically exhibits only
square root or cubic root cusp singularities, our work complements previous results on
the bulk and edge universality and it thus completes the resolution of the Wigner-
Dyson-Mehta universality conjecture for the last remaining universality type. Our
analysis holds not only for exact cusps, but approximate cusps as well, where an ex-
tended Pearcey process emerges. As a main technical ingredient we prove an optimal
local law at the cusp, and extend the fast relaxation to equilibrium of the Dyson Brow-
nian motion to the cusp regime.

In the third and final part we explore the entrywise linear statistics of Wigner ma-
trices and identify the fluctuations for a large class of test functions with little regularity.
This enables us to study the rectangular Young diagram obtained from the interlacing
eigenvalues of the random matrix and its minor, and we find that, despite having the
same limit, the fluctuations differ from those of the algebraic Young tableaux equipped
with the Plancharel measure.






Acknowledgment

First of all, I would like to express my sincere gratitude to my advisor Laszl6 Erdés.
I cannot imagine a more encouraging and productive research environment than the
one under LészI§’s supervision at IST Austria. I am thankful for his patience, his
tireless support and his breadth of knowledge.

I would like to thank the members of my thesis committee, Gerald Teschl and Jan
Maas, for their support and encouragement throughout the last four years of my PhD
studies.

I also would like to express my gratitude to my colleagues for creating such a sup-
portive and stimulating research environment at IST Austria. In particular, I would
like to thank my fellow PhD students Johannes Alt and Giorgio Cipolloni and former
group member Torben Kriiger for the productive discussions and fruitful collabora-
tions.

I gratefully acknowledge the financial support from the IST Austria Excellence
Scholarship and my advisor’s ERC Advanced Grant No. 338804.

Last but not least, I would like to thank my friends and family, in particular my
parents Gabriele Walker-Schréder and Joachim Schréder, and Viola Vetter. I am im-
mensely grateful for their support in my studies, and my life, in general.






About the Author

After studying at ETH Zurich, LMU Munich and the University of Cambridge,
Dominik Schroder received his B.S. in Mathematics in 2013, his M.S. in Theoretical
in Mathematical Physics in 2014, and his M.A.St. degree in Mathematics in 2015. In
September 2015, he then joined IST Austria for his PhD studies in the research group
of Liszl6 Erdés. His research interests lie in probability theory, with a focus on the
analysis of universal properties of random matrices.






Included Publications

DSi1, Erdss and D. Schréder, Fluctuations of rectangular Young diagrams of interlacing Wigner eigen-
values, Int. Math. Res. Not. IMRN; 32553298 (2016), MR38085203.

DS:1, Erdésand D. Schroder, Fluctuations of functions of Wigner matrices, Electron. Commun. Probab.
21, Paper no. 86, 15 (2016), MR3680514.

DS31, Erdss, T. Kriger, and D. Schréder, Random matrices with slow correlation decay, to appear in
Forum Math. Sigma (2017), arXiv:1785.10661.

DS4] Alt, L. Erdés, T. Kruger, and D. Schréder, Correlated random matrices: Band rigidity and edge
universality, preprint (2018), arXiv: 1804.87744.

D551, Erdss, T. Kriiger, and D. Schroder, Cusp universality for random matrices I: Local law and the
complex Hermitian case, preprint (2018), arXiv:1869.03971.

DSeG, Cipolloni, L. Erdés, T. Kriiger, and D. Schréder, Cusp universality for random matrices II: The
real symmetric case. preprint (2018), arXiv:1811.84855.

xi


https://doi.org/10.1093/imrn/rnw330
http://www.ams.org/mathscinet-getitem?mr=3805203
https://doi.org/10.1214/16-ECP38
https://doi.org/10.1214/16-ECP38
http://www.ams.org/mathscinet-getitem?mr=3600514
https://arxiv.org/abs/1705.10661
https://arxiv.org/abs/1804.07744
https://arxiv.org/abs/1809.03971
https://arxiv.org/abs/1811.04055




Contents

Included Publications

List of Figures

1 Introduction
.1 Hermitian random matrix models of increasing generality . . . . . . . ..
2 Globalscale . . . . .. .. ..
.3  Mesoscopicscale . . ... Lo Lo
L4 Microscopicscale . . . ... Lo
1.5 Random matrix models beyond the scope of this thesis . . . . ... ...
.6 Overviewofresults . . .. . ... .. ... ... ...

Random Matrices with Slow Correlation Decay

2.1
2.2
2.3
2.4
2.5
2.6
2.A
2.B
2.C
2.D

Introduction . . . . .. ... L
Mainresults . . . . .. ...
General multivariate cumulant expansion . . . . . . ... ... ... ...
Bound on the error matrix D through a multivariate cumulant expansion .
Proof of the stability of the MDE and proof of the local law . . . . . . . .
Delocalization, rigidity and universality . . . . . . ... . ... ... ...
Cumulants . . . . ... .. L
Precumulants and Wick polynomials . . . . .. ... ... ... .....
Modifications for complex Hermitian W . . . . . ... .. ... ... ..
Proofs of auxiliary results . . . . . .. ... ... L. Lo L.

Correlated Random Matrices: Band Rigidity and Edge Universality

3.1
3.2
33
34
35
3.6
3.A

Introduction . . . . .. ...
Mainresults . . . ... ...
Proofof thelocallaw . . . . . .. ... ... ... .. ... . .....
Analysis of the Matrix Dyson equation . . . . . ... ... ... .....
Bandrigidity . . .. ... ... ..o o oo
Proof of Universality . . .. .. ... ... .. ..............

Auxiliaryresults . . . . . . ... Lo

Cusp Universality for Random Matrices I

4.1
4.2
4.3

Introduction . . . . . . . .
Mainresults . . . . . . . e

Local Law . . . . . . . o e

O I N+

7

19
19
22
31
40
69
79
81
83
84
86



4.4 Cusp fluctuation averaging and proof of Theorem 4.3.7 . . . . . . . .. .. 154

45 Cuspuniversality . . . ... ... .. ... ... L L 179
4A Technicallemmata . . .. ... ... ... ... ... ... ... .... 196
4.B Local law under uniform primitivity assumption . . . . . . ... ... .. 200
5 Cusp Universality for Random Matrices II: The Real Symmetric Case 207
51 Introduction . . . . ... Lo 207
52 Mainresults . . . . . ..o 210
5.3  Ornstein-Uhlenbeck flow . . . . . .. ... ... ... ... 214
5.4 Semicircular flowanalysis . . . ... ... Lo L o oL 217
5.5 Index matchingfortwo DBM . . ... ... .. ... .00 230
5.6  Rigidity for the short range approximation . . . . . .. .. ... ... .. 234
5.7 Proof of Proposition 5.3.1: Dyson Brownian motion near the cusp . . . . . 264
5.8 Caseoft > t,: small minimum . . . . .. ... .. ... ......... 270
5. A ProofofTheorems§.2.4 . . . . . . ... . 274
5.B  Finite speed of propagation estimate . . . . . .. ... ... ... ..., 275
5.C Short-long approximation. . . . . ... ... ... 283
5.D Sobolev-type inequality . . . . ... .. ... L Lo L 292
5.E  Heat-kernel estimates . . . . . . . . . ... ... .. 294

6 Fluctuations of Rectangular Young Diagrams of Interlacing Wigner Eigen-

values 299
6.1 Introduction . . . . . . . . .. ... 299
6.2 MainResults . . . .. ... ... 304
6.3 Variance Computation . . . .. ... ... ... . L. 307
6.4 Computation of Higher Moments . . . .. .. ... ... ........ 323
6.A Comparison to Gaussian Free Field . . . . . . ... ... ... ... ... 330
7 Fluctuations of Functions of Wigner Matrices 335
71 Introduction . . . . . ... 335
72 Mainresults . . . ... L Lo 337
7.3 Pleijel's Inversion Formula . . . . ... ... ... .. 0 00 L. 340
7.4 Diagonalentries . . . . . . ... ... ... Lo L o 342
75 Off-Diagonal Entries . . . . . ... ... ... .. ... .. ... ..., 348
References 351

Xiv



List of Figures

I.I
1.2

1.3
1.4
1.5

2.1

4.1
4.2

Hierarchy of increasing generality of random matrix models . . . . . . . . .. 2
Typical spectral density of Wigner-type matrices featuring the bulk, cusp and

edgeregimes. . . . . . ... .. 7
Conditional eigenvalue distribution with Airy-2-point function . . . . . . . . 10
Relaxation to equilibrium of Dyson Brownian motion in the cusp regime . . . 13
Semicircular evolution in the cusp regime . . . . . .. ... ... ... ... 4
Illustration of nested correlation neighbourhoods . . . . . ... .. .. ... 51
Gap closure in the semicircular flow . . . .. ... ... ... .. .. 182
Saddle point analysis in the cuspregime . . . . . ... ... ... ... ... 192
Sample Young diagram . . . . ... ... Lo Lo L o 301
Sample rectangular Young diagrams . . . . ... ... Lo L. 303
Integrationpaths . . . . .. .. ... .. Lo 341






Introduction I

Random matrices, i.e. matrices with random entries, have first been proposed as models
in mathematical statistics by [178]. More intensive studies of random matrices and their
spectral properties began with [176], where Wigner suggested that the energy levels of heavy
nuclei are distributed like the eigenvalues of large Hermitian random matrices. Later, the
study of the spectral properties of random matrices gained importance also in other areas
of physics and mathematics, and now is a very active, flourishing field. Examples include
quantum chaos [32], disordered quantum systems [69], wireless communications [59], the
error analysis of numerical algorithms [68], the zeros of the Riemann zeta function [113] and
random neural networks [150].

1.1 Hermitian random matrix models of increasing generality

Within this thesis we exclusively work on Hermitian random matrix models which arise as
generalizations of the Wigner matrices introduced in [176]. Other extensively studied random
matrix models include invariant ensembles, sample-covariance matrices and non-Hermitian
random matrices. 'To clarify the terminology we briefly outline the mean field ensembles
considered within this thesis, which, in the random matrix context, means that all matrix
entries have variances of comparable sizes.

GOE (Gaussian orthogonal ensemble): Matrices W = W* € RY¥*N such that the
upper-triangular entries are independent zero mean Gaussian random variables sat-

isfying Ew?, = 2/N,and Ew?2, = 1/N for a # b.

GUE (Gaussian unitary ensemble): Matrices W = W* € CV*¥ such that the upper-

triangular entries are independent zero mean Gaussians such that w,, € R with
Ew?, = 1/N and wgy € C with Ew?, = 0 and E |we|* = 1/N for a # b.

Wigner matrices: Matrices W = W* € CV*¥ such that the upper-triangular entries
{wap | @ < b} are independent, the off-diagonal entries { wqp | @ < b } are identi-
cally distributed with Ewg, = 0, E |wab|2 = 1/N, and the diagonal entries wq,q are
identically distributed with Ew,q = 0, ¢/N < E|wae|* < C/N for some positive
N-independent constants ¢, C'.
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GOE GUE

N/

Wigner matrices

e ~

Generalised Wigner matrices |  Deformed Wigner matrices

\ /

Wigner-type matrices

'

Correlated Wigner matrices

Ficure 1.: Hierarchy of increasing generality of random matrix models. Arrows from A to
B indicate that A is a special case of B.

Generalised Wigner matrices: Matrices W = W* € CV*¥ such that the upper-triangular
entries { wgp | @ < b } areindependentand satisfy E wy, = 0,3, sap = 140 (N 71)
and ¢/N < s4, < C/N,where sq := E |wab|2.

Deformed Wigner matrices: Matrices of the form H = A + W, where W is a Wigner
matrix and A = A* = E H is diagonal.

Wigner-type matrices: Matrices H = A+ W € CV*¥ such that A = A* = E H is di-
agonal and the upper-triangular entries { wqp | @ < b } of W = W* are independent
and satisfy Ew,, = 0 and ¢/N < s, < C/N.

Correlated Wigner matrices: Matrices of the form H = A+ W = H* € CV*V where
A = A* = E H and the covariance operator S|R| .= W RW satisfies

cN'TTrR<S[R|<CN'TrR
for any positive semidefinite matrices R in the sense of quadratic forms.

One readily checks that these models form a hierarchy of increasing generality as indicated
in Figure 1.1, in particular all models except for GOE/GUE allow for both the complex
Hermitian and real symmetric symmetry classes. We stress that correlated Wigner matrices
not only allow for general correlation structures but also general expectations. Note that the
above models are scaled in such a way that the spectrum remains bounded as [V grows since
the average expected squared eigenvalue modulus is given by

1 o _ 1 o 1 2
NEEZ:AZ. = BT H” = N%:E\hij\ ~ 1.
We study the spectral properties of these random matrix models on three different scales,

which we will now describe, with a focus on the very different mathematical techniques
their analysis requires.

1.2 Global scale

Given a N x N random matrix H = H* = (hij)z]'szl and its eigenvalues A1,..., AN,
a central object in the study of the spectral properties is the empirical spectral distribution
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(ESD)

1 N
HUN = N Z 5>\n~
n=1

The weak convergence of 1y to some deterministic measure 4 is called a global law since
it allows to predict the approximate proportion of eigenvalues in intervals of small, but N-
independent size. For example, Wigner’s semicircle law [177] states that for Wigner matrices
and a wide range of N-independent test functions f, it holds that almost surely that

g [ pduy = [ fape= [ 22f(as>psc<x> dz,

where pgc(z) == /(4 — 2?)4 /27 is the density of the semicircular distribution.

There are at least three different approaches for determining the limiting spectral mea-
sure f for a given random matrix ensemble, the moment method and two derivations based
on the analysis of resolvents. Those methods are increasingly more powerful and general
and were developed parallel to the study of the increasingly general models.

1.2.1 Moment method

In [177] Wigner used a simple tree counting argument to show that under mild additional
high-moment assumptions it holds that

E/xk dun(z) = E%Ter = {Ock/z zz‘c’ledn, +0 (1> ; (r.1)

o 1 2n - 2n _ 2n
" pn+1\n) \n n+1)’

is commonly known as the n-th Catalan number. To conclude from (1.1), and an additional
bound on the variance, that the ESD follows the semircircular distribution pg. we could
simply compute that

2 2 kA 2 if ki
/ l‘kpsc(l") A — / Vi —x Qo — {Ck/g if k is even, (22)
-2

9 2 0 else.

where

But the method of identifying jis. through its moments via (1.2) has the disadvantage that it
requires solving the moment problem, or somehow guessing that the semicircular distribution
might have the Catalan numbers as its moments.

In order to identify the measure j from the moments more directly, we can alternatively
compute the Stieltjes transform

() = [ dute)

r—z

for z € H in the upper half plane H:= { 2 € C | 3z > 0 } as

1 1 > 1 .
() =~ [y ) =~ 3 e ) N
I.
B i (2k)! V22 -4z 3
_ _ |
2 Tk + 1)1e2H 2
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where the correct branch of the square root has to be chosen such that Sm,,(z) > 0 when-
ever 3z > 0 and m,(z) — 0 as [z2| — oo. From (1.3) we quickly obtain a formula for
the density p associated with p by means of Stieltjes inversion. The imaginary part of the
Stieltjes transform

Smy(z +in) = /]R m dp(A) = m(Py  p)(z) (1.4)

at z = x + in yields, up to a factor of 7, the convolution of p with the Poisson-kernel of
width 7. Therefore we can conclude from (1.3) that

dx 7\0 2 27

= psc(T).

An alternative interpretation of (1.3) which is more suitable for the subsequent generalisa-
tions is that the Stieltjes transform myg of psc is the unique function solving the equation

m=—(z4+m)"t, Im>0. (r.5)

1.2.2 Resolvent method

Instead of computing the Stieltjes transform indirectly via the moments, we find from spec-
tral calculus that

My (2) = 55 Y0 — 27 = L TH(H — 2) ™ = LT G() = (G(2)).

n

i.e. that the Stieltjes transform of the ESD is given by the normalised trace of the resolvent
G(z) == (H — 2)~L. Given the particularly simple formula (1.3), it is reasonable to hope
that we can see more directly, without computing any moments, that the normalised trace
(G) of the resolvent approximately is given by (1.3).

Schur complement formula

It follows from the well known Schur complement formula that for Wigner-type matrices
H =W +diag(a) andi € [N]:={1,...,N},

1
Gii = —, .6
a; + wii — z — (w;, GOw) (:6)

where w; € CV=1 denotes the i-th column of W with the entry w;; removed, and Gl =
(H® — 2)~1 is the resolvent of the matrix H®) obtained by removing the i-th row and
column from H. Since w; is independent from G it follows that

<w17 G wz ZwazGab Wy, ~ Z E ‘waz‘ G(z Z Sza
a,b

by a quadratic large deviation estimate conditional on H(¥). To show that this approximation
holds with high probability, some additional moment conditions have to be imposed on W'.
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Assuming that the resolvent G is stable in the sense that fo,} is comparable with G for

a # 1, it follows that G approximately satisfies
1 -1
Gii =~ = =S suCa’ or, more compactly, g~ —(z —a+ Sg)™ ", (1.7)
where' g := diag(G) and the inversion should be understood entrywise. The relation (1.7)

suggests that we can find a deterministic approximation for G by solving the quadratic vector
equation (QVE)

m=—(z—a+Sm)"!, Sm >0 (1.8)
tor Iz > 0. The side condition Im; > 0 ensures the existence of a unique solution and is
also fulfilled by the resolvent itself, 3G;; > 0 due to the self-adjointness of H. To make the
approximation G ~ diag(m) (also implying that the off-diagonal entries of G are small)
precise, one has to analyse the szability of (1.8) with respect to small perturbations. The den-
sity obtained from (m) via (1.4) is commonly referred to as the self~consistent density since it
is obtained via solving a self-consistent equation for mm. We note that in the previously con-
sidered case of Wigner matrices (1.8) simplifies to the scalar equation (1.5). Compared to the
moment method, the resolvent approach is more robust and in some sense also more canon-
ical as it does not require computing high moments, and no analytic identity for computing
the moment generating function is needed.

Cumulant expansion

Once correlations are present in W, the Schur complement formula (1.6) becomes less useful
since analysing (w;, G®w;) becomes more involved. There is, however, another approach
of deriving (1.8) and its analogue for correlated matrices relying on the simple integration
by parts identity

Ezf(z) = EEF [ (z) (r.9)

for zero mean Gaussian random variables x and differentiable functions f, where T denotes
an independent copy of = with expectation E. The identity (1.9) generalizes to the non-
commutative setting of Gaussian matrices (with arbitrary covariances) as

EW f(W)=EEW (95 f)(W), (1.10)

where 05, denotes the directional derivative in direction W. Using (1.10) and the identity

(H—2)G=1for H=A+ W,we find
L=EWG+(A-2)EG = — B[(EWGW)+(:—4)|G = — B[z = A+ S[G]|G, (1)

suggesting that the solution to the matrix Dyson equation (MDE)

M — M*
—-M'=2-A+S8[M], SM = ———>0 (1.12)
i
is a good deterministic approximation for the resolvent G. Note that (1.12) generalises (1.8)
in that if m solves (1.8), then M = diag(m) solves (1.12) since for Wigner-type matrices

'As a slight abuse of notation we denote both the diagonal vector of a matrix A by diag(A), as well as the
diagonal matrix obtained from a vector a by diag(a).
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the covariance operator S simplifies to S[diag(m)] = diag(Sm). Making the approxima-
tion G' &~ M rigorous requires a careful stability analysis of (1.12), as well as establishing an
approximate but high-probability version of (1.11) for general non-Gaussian random matri-
ces by replacing (1.10) by a suitable cumulant expansion. In the scalar setting the standard
cumulant expansion formula is

Eaf(z) =3 “’;Jl B0 (1), (.13)
T

where the cumulants ky, of the random variable = can, for example, be defined as the coef-
ficients of the cumulant generating function

. it)k
logE e = Z Kk (lk? .
k !

For an alternative combinatorial definition, and a matrix-valued version of (1.13), we refer
the reader to Chapter 2.

1.2.3 Classification of self-consistent densities

Given the self-consistent equation (1.12), it is a natural question, which self-consistent den-
sities can arise from the solutions to (1.12) via Stieltjes-inversion

p(e) =7 lim (IM(x + i)

The recent analysis in [12] provides a complete classification of the singularity structure of
possible solutions to (1.12), also in the more general setting of von Neumann algebras. In [12]

it is shown that M is necessarily 1/3-Holder continuous in z, and that p has the following
properties:

(i) supp p consists of finitely many compact intervals,
(ii) p is analytic whenever p > 0,

(iii) if e € O supp p is an edge point, then p(e £ z) = c¢y/x + 0(y/x) and p(e F ) = 0 for
r < 1 and some constant ¢ > 0,

(iv) if ¢ € supp p with p(c) = 0 is a cusp point, then p(c + x) = ¢ |:13|1/3 + O(|x|1/3) tor
some constant ¢ > 0,

(v) no other singularities can occur in p.
In this sense, the self-consistent density depicted in Figure 1.2, is a typical example including

all possible singularities. We commonly refer to the spectral regimes corresponding to (ii),

(iii) and (iv) as the bulk, edge and cusp regime.



1.3. Mesoscopic scale

Ficure 1.2: Typical spectral density of Wigner-type matrices featuring the bulk, cusp and
edge regimes. The shaded area shows the histogram of the eigenvalues of a single 2000 X
2000 random matrix which very closely matches the predicted self-consistent density.

1.3 Mesoscopic scale

In Section 1.2 we sketched three approaches of identifying a deterministic approximation
M = M(z) to the resolvent G. According to (1.4), a global law for a random matrix en-
semble means effectively establishing a bound on & (G — M) for z = x + in for some
N-independent 7 < 1. On this scale, however, S (G) still involves ~ 1N eigenvalues and
a law of large numbers type result is reasonable to expect. Therefore it is natural to ask for
which N-dependent 7 we can still establish that (G) is well approximated by (M). Since in
the bulk any neighbouring eigenvalues should have an average distance of 1/N we can hope
for such a local law on mesoscopic scales ) > 1/N. In the most general correlated setting, see
Chapters 2 and 3, we will, for example, prove that

(o -yl < DI - any <10

where < is a suitable notion of high probability bound up to N“-factors,n = Szand x,y, B
are arbitrary deterministic vectors and matrices. The bounds in (r.14) exhibit a fuctuation
averaging feature in the sense that the bound on the average (G — M) is an order better
than the average bound on individual entries (G — M) 4.

The method behind the proof of (1.14) consists of two largely separate arguments, a
deterministic and a probabilistic one. Using (1.12) we write

B|G—M]=—-MD + MS|G — M|(G— M),
B:=1- MS[|M, D=WG+S[G]G, (t15)
where we call B the stability operator and D the error matrix measuring the deviation of WG
from its leading order approximation —S[G]G coming from the second moment calculation
(r.1r). The deterministic step in the proof of (1.14) is the analysis of the non-selfadjoint
stability operator 53, and in particular its smallest eigenvalue 5 which poses difficulties when
solving the quadratic equation (r.15) for G — M. 'This analysis, which in the most general
setting is presented in [12], roughly speaking shows that in the spectral bulk we have |5 ~ 1,
close to spectral edges |3| ~ p and close to cusps |3| ~ p?. Proofs of mesoscopic local
laws in the corresponding spectral regimes pose increasing technical difficulties for this very
reason. The smallness of |3| needs to be balanced by increasingly stronger estimates on the
error matrix D.
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The probabilistic part of the argument consists of establishing high-probability bounds

on the error matrix D in an isotropic and averaged form

p P
D — BD B|| —. .
. DY <l vl (BD) < 1Bl 5 (116)

On a technical level, (1.16) is proven in a high moment sense which requires identifying
the cancellation effect between WG and S[G]G to high powers by iterated cumulant ex-
pansions. In the cusp regime, not even (1.16) is sufficient for establishing (1.14) due to the
presence of the eigenvalue |3| ~ p2. Instead, another input is required, namely, that we
have an improved bound of the form [(PM D)| < p?/Nn, when D is averaged against the
eigenmatrix P corresponding to (. This exploits a delicate structural property of D related
to the local symmetry of the density p around the cusp.

Rigidity, delocalization and absence of eigenvalues outside of the spectrum

An optimal mesoscopic local law as in (1.14) has three important consequences which we
briefly mention. From the spectral decomposition of GG in terms of the eigenvalues \; and
(?-normalised eigenvectors u; of H we find from the local law (1.14) and the boundedness
of M that

1 ug (i) Jur (i)
1= | M|+ G—MmZ%Gn: Z
Vil +10 ~ M)al = (300 = 3 R 2

for 2 = x + in and z close to Ay, at a distance of 7. By choosing n = N ~17¢ in the spectral
bulk it follows that |ug(i)] < N~'/2 which means that the ¢?-normalised vector wy, is
completely delocalised.

By a standard argument using a Cauchy-integral formula, we can also conclude from
(1.14) that the eigenvalues \; are 7igid in the sense that they satisfy

Ai =il < me(7),

where the quantiles ; and the fluctuation scale 7 of p are defined as

p(z)dz p(y)dy = —.

/’Yi i z+n¢(x) 1
o0 N e N

The fluctuation scale is thus comparable with the difference of consecutive quantiles. The
fact that eigenvalues fluctuate only on this scale is non-trivial and somewhat unusual. It
implies the existence of strong correlations among the eigenvalues. In the bulk, edge and
cusp regimes the fluctuation scale is given by n; ~ N~1, N=2/3 and N~3/4, respectively.
Finally, using (1.14) we can exclude the existence of eigenvalues well outside supp p
with very high probability. The relevant measure also here is the fluctuation scale as, for
example, the extreme eigenvalues can fluctuate only on a scale of N~2/3 beyond the support
of p. More precisely, if we denote two neighbouring support edges by x,y € Odsuppp
with p|(; .1 = 0, then we can, similarly to the rigidity conclude that, with overwhelming
probability, we find no eigenvalues in [z + Nn¢(x), y — N°n¢(y)]. Additionally, we can also
conclude a strong notion of band rigidity in the sense that the number of eigenvalues close
to any support interval of p is deterministic with overwhelming probability as long as the
support interval is separated by at least N ~3/4*¢ from the neighbouring support intervals.
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1.4 Microscopic scale

On the scale of the eigenvalue spacing the fluctuation of individual eigenvalues becomes
relevant. It has first been conjectured by Wigner in the 1950’s, and subsequently formalized
as the Wigner-Dyson-Mehta (WDM) conjecture [135], that the local statistics of eigenvalues
is universal in the sense that their distribution is independent of any model specifics. The
emerging distributions should be viewed as the random matrix analogue of the central limit
theorem and the normal distribution. They depend only on the symmetry class of the matrix
and the local singularity type of the density, but on no other model specifics. The classifica-
tion from Section 1.2.3 indicates that, up to scaling by a constant, the density around single
eigenvalues can only exhibit three different behaviours. Within the spectral bulk the density
p is positive and real analytic and therefore, on the scale 1/N of individual eigenvalues, is
essentially constant. Around edges and cusps the density is simply given by 2'/2 /3
indicating that the typical distance between consecutive eigenvalues is N2/ and N —3/4,
The WDM conjecture roughly states that eigenvalue fluctuations depend only on the lo-
cal behaviour of the density, and not on far away effects or any other characteristics of the
ensemble.

'The dependence on the symmetry class is also natural since the eigenvalue repulsion is
stronger in the complex Hermitian symmetry class than in the real symmetric one. This
effect is already visible for 2 x 2 matrices H since there the eigenvalue difference is given by

A1 — Xo| = \/|h12\2 + (h11 — ho2)?

and therefore in the complex Hermitian symmetry class P(|A\; — A2| < €) ~ €3, while in
the real symmetric symmetry class P(|A\1 — A2| < €) ~ €2 for continuously distributed h;;.
In order to formulate the universality of local eigenvalue statistics we define the k-poins
) . .
Sfunction p;,* of H implicitly by the relation

or xr

-1
{i1,.ik }CN]
for any smooth compactly supported test function f, where the summation is over all k-
element subsets of [V].
We now formulate the universal statistics that are expected to hold for very general
ensembles. Later we give precise conditions where we can prove the emergence of those
statistics.

Conjecture (WDM conjecture for the Hermitian symmetry class). Assume that b, ¢ and ¢
are bulk, edge and cusp points of some density p with parameters ., . defined in such a way that

ple+z) = 22?1+ 0(x"?),  pc+ ) = V37 a|'? J2r + o(|2|/3).

Then the universal correlation functions are given by

I sinm(z; — xj)
~ _— Bulk
p(b)’fpk (b+ p(b)N) ¢ ( m(z; — xj) >z',je[k]’ (Bulk)
Nk/S (N) T
I (e+ W) ~ det(KAiry(xi,xj))i’je[k], (Edge)
Nk’/4 (V) T
’Yf Dy ( + W) ~ det (KPearcey(xiv xj)>i,j6[k]7 (CUSP)
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Ficure 1.3: Conditional eigenvalue distribution with Airy-2-point function. The continu-
ous line represents the self-consistent density of a Wigner-type random matrix. The circles
(both filled and non-filled) represent the eigenvalues of a specific realisation of the matrix
ensemble. The histogram shows the empirical eigenvalue distribution of 1000 other realiza-
tions which all also happen to have an eigenvalue very close to the filled circle. The dashed
line shows the Airy-2-point function Kairy (2, ) Kairy (Y, ¥) — Kairy(T, ¥) Kairy (Y, x)
where the location of the filled circle is set as one of the two arguments.

where the approximation is meant up to an error of N —<(k) qppen integrated against smooth com-
pactly supported test functions inx = (x1,...,Ty).

Point processes where the k-point function is determinantal are commonly referred to
as determinantal processes. The kernel in the bulk case is known as the sine kernel. 'The Airy
kernel for the edge case is given by

i(z) Ai'(y) — Ai'(z) Ai oo 3
Kairy(z,y) = Ai(z) A (y;_;j ( )A(y)’ Ai(x) ::;/0 cos(%thx) dt

in terms of the Airy function Ai(x), see Figure 1.3 for a plot of the corresponding 2-point
function. The Pearcey kernel Kpearcey has a representation as a two-dimensional contour
integral which can be found in (4.5) in Chapter 4. We note that analogous statements also
hold for matrices in the real symmetric symmetry class, but the corresponding correlation
functions have, while still being determinantal, more complicated kernels. In the cusp case it
is not even known whether the universal real symmetric k-point function is determinantal.

'The explicit kernels in the WDM conjecture were all computed first for some specific
Gaussian model. In the bulk [136] and edge case [85] this reference model was the Gaussian
unitary ensemble (GUE) and the computation essentially reduces to an asymptotic analy-
sis of Hermite polynomials. In the cusp case [50] the reference model was a deformed
GUE matrix with expectation diag(1,...,1,—1,..., —1) and the computation was based
on the saddle point analysis of an explicit contour integral formula obtained via the Harish-
Chandra-Itzykson-Zuber integral over the unitary group.

Three step strategy

Proving the WDM conjecture beyond the Gaussian ensembles turned out to be a difficult
task. Even for the simplest model of Wigner matrices this was only achieved in [161] in
1999 at regular edges, and later in a series of papers [74, 75,167, 81] in 2010 also in the spectral
bulk. In the vicinity of cusps universality was only achieved very recently in [DSs, DS6]
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which are enclosed as Chapters 4—5 of this thesis. While the first universality proof at the
regular edges in [161] essentially was an ingenious but laborious extensions of the classical
moment method, it turned out that the bulk statistics are inaccessible via moments. Instead,
the three-step strategy was developed, see [78] for a pedagogical introduction. The first step
consists of proving the local law as in (1.14) on optimal mesoscopic scales. We now briefly
outline the remaining two steps.

Addition of a small Gaussian component via Green function comparison

The goal of the second step is the addition of a small Gaussian component to the matrix
H = A+ W while preserving the leading order term of the k-point function. We consider
the Ornstein-Ublenbeck (OU) process

dHt:—%(Ht—A)dt—FEl/Q[dBt], Hy=H, S[R=EWTrWR (L17)

with B, being a standard Hermitian matrix valued Brownian motion. The SDE (1.17) has
the solution

t
Hy=A+ e 'PW + / e=D12812[q By (1.18)
0

trom which it follows that H; preserves expectation and covariances. Since the self-consistent
density p only depends on the first and second moments of H, it also is invariant under the
OU flow. Therefore it is reasonable to expect that the leading order of the k-point func-
tion should also remain unchanged, and indeed, a simple continuity argument on the time-
evolved resolvents Gy = (H; — z) ™! evaluated with Sz = N ~n(Rz) shows exactly that,
as long as time ¢ is not too long. The threshold times for this simple continuity argument
turn out to be

N—1/2  bulk,
t<{N-1/6 edge, (r.19)
N-1/A4 cusp.

Using technically more involved arguments this result can be extended to larger times, but
for the universality proof following the three step strategy with an optimal local law, these
time thresholds are sufficient.

Proving universality for the evolved matrices becomes feasible due to the eftective Gaus-
sian component in (1.18). It follows from the assumed lower bound EW RW > ¢ (R) that,
in distribution, the Gaussian component in (1.18) can be decomposed as

t
/ eTO2R2[AB,) L Ul + VetU
0

where U is a GUE/GOE matrix, and U] is a Gaussian matrix independent from U. Thus

H; can be written as

H, < H, + VetU, (1.20)

where H;, := A + e t/2W + U/ and U is independent of H,. Ttis easy to check that the
local law (r.14) also applies to the perturbed matrix Hy from which we conclude that Hj sat-
isfies optimal eigenvalue rigidity. In summary, the Green function comparison step achieves
reducing universality of general random matrices to a universality of random matrices with
an explicit GUE/GOE component of a certain maximal size.

II
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Universality for matrices with a small GUE/GOE component

'The final step towards universality complements the previous step in the sense that it proves
universality for random matrices with an explicit GUE/GOE component of a certain min-
imal size, like the rhs. of (1.20). This argument is conditional on the randomness in H,
and only relies on the randomness from U. In the Hermitian symmetry class there are
two techniques available for this step; a saddle point analysis of the explicit formula for
the correlation kernel from the Harish-Chandra-Itzykson-Zuber integral, and the fast re-
laxation to equilibrium of Dyson Brownian motion (DBM). The saddle point analysis for
matrices with sizeable Gaussian component was introduced in [109] and later extended to
small components in [74], while the DBM method was introduced in [75]. In the real sym-
metric symmetry class, however, only the latter is feasible*>. We now give a short sketch of
the DBM method; for an exemplary saddle point analysis in the cusp regime the reader is
referred to Chapter 4.
Consider the SDE

dB, . . _ . B
VN’

(1.21)

where By is again a Hermitian matrix valued Brownian motion and X is any Hermitian
matrix. Here we denote the #ime variable by s to avoid confusions with the time variable ¢ in
the previously considered OU flow. In distribution we thus have X = X + /sU for fixed s
with U being a GUE/GOE matrix. For the universality proof we will choose Xy = Hj such
that X = H, according to (1.20). In parallel we consider a second flow X/ also evolved
according to (1.21) with the same Brownian motion, but a different initial condition X = U
with Uy being some appropriate Gaussian comparison model. In practice Uy is chosen in
such a way that the self-consistent density of U; + v/ctU matches the one of Hy and thereby
p around the respective expansion points. Our goal is now to prove that after sufficiently
long times s the eigenvalues A;(s) and \,(s) of X and X are with high probability very
close to each other. If this relaxation to equilibrium happens already at the time s = ct, then
this proves universality for the matrix H; and therefore by the Green function comparison
argument also for H. In this sense universality means that the local spectral distribution
of any given matrix model agrees with the one of some fixed Gaussian comparison model.
To obtain the exact formulae of the correlation kernels an explicit calculation about the
correlation kernels of Gaussian matrices is needed.

Freeman Dyson made the important and somewhat surprising observation [67] that the
flow (1.21) induces a flow purely on eigenvalues \;(s) which does not involve eigenvectors.
'The SDE of the eigenvalue flow can readily be found from standard eigenvalue perturbation
formulae. If A = A(s) is a smooth matrix-valued function of s with simple eigenvalues \;
and eigenvectors v;, then by differentiating the equations Av; = A\;v; and (v;,v;) = 1
twice, one quickly obtains

(v, Avi)|?

Xi = (i, Avi) . A = (vi, Avg) +2) VY
(Y]

JFi

*The Harish-Chandra-Itzykson-Zuber integral over the orthogonal group allows to compute the correla-
tion kernel of real anti-symmetric but not real symmetric matrices.
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F1GURrE 1.4: Relaxation to equilibrium of Dyson Brownian motion in the cusp regime. The
red an black paths show simulated coupled Brownian motions (with time flowing from top
to bottom) in the cusp regime with different initial conditions. Along the flow the paths
become increasingly closer, and perform an overall movement towards the centre corre-
sponding to the gap closure in the semicircular flow.

trom which we conclude that
L Uv;)|?
Ml )£ (X +VAD) =~ A(s) V(o D) + 3 12000
gAY
Since the GUE/GOE matrix U is invariant under unitary/orthogonal transformations, and
is independent from (v;);¢[n7, it follows from orthonormality of the latter that (v;, Uv;) =
u;. Since |uij|2 concentrates around 1/N we conclude that

1 1 2
d)\z—Nz)\Z_)\de‘f‘\/ﬁ»Ndbw /\Z(O) _)\Z(X)

J#

where (b;);[n) is a standard vector valued Brownian motion, and 3 = 1,2 in the real and
complex symmetry classes.

By considering the processes A;, A, with different initial conditions A; (Xp), Ai(X()) but
coupling them using the same Brownian motions, it follows that their difference d; := A\;j—\]
satisfies

dé; 1 1

ds = 2P0 00 B N ) 22
which can be viewed as a discretised integral equation of parabolic fype with time-dependent
random coeflicients Bj;. In order to analyse (1.22) it is convenient to localise the processes
using a short range approximation which leads to a parabolic equation whose short time heat
kernel has rapid oft-diagonal decay. In this short range approximation we replace particles
beyond a certain distance by a forcing term which only involves their deterministic density,
i.e. we consider

~ 1 1 VL N p(y) 2
d\; = — = —ds + </ +/ >A dyds + 4/ ——db;,
N Z Ai — )\j z@: —o0 Yi4L )\i -y Y ﬁN

A N
G=il<L

with initial condition A;(0) = A;(X),where ; = ~;(s) and p = p denote the time-evolved
quantiles and density of X, and L is a suitable cut-off length scale. In parallel we consider

3
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F1Gure 1.5: Semicircular evolution pg in the cusp regime where s is increasing from left
to right. A density (continuous line) with two support intervals gets continuously trans-
formed into a density with a non-zero local minimum via a cusp singularity (dotted line).
This transformation happens on three different time scales; the density performs an overall
movement which is linear in time s, while the gap size shrinks as |s — s.|*/2 and the local

1/2

minimum grows as |s — s,|'/“, where s, is the time of the cusp formation.

the short-range approximation X; defined analogously but with initial condition X;(O) =
Ai(X"). These short-range approximations are useful since the comparison ensemble cannot
be chosen in such a way which matches the density of the original matrix globally but only
locally. The closeness of \; and XZ and the one of A, and X; are achieved via finite speed of

propagation estimates.

By heat kernel decay estimates for the analogue of (1.22) for the difference 5= N\i— X; one
can show that after a sufficiently long time |3;(s)| is, with high probability, smaller than the
fluctuation scale of individual eigenvalues, thus A;(s) and X(s) and thereby also A;(s) and
\;(s) are very close to each other, irrespective of the different initial conditions. This effect is
referred to as the fast relaxation to equilibrium of the DBM. The time-scale of this relaxation
iss > N~1 s> N-1/3and s > N~1/2 in the bulk, edge and cusp case, respectively.
These relaxation times leave sufficient room to choose ¢ and s = ct in such a way that the
times are short enough to retain the validity of the Green function continuity argument,
cf. (1.19), and long enough to ensure relaxation.

The analysis of the DBM requires a precise understanding of the evolution of the self
consistent density along the flow (1.21). From (1.12) it follows that the resolvent G5 =
(X —2)"Lis approximated by the solution M, ~ G to the MDE

1
Mt =2—Xo+ ~ EBsMBy = 2 = Xo + 5 (M)
which is solved by My = msI, where m is the solution of the scalar equation

mg(z) = (Xo — 2z — smg(2)) 1) = (Go(z + smy(2))) . (1.23)

The flow m is known as the semicircular flow [31] and (1.23) is the defining equation for the
free additive convolution of the ESD of X and a semicircular distribution of variance s. The
analysis of m is important mainly in the edge and even more so in the cusp regimes since
there the self-consistent density ps corresponding to mg changes qualitatively on the time
scale of the DBM analysis, see Figure 1.5 for a representative example. This change has to
be tracked very accurately and is used to match the contribution of the long range parts of
the dynamics.



r.5. Random matrix models beyond the scope of this thesis

1.5 Random matrix models beyond the scope of this thesis

Next to the aforementioned Hermitian mean field random matrix models, there are exten-
sive ongoing research efforts on other random matrix ensembles, some of which we want to
mention here for completeness.

1.5.1  Non mean-field Hermitian matrices

For a given bandwidth 1 < W < N we define the 1-dimensional band matrix H = H*
such that
Wt if i —j| < W/2
E|h”|2: 1 ”L .7’— / ’
0 else.

Due to the normalisation it follows that the Dyson equation for ((H — z)™!) is the same
as for Wigner matrices and therefore the self-consistent density of p is semicircular. On
the mesoscopic and microscopic level, however, numerical evidence [53, 54] suggests a phase
transition at W ~ v/N. For W > /N it is expected that the eigenvalue statistics lie in the
Wigner-Dyson-Mehta universality class with completely delocalised eigenvectors, while
for W < /N it is expected that the eigenvalues form a Poisson point process, and the
eigenvectors are localised. At the moment of writing the delocalised phase has rigorously
been established for W >> N3/ in [46], while the localised phase has been established
for W < N'/% in [152]. Closing this gap further or even rigorously studying this phase-
transition is one of the major open problems in random matrix theory. Understanding the
phase transition of this band matrix model is also of physical interest since it is expected
[164] to share spectral properties with the random Schrodinger operator H = A + AV on
[N, N] with periodic boundary conditions for A\ ~ W =1 if the potential (V (i), i € Z)

forms an i.i.d. family of centred unit variance random variables.

1.5.2 Sparse random matrices

Let G = G(N,p) be the Erdss-Rényi random graph on [N] vertices for which any given
edge is present independently with a probability of p. The adjacency matrix A of G then is a
sparse random matrix undergoing a phase transition. It is known that an optimal bulk local
law and bulk eigenvector delocalisation [99] hold true whenever pN > C'log N, while bulk
universality [103] is known for pN > N°€. On the contrary, for pN < (1 — €)log N the
graph G has, with high probability, isolated vertices and thereby A also exhibits localised
eigenvectors. The edge regime of Erdés-Rényi graphs has a phase transition already for
much larger values of p. Indeed, for pN > N'/3 Tracy-Widom universality has been
proven [124], while for N%/? < pN < N''/3 the top eigenvalue is approximately Gaussian
[r04]. Random d-regular graphs are another commonly studied model for sparse random
matrices [27].

1.5.3 Invariant ensembles

Invariant ensembles are another natural way of endowing the set of Hermitian matrices with
a probability measure, other than the entry-wise approach suggested by Wigner. For suffi-
ciently fast growing potentials V': R — R we define a probability measure on Hermitian

15
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matrices such that

P(H) = C’exp(—gN Tr V(H)), (1.24)

where C'is a normalisation constant, 5 = 1, 2 in the real symmetric and complex Hermitian
case, and V' (H) is defined through a functional calculus. By integrating out the orthogonal
or unitary matrices for diagonalisation of H one readily finds that the measure P induces a
measure involving only the eigenvalues \; of H of the form

P(Mie) = Coxp(~5 N ST V(0) TTIh— AP (1)

1<j

'This probability measure can be interpreted as the Gibbs measure of N particles with loga-
rithmic interaction in the confining potential V, i.e.

P((Ai)iein)) = Cexp(=BNH), H = %Z Vi(\i) — %Zlog A = Ajl . (1.26)

1<j

It is interesting to note that under the measure (1.24), the entries of H can only be stochas-
tically independent if V' is a quadratic polynomial [60], in which case it is called a Gaussian
B-ensemble. The potential V (z) = x? /2 induces the previously introduced GOE/GUE en-
sembles. Universality for a wide range of invariant ensembles has been settled via orthogonal
polynomial methods generalising the GOE/GUE computations; for a review the reader is
referred to [63]. While the probability measures (1.24) give rise to the particle measure (1.26)
only for = 1,2 (and # = 4 for symplectic matrices, albeit with a different normalisation
factor), the universality phenomenon has also been established for general 5 > 1 for (1.26)
with DBM methods [42], and, alternatively, by using optimal transportation ideas [28] for
B> 0.

1.5.4 WNon-Hermitian random matrices

Non-Hermitian random matrices are in general harder to analyse than their Hermitian
counterparts since the complex eigenvalues are unstable even with respect to tiny perturba-
tions. The circular law states that the empirical spectral density of an i.i.d. random matrix
X € CN*N with zero mean and unit variance E 24| = N~ converges almost surely
weakly to the uniform measure on the disk { z € C | |z| <1}. Under optimal moment
conditions this global law was only obtained in [166] after a series of intermediate results
with additional moment assumptions, much later than Wigner’s semicircular law, the Her-
mitian analogue. An optimal mesoscopic local law above the average eigenvalue spacing of
N~1/2 was obtained in [45, 779]. On the microscopic scale universality of single eigenvalue
statistics is still a major open problem and has only been settled in the perturbative regime of
four matching moments [169].

On a technical level the main reason for the dificulty posed by non-Hermitian random

matrix models is that the resolvent (X — z)~!

is unstable. Beyond the Gaussian case,
the only known technique for extracting mesoscopic and microscopic statistics of X is a

Hermitization trick due to Girko [9o]. For generic functions f the linear statistic of the
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eigenvalues 0; of X can be written as

Zf(ai) = Z117T/(CAf(z)log\detHZ|dz
i (1.27)
T

_ —;T/CAf(z)<log|deth(iT)| _2/0 3 Tr G*(in) dn) d,

for general T' > 0, where we introduced the Hermitian matrix H* with resolvent G* as

= (X*O_Z XO Z) L GP(w) = (H —w) .
'The resolvent G* can, in principle, be analysed by similar methods as the resolvent of the
previously considered mean-field random matrices. However, there are three additional
difficulties: Firstly, (1.27) requires an additional estimate on the smallest singular value of
X — z in order to study the regime 0 < 7 < 7¢(0). Second, the stability operator B
corresponding to G* has a second unstable direction due to the 0 blocks of H?. And finally,
studying the edge regime of X requires studying H~ for |z| = 1 for which the self-consistent
density p® of H? has a cusp singularity in 0.

1.6 Overview of results

The remainder of this thesis consists of largely unmodified versions of the published or
submitted papers [DS1]-[DS6] in thematic rather than chronological order published in
course of the author’s PhD studies. Among those [DS3]-[DS6] are very closely related
and represent a long term project on universality. The chronologically first two publications
[DS1, DS2] report on a separate set of results. To guide the reader we now briefly summarise
the findings and put the key results into context.

1.6.1 Correlated Wigner matrices

In [DS3] we proved an optimal local law and universality in the bulk regime for a general
class of correlated Wigner matrices with polynomially decaying correlations and arbitrary
expectations. Previously, such results were only available for general matrices with expo-
nentially decaying correlations and expectations [8] or matrices with special translational
invariant correlation structures [55]. The key technical achievement of [DS3] was the de-
velopment of a flexible diagrammatic cumulant expansion replacing the traditional Schur
complement analysis which is inherently limited when it comes to correlated matrices since
row expansions are considerably less efficient than entrywise expansions. The cumulant ex-
pansion allows to gain multiplicatively from several cancellations in the computation of high
moments of the error matrix D, enabling the analysis of polynomially decaying correlation
structures.

In [DS4] we extended the results of [DS3] to the edge regime. The necessary proba-
bilistic estimates could be imported from [DS3], while for the shape and stability analysis
we could refer to [12]. The main technical novelty of [DS4] was a particularly strong notion
of band rigidity which means that eigenvalues cannot have fluctuations bridging gaps of size
N~3/4%¢in the support of p. The absence of such eigenvalues which are delocalised between
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two neighbouring support bands differentiates Wigner-type matrices from other random
matrix models such as S-ensembles. As a consequence of the band rigidity we could prove
a strong fixed label version of edge universality, also for internal edges.

1.6.2 Cusp universality

In [DSs] we proved an optimal local law in the cusp regime of Wigner-type matrices. To-
gether with a saddle-point and semicircular flow analysis this enabled us to achieve the first
Pearcey-class universality proof for random matrices. The main technical achievement of
[DSs] was establishing a second order cancellation in the error matrix analysis essentially
due to the cusp symmetry. Within the framework of the diagrammatic cumulant expan-
sion originally developed in [DS3] this cancellation becomes accessible via a resummation
of certain subgraphs.

In [DS6] we extended the result of [DSs] to the real symmetric symmetry class where
the saddle point analysis of [DSs] had to be replaced by a DBM analysis in the cusp regime.
Besides adapting the corresponding edge analysis from [122], the main challenge in [DSs]
was to establish near-optimal rigidity for interpolated ensembles for which local laws were
not available.

1.6.3 Entrywise linear statistics

In [DS1] we studied the fluctuations of rectangular Young diagrams obtained by interlacing
eigenvalues, after it was previously shown [51] that their deterministic limit agrees with that
of Young diagrams equipped with the Plancherel measure. We found that this correspon-
dence does not carry over to the level of fluctuations even though both are Gaussian.

Later we realised in [DS2] that the methods developed in [DS1] allow to identify the
entrywise fluctuations of f(H );; for functions of Wigner matrices for much rougher func-
tions f than previously. The main reason for this improvement was the use of optimal local
laws and an inversion formula due to Pleijel [148] rather than the more commonly used
Helffer-Sj6strand representation.
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We consider large random matrices with a general slowly decaying correlation among its
entries. We prove universality of the local eigenvalue statistics and optimal local laws for
the resolvent away from the spectral edges, generalizing the recent result of [8] to allow
slow correlation decay and arbitrary expectation. The main novel tool is a systematic
diagrammatic control of a multivariate cumulant expansion.

Published as L. Erdés, T. Kriiger, and D. Schréder, Random matrices with slow correla-
tion decay, to appear in Forum Math. Sigma (2017), arXiv: 1765.10661.

2.1 Introduction

In recent years it has been proven for increasingly general random matrix ensembles that
their spectral measure converges to a deterministic measure up to the scale of individual
eigenvalues as the size of the matrix tends to infinity, and that the fluctuation of the indi-
vidual eigenvalues follows a universal distribution, independent of the specifics of the ran-
dom matrix itself. The former is commonly called a /oca/ /aw, whereas the latter is known
as the Wigner-Dyson-Mehta (WDM) universality conjecture, first envisioned by Wigner in
the 1950’s and formalized later by Dyson and Mehta in the 1960’s [135]. In fact, the con-
jecture extends beyond the customary random matrix ensembles in probability theory and
is believed to hold for any random operator in the delocalization regime of the Anderson
metal-insulator phase transition. Given this profound universality conjecture for general
disordered quantum systems, the ultimate goal of local spectral analysis of large random
matrices is to prove the WDM conjecture for the largest possible class of matrix ensembles.
In the current paper we complete this program for random matrices with a general, slow
correlation decay among its matrix elements. Previous works covered only correlations with
such a fast decay that, in a certain sense, they could be treated as a perturbation of the in-
dependent model. Here we present a new method that goes well beyond the perturbative
regime. It relies on a novel multi-scale version of the cumulant expansion and its rigorous
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Feynman diagrammatic representation that can be useful for other problems as well. To put
our work in context, we now explain the previous results.

In the last ten years a powerful new approach, the three-step strategy has been developed
to resolve WDM universality problems, see [78] for a summary. In particular, the WDM
conjecture in its classical form, stated for Wigner matrices with a general distribution of
the entries, has been proven with this strategy in [74, 75, 81]; an independent proof for the
Hermitian symmetry class was given in [167]. Recent advances have crystallized that the
only model dependent step in this strategy is the first one, the local law. The other two steps,
the fast relaxation to equilibrium of the Dyson Brownian motion and the approximation by
Gaussian divisible ensembles, have been formulated as very general “black-box” tools whose
only input is the local law [120, 77, 121]. Thus the proof of the WDM universality, at least

for mean field ensembles, is automatically reduced to obtaining a local law.

Both local law and universality have first been established for Wigner matrices, which
are real symmetric or complex Hermitian /N x N matrices with mean-zero entries which
are independent and identically distributed (i.i.d.) up to symmetry [75, 76]. For Wigner
matrices it has long been known that the /imiting, or self-consistent density is the Wigner
semicircle law. In subsequent work the condition on the i.i.d. entries has been relaxed in sev-
eral steps. First, it was proven in [81], that for generalized Wigner ensembles, i.e., for matrices
with stochastic variance profile and uniform upper and lower bound on the variance of the
matrix entries, the local law and universality also hold, with the self-consistent density still
given by the semicircle law. Next, the condition of stochasticity was removed by introduc-
ing the Wigner-type ensemble [9], in which case the self-consistent density is, generally, not
semicircular any more. Finally, the independence condition was dropped and in [8] both a
local law on the optimal local scale and bulk universality were obtained for matrices with
correlated entries with fast decaying general correlations. Special correlation structures were
also considered before in [6, 55] on a local scale. We also mention that there exists an ex-
tensive literature on the global law for random matrices with correlated entries [47, 91, 94,
153, 151, 16, 23]. These results, however, either concern Gaussian random matrices or more
specific correlation structures than considered in the present work. In a parallel develop-
ment the zero-mean condition on the matrix elements has also been relaxed. First this was
achieved for the deformed Wigner ensembles that have diagonal deterministic shifts in [138,
126] and more recently for i.i.d. Wigner matrices shifted by an arbitrary deterministic matrix
in [100].

In this paper we prove a local law and bulk universality for random matrices with a
slowly decaying correlation structure and arbitrary expectation, generalizing both [100, 8].
'The main point is to considerably relax the condition on the decay of correlations compared
to [8]: We allow for a polynomial decay of order two in a neighbourhood of size < /N
around every entry and we only have to assume a polynomial decay of a certain finite order
outside these neighbourhoods. Another novelty is that our new concept of neighbourhoods
is completely general, it is not induced by the product structure of the index set labelling the
matrix elements. In particular, the improved correlation condition also includes many other
matrix models of interest, for example, general block matrix type models, that have not been

covered by [8].

Regarding strategy of proving the local law, the starting point is to find the deterministic
approximation of the resolvent G(z) = (H — z) ! of the random matrix H with a complex
spectral parameter 2 in the upper half plane H = { z € C | Sz > 0 }. This approximation
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is given as the solution M = M (z) to the Matrix Dyson Equation (MDE)
14+ (z—A+SM]))M =0,

where the expectation matrix A := E H and thelinear map S[V] .= E(H—-A)V(H—A) on
the space of matrices R encode the first two moments of the random matrix. The resolvent
approximately satisfies the MIDE with an additive perturbation term

D = (H — A)G + S[G]G.

The smallness of D and stability of the MDE against small perturbations imply that G
is indeed close to M. The necessary stability properties of the MDE have already been
established in [8], so the main focus in this paper is to bound D in appropriate norms that
can then be fed into the stability analysis. Most proofs of the previous local laws loosely
tollow a strategy of first reducing the problem to a smaller number of relevant variables,
such as the diagonal entries of . Instead, correlated ensembles require to carry out the
analysis genuinely on the matrix level since G is not even approximately diagonal. This
key feature distinguishes the current paper as well as [8] from all previous works, where
the Dyson equation was only a scalar equation for the trace of the resolvent or a vector
equation for its diagonal elements. Although adding a general expectation matrix A to a
Wigner matrix already induces a non-diagonal resolvent, diagonalization of A reduced the
analysis to the scalar level in [100]. A similar algebraic reduction is not possible for general
correlations even if they decay as fast as in [8]. However, in [8] every matrix quantity, such
as G or M, still had a very fast off-diagonal decay and thus it was sufficient to focus only
on matrix elements very close to the diagonal; the rest was treated as an irrelevant error. For
the slow correlation decay considered in this paper such direct perturbative treatment for
the off-diagonal elements is not possible. In fact, with our new method we can even handle
the essentially optimal integrable correlation decay on a scale v/N near the diagonal.

To obtain a probabilistic bound on D, essentially two approaches are available. When G
is approximately diagonal and when the columns of H are independent, one may use resol-
vent expansion formulas involving minors that lead to standard linear and quadratic large
deviation bounds — a natural idea that first arose in the works of Girko and Pastur [143, 89],
as well as in the works of Bai et. al., e.g. [19]. For correlated models the natural extension of
this method requires a somewhat involved successive expansion of minors; this was the main
technical tool in [8]. This approach is thus restricted to very fast correlation decay since it
is essentially a perturbation around nearly diagonal matrices. The alternative method relies
on the cumulant expansion of the form Ehf(h) = 3. (kx11/k!)) E f*), where sy, is the
k-th order cumulant of the random variable h. The power of this expansion in studying
resolvents of random matrices was first recognized in [116] and it has been revived in several
recent papers, e.g. [123, DS, 98]. It gives more flexibility than the minor expansion on two
accounts. First, it can handle the stochastic effect of individual matrix elements instead of
treating an entire column at the same time. This observation was essential in [100] to handle
deformations of Wigner matrices with an arbitrary expectation matrix. Single entry expan-
sions, as opposed to expansion by entire columns, also appeared in the proof of a version of
the fuctuation averaging theorem [83], but in this context it did not have any major advan-
tage over the row expansions. Secondly, a multivariate version of the cumulant expansion is
inherently well suited to correlated models; it automatically keeps track of the correlation
structure without artificial cut-offs and strong restrictions on the off-diagonal decay. This
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is the method we use to bound D in the current work to handle the slow correlation decay
effectively.

After presenting our main results in Section 2.2,in Section 2.3 we first give a multivariate
cumulant expansion formula with an explicit error term that is especially well suited for mean
field random matrix models. The main ingredient is a novel pre-cumulant decoupling identity,
Lemma 2.3.1. We were not able to find these formulas in the literature; related formulas,
however, have probably been known. They are reminiscent to the Wick polynomials, their
relationship is explained in Appendix 2.B. Some consequences are collected in Section 2.3.3
via a toy model. When applying it to our problem, in order to bookkeep the numerous terms,
we develop a graphical language which allows us to actually compute E |A(D)|” up to a tiny
error for arbitrary linear functionals A. The structure of D contains an essential cancellation:
the term (H — A)G is compensated by S[G|G that acts as a counter term or self~energy
renormalization in the physics terminology. Our cumulant expansion automatically exploits
this cancellation to all orders and the diagrammatic representation in Sections 2.4.1-2.4.4
conveniently visualizes this mechanism. Section 2.4 contains the main novel part of this
paper, in Section 2.5 we combine the bounds on D with the stability argument for the MDE
to prove the local law. Section 2.6 is devoted to the short proofs of bulk universality and
other natural corollaries of the local law.

Acknowledgements. T.K. gratefully acknowledges private communications with Antti Knowles
on the preliminary version of [100]. D.S. would like to thank Nikolaos Zygouras for raising
the question how our novel pre-cumulants are related to Wick polynomials.

2.2  Main results

For a Hermitian N x N random matrix H = H™) we denote its resolvent by
G(2) =GN (z) = (H - 2)7,

where the spectral parameter 2 is assumed to be in the upper half plane H. The first two mo-
ments of H determine the limiting behaviour of G(z) in the large N limit. More specifically,

let
1 1
A=EH, H=A+—W, S[V]=—=EWVW,
VN V] N

where S is a linear map on the space of N x N matrices and W is a random matrix with
zero expectation. Then the unique, deterministic solution M = M (z) to the matrix Dyson

equation (MDE)

1
14+ (z— A+ S[M])M =0 under the constraint M := 2—[M — M >0, (2.1
i
approximates the random matrix G(z) increasingly well as N tends to co. Here SM > 0
indicates that the matrix M is positive definite. The properties of (2.1) and its solution
have been comprehensively studied in [8]. In particular, it has been shown that

jifTr]W(z)—/]R ! dp(z)

r—z

is the Stieltjes transform of a measure p on R, which we call the se/f~consistent density of
states, and whose support supp p we call the self~consistent spectrum. Under an additional
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flatness Assumption (see Assumption (2.E) later) it has also been shown that 4 is absolutely
continuous with compactly supported Hélder continuous probability density
1
du(z) = p(z)dx and that p(z) = —N§ Tr M(z)
7r
is the harmonic extension of p: R — [0, 00). Moreover, (2.1) is stable with respect to small
additive perturbations and therefore it is sufficient to show that the error matrix D = D(z)

defined by

D=1+ (= A+ S[G)G = (H—A+S[G)G = 2_G+SGIG  (2)
VN
is small.

Choosing the correct norm to measure smallness of the error terms is a key technical
ingredient. Similarly to the resolvent 7, the error matrix D is very large in the usual induced
(P — (9 matrix norms, but its quadratic form (x, Dy) is under control with very high
probability for any fixed deterministic vectors x,y. Furthermore, to improve precision, we
will distinguish two different concepts of measuring the size of D. We will show that D can
be bounded in isotropic sense as | (x, Dy)| < [|x|| ||y|| /v NSz for fixed deterministic vectors
x,y as well as in an averaged sense as N~! |Tr BD| < ||B|| /NS~ for fixed deterministic
matrices B. Here ||x|,||y||,||B| denote the standard (Euclidean) vector norm ||x||? =
>, |z4|? and (matrix) operator norm || B| := Sup|x|yll<t |{X; By)|. The second step of
the proof will be to show that because D is small, and (2.1) is stable under small additive
perturbations, also G — M is small in an appropriate sense.

2.2.1 Notations and conventions

An inequality with a subscript indicates that we allow for a constant in the bound depending
only on the quantities in the subscript. For example, A(N, €) <. B(N, €) means that there
exists a constant C' = C/(e), independent of N, such that A(N,e) < C(e)B(N,¢) holds
for all N and € > 0. In many statements we will implicitly assume that IV is sufficiently
large, depending on any other parameters of the model. Moreover, we will write f ~ g if
f=0(g)and g = O(f), if it is clear from the context in which regime we claim this
comparability and how the implicit constant may depend on parameters.

An abstract index set J of size N labels the rows and columns of our matrix (generally
one can think of J = [N]:={1,..., N} but there is no need for having a (partial) order or
a notion of distance on J). The elements of .J will be denoted by letters a, b, ... and 7, j, . . .
from the beginning of the alphabet. We will use boldfaced letters x,y, u, v, ... from the
end of the alphabet to denote J-vectors with entries x = (24)qcs. We will denote the set
of ordered pairs of indices by I := J x J and will often call the elements of I /abels to avoid
confusion with other types of indices, and will denote them by Greek letters v = (a, b) € 1.
'The matrix element wgy, will thus often be denoted by w,. Summations of the form >°,
and )", are always understood to sum over alla € J and v € I.

For indices a, b € J and vectors x,y € C’ we shall use the notations

Axy = <Xa AY> > Axq = <X’ Aea) ) Agx = (eaa AX> )

where e, is the a-th standard basis vector. We will frequently write A% = e,el for the
matrix of all zeros except a one in the (a, b) entry. The normalized trace of an N x N matrix

23



2. Ranpom MaTriceEs wiTH SLow CORRELATION DEcAy

24

is denoted by (A) := N~ Tr A. Sometimes we will also use the notation (z) := 1 + |2| for
the complex number z, but this should not create confusions as it will only be used for z.
We will furthermore use the maximum norm and the normalized Hilbert-Schmidt norm

1 911/2
4l = e Aunl 1Al = [ 3 14
foran N x N matrix A.

2.2.2 Assumptions

We now formulate our main assumptions on W and A.

Assumption (2.A) (Bounded expectation). There exists some constant C' such that ||A|| < C
forall N.

Assumption (2.B) (Finite moments). For all ¢ € N there exists a constant g such that
E |wo|? < pg for all .

Next, we formulate our conditions on the correlation decay conveniently phrased in
terms of the multivariate cumulants x of random variables of { w,, | @ € I }. In Appendix 2.A
we recall the definition and some basic properties of multivariate cumulants. First we present
a simple condition in terms of a tree type p-mixing decay of the cumulants with respect to
the standard Euclidean metric on [N]2. Later, in Section 2.2.5, we formulate weaker and
more general conditions which we actually use for the proof of our results but their for-
mulation is quite involved, so for the sake of clarity we first rather state simpler but more
restrictive assumptions.

Consider J = [N], I = [N]? equipped with the standard Euclidean distance modulo
the Hermitian symmetry, i.e., for o, 3 € I we set d(c, 3) = min{|a — 3|, |a' — B[}
where o = (b,a) for @« = (a,b). This distance naturally extends to subsets of I, i.e.,
d(A,B) =min{d(a,5) |a € A,f € B} forany A, B C I.

Assumption (2.CD) (Polynomially decaying metric correlation structure). For the k = 2
point correlation we assume a decay of the type

C

[K(fL(W), fo(W))| < 1 + d(supp f1,supp fz2)

5 Ifalla M1 72l (232)

Jfor some s > 12 and all square integrable functions f1, fo on N X N matrices. For k > 3 we
assume a decay condition of the form

K(AOW). L W) <k T Ikl (2.3b)
CEE(Tmin)
where Tinin is the minimal spanning tree in the complete graph on the vertices 1, . . ., k with respect

to the edge length d({i, j}) = d(supp fi,supp f;), i.e. the tree for which the sum of the lengths
d(e) is minimal, and k({1, j}) = k(fi, f;)-

A correlation decay of type (2.3b) is typical for various statistical physics models, see,
e.g. [65]. Besides the assumptions on the decay of correlations we also impose a flatness
condition to guarantee the stability of the Dyson equation:
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Assumption (2.E) (Flatness). There exist constants 0 < ¢ < C such that
c(T) <S[T] < C(T)
Jfor any positive semi-definite matrix T

Flatness is a certain mean field condition on the random matrix W. In particular,
choosing T' to be the diagonal matrix with a single nonzero entry in the (7,7) element,
flatness implies that the variances of the matrix elements E ]wij|2 are comparable for all
i,j=1,...,N.

2.2.3 Local law

We now formulate our main theorem on the isotropic and averaged local laws. They compare

the resolvent G with the (unique) solution to the MDE in (2.1) away from the spectral edges.

To specify the range of spectral parameters z we define two spectral domains specified via

any given parameters ¢,y > 0. Outside of the self-consistent spectrum we will work on
D, == { z€eH ’ 2] < N dist(z,supp pu) > N~° }

for some arbitrary fixed Cy > 100. Under Assumption (2.E), which guarantees the existence
of a density p, we consider the spectral domains

]D)‘fY = { zeH ‘ 2] < N9, Sz > N7 p(Rz) + dist(Rz, supp ) > N~° }
that will be used away from the edges of the self-consistent spectrum.

Theorem 2.2.1 (Local law outside of the spectrum and global law). Under Assumptions (2.4),
(2.B) and (2.CD), the following statements hold: For any € > O there exists § > O such that for
all D > 0 we have the isotropic law away from the spectrum,

€

N . _
p <!<X, (G = M)y)| < x|yl OUN DZL) >1-CN7" (2.42)

Jfor all deterministic vectors X,y € CN and we have the averaged law away from the spectrum,

P(!<B<G—M>>|suBu*7f in D;i,,)zl—CN—D (2.40)
(z)° N

for all deterministic matrices B € CNXN_ 1p fact, for small e, O can be chosen such that § =
ce for some absolute constant ¢ > 0. Here G = G(z), M = M(z) and C = C(D,e) is
some constant, depending only on its arguments and the constants in Assumptions (2.4)—(2.CD).
Moreover, instead of Assumption (2.CD) it is sufficient to assume the more general Assumptions
(2.C) (or (2.C)’ for complex Hermitian matrices) and (2.D), as stated in Section 2.2.5.

If we additionally assume flatness in the form of Assumption (2.E), then we also obtain
an optimal local law away from the spectral edges, especially in the bulk,
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Theorem 2.2.2 (Local law in the bulk of the spectrum). Under Assumptions (2.4), (2.B),
(2.CD) and (2.E), the following statements hold: For any vy, € > 0 there exists 6 > 0 such that
Jorall D > 0 we have the isotropic law in the bulk,

P (\ (x.(G - M)y) S1-CND  (asa)

N€
< ||lx —— in D6>
< Ixllyl s i D2

or all deterministic vectors X,y € CN and we have the averaged law in the bulk,
&
NE _
P (IB(G - M) < |1B]l s, in D§)=1-CNP (2.5b)

for all deterministic matrices B € CN*N. In fact, § can be chosen such that § = cmin{e, v}
for some absolute constant ¢ > 0. Here C' = C(D, €,y) is some constant, depending only on its
arguments and the constants in Assumptions (2.4)—(2.E). Moreover, as in the previous theorem,
instead of Assumption (2.CD) it is sufficient to assume the more general Assumptions (2.C) (or
(2.C)’ for complex Hermitian matrices) and (2.D), as stated in Section 2.2.5.

Note that both theorems cover the regime where z is far away from the spectrum; in this
case the estimates in Theorem 2.2.1 are stronger and require less conditions. Theorem 2.2.2 is
really relevant when Rz is inside the bulk of the spectrum and 3z is very small; this is why
we called it local law in the bulk. In the literature this regime is typically characterized by
p(Rz) > § for some § > 0, but in Theorem 2.2.2 it is extended to p(Rz) > N9 for some
sufficiently small 6 > 0.

2.2.4 Delocalization, rigidity and universality

The local law is the main input for eigenvector delocalization, eigenvalue rigidity and uni-
versality, as stated below. We formulate them as corollaries since they follow from a general
theory that has been developed recently. We explain how to adapt the general arguments to
prove these corollaries in Sections 2.5.4 and 2.6.

Corollary 2.2.3 (No eigenvalues outside the support of the self-consistent density). Under
the assumptions of Theorem 2.2.1 there exists a & > 0 such that for any D > 0,

P (SpecH ¢ (~N"° N7 + supp,u) <p NP,
where supp p C R is the support of the self-consistent density of states L.
Corollary 2.2.4 (Bulk delocalization). Under the assumptions of Theorem 2.2.2 it holds for an

2 -normalized eigenvector u corresponding to a bulk eigenvalue \ of H that

NE
P (ma}(|ua| > ——, Hu = \u, p(\) > 5) <.sp N7P
ac

VN
Jforany€,0,D > 0.
Corollary 2.2.5 (Bulk rigidity). Under the assumptions of Theorem 2.2.2 the following holds. Let

M <o <A be the ordered eigenvalues of H and denote the classical position of the eigenvalue
close to energy I/ € R by

KE) = [N/E pla)dz],

— 00
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where [-| denotes the ceiling function. It then holds that

€

P <SUP{ P\k(E) - E‘ ' EeR, p(E) > 5} > ]]VV> <.sp NP
Jforany e, 6, D > 0.

For proving the bulk universality we replace the lower bound from Assumption (2.E)
by the following, stronger, assumption:

Assumption (2.F) (Fullness). There exists a constant X > 0 such that
E|Tr BW|* > A Tr B?
for any deterministic matrix B of the same symmetry class as H.

Fullness is a technical condition which ensures that the covariance matrix of W is
bounded from below by that of a full GUE or GOE matrix with variance A\. Note this
is the only condition that induces the difference between the complex Hermitian and real
symmetric symmetry classes in the following universality statement.

Corollary 2.2.6 (Bulk universality). Under the assumptions of Theorem 2.2.2 and additionally
Assumption (2.F) the following holds: Let k € N, § > 0,E € R with p(E) > 0 and let
P:RF 5 Rbea compactly supported smooth test function. Denote the k-point correlation func-
tion of the eigenvalues of H by py, and denote the corresponding k-point correlation function of the
GOE/GUE-point process by Yy, Then there exists a positive constant ¢ = c(8, k) > 0 such that

/Rk O(t) L)(lE)Pk (El + N:(E)) — Tk(t)} dt‘ <ok N,

.
‘E (N o) Paiyes — M)y

k
—Eqog/cue @ ((Npsc(o) Arny2145 — )\[N/zﬂ)j:1>

<aosk N°°

where 1 is the vector of k ones, 1 = (1, ..., 1), the expectation Eqog /GUE 15 taken with respect
to the Gaussian matrix ensemble in the same symmetry class as H, and p. denotes the semicircular
density.

Remark 2.2.7. We chose the standard Euclidean distance on J in the formulation of Assumption
(2.CD) merely for convenience. In the context of [8] a similar key assumption was formulated in
terms of a pseudometric 0 on J which has sub-P dimensional volume, i.e.,

ma}<|{b€J|5(a,b)§T}]§7P
ac

forall T > 1 and some P > 0. This pseudometric naturally extends to I as a product metric
modulo the symmetry,

92((a,b), (¢,d)) :== min{max{d(a, c), s(b,d)}, max{d(a,d),d(b,c)}}

and to any two subsets A, B of I as 62(A, B) = min{ds(c,B) | € A, B € B}. Al our
results hold in this more general setup as well if d is replaced by 6o in Assumption (2.CD) and
we require that s > 12P. We do not pursue the pseudometric formulation further in the present
work since the relaxed decay conditions formulated in Section 2.2.5 are more general as they allow for
further symmetries in the matrix, for which (2.CD) is not satisfied irrespective of the pseudometric.
A typical example for such an additional symmetry is the fourfold model (see [11]).
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2.2.5 Relaxed assumption on correlation decay

We now state the more general conditions on the correlation structure which are actually
used in the proof of Theorem 2.2.2 and its corollaries, and are implied by Assumption (2.CD).
For the more general conditions we split the correlation into two regimes. In the short range
regime we express the correlation decay as a condition on cumulants, while in the long range
regime, beyond neighbourhoods of size VN, we impose a mixing condition.

In the short range regime we assume the boundedness of certain norms on cumulants
k(at,...,ax) == K(Way,- .., W, ) of matrix entries wq, which are modifications of the
usual ¢! -summability condition

e Z |k(aq, ... )| < 0.

QT ,.een,

Cumulant norms

In order to formulate the conditions on the cumulants concisely, we from now on assume
that IV is real symmetric. We refer the reader to Appendix 2.C for the necessary modi-
fications for the complex Hermitian case. In Appendix 2.A we will recall the equivalent
analytical and combinatorial definitions of x for the reader’s convenience (see also [163]).
We note that x is invariant under any permutation of its arguments. Here we recall one
central property of cumulants (which is also proved in the appendix): If w,, . . ., wa; are
independent from waq,;, ;- . ., Wq, forsome 1 < j <k —1,then (o, ..., ax) vanishes.
Intuitively, the k-th order cumulant x(ay, . .., o) measures the part of the correlation of
Way s - - -y Way,, Which is truly of k-body type. For our results, cumulants of order four and
higher require simple /!-type bounds, while the second and third order cumulants are con-
trolled in specific, somewhat stronger norms. Finiteness of these norms imply a decay of
correlation in a certain combinatorial sense even without a distance on the index set I. The
isotropic and the averaged bound on D require slightly different norms, so we define two sets
of norms distinguished by appropriate superscripts and we also define their sums without
superscript.

We first introduce some custom notations which keep the definition of the cumulant
norms relatively compact. If, in place of an index a € J, we write a dot (-) in a scalar
quantity then we consider the quantity as a vector indexed by the coordinate at the place of
the dot. For example k(a1-, azbs) is a J-vector, the i-th entry of which is (a1, a2bs), and
|k(ai-, agbz)|| is its (Euclidean) vector norm. Similarly, ||A(x, )| refers to the operator
norm of the matrix with matrix elements A(7, j). We also define a combination of these
conventions, in particular || [|5(xx*, *-)| || will denote the operator norm || A|| of the matrix
A with matrix elements A(7,7) = [|k(xt,j-)|| = >, zer(ai,j-)||. Since ||Al| = || AY||
this does not introduce ambiguities with respect of the order of ¢, j. Notice that we use dot
(+) for the dummy variable related to the inner norm and star (x) for the outer norm.

For k-th order cumulants we set

lly, = Al + s, Mel™ = sl = max &5,  (2.6a)
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where the averaged norms are given by

Illg = G sl = N2 3 Islar,.van)l, k24,
Q.0
sl = || 2 In(ar, =1 | (2.6)
aq
+ . if (Nl + Maellae + N eallea + N eelllec)
K=Kdd+KdectKed+Eee

and the infimum is taken over all decompositions of x in four symmetric functions K44, Ked,
etc. The letters d and c refer to “direct” and “cross”, see Remark 2.2.8 below. The correspond-
ing norms are given by

Z < Z Z H(al,a2b27a3b3)|)2,

ba,az “az,bs 1

el = sl = N—IJ

2
Iillg = N1 S ( Yy rfs(albl,az,agbgn) | (260

bz,a1 “az,by 2

2
5l 40 = Nt Z ( Z Z ]/ﬂ(a1b1,a252,a3)|) .

bi,az “aiby o3

For the isotropic bound we define

lxllz =, _inf  (llxalla + llselle)

dTHRe

lIslly = sup ||l -6)[][,  [l&ll,:= sup || x(x, )],
[[x[<1 x| <1 (2.6d)

e D R IR PSS R - )

Q1,0 —2

where the inner norms in (2.6d) indicate vector norms and the outer norms operator norms,
and the infimum is taken over all decomposition of x into the sum of symmetric £ and Kg4.

is0

Remark 2.2.8. We remark that the particular form of the norms ||k|||5° and |||k ||5° on k is chosen
to conform with the Hermitian symmetry. For example, in the case of Wigner matrices we have

k(a1b1,a2b2) = da1 0206, bo + a1 bo0by a0 = Kd(a1bi, azba) + Kc(aibr, azba),  (2.7)

i.e., the cumulant naturally splits into a direct and a cross part kq and k.. In general, the splitting
K = K¢ + Kq may not be unique but for the sharpest bound we can consider the most optimal
splitting; this is reflected in the infimum in the definition of ||k ||5°. Note that in the example (2.7)
llxdllla and || kel e are bounded, but || k|| a would not be. A similar rationale stands behind the
definition of || 5" |

We also remark that only the conditions on ||k|||5" and |||k||5° use the product structure I =
J x J. All other decay conditions are inherently conditions on index pairs o € 1.

Assumption (2.C) (k—correlation decay). There exists a constant C such that for all R € N
ande > 0

llslle” < €, sl = lisll<p = max llsll <er N°
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where the norms ||-|||, and |||-|[5° on k-th order cumulants were defined in (2.6). If the matrix W
is complex Hermitian we use Assumption (2.C)), as stated in Appendix 2.C instead of Assumption

(2.C).

Furthermore, in the long range regime beyond certain neighbourhoods of size < v N
we assume a finite polynomial decay of correlations that is reminiscent of the standard p-
mixing condition in statistical physics (see, e.g. [48] for an overview of various mixing con-
ditions). We will need this decay in a certain iterated sense that we now formulate precisely.

Assumption (2.D) (Higher order correlation decay). There exists jp > 0 such that the following
holds: For every o € I and q, R € N there exists a sequence of nested sets Niy = Ny, (o) such that
acENICNyC---CNrp=NCI, ’./\/-‘ SNl/zfﬂand

S(FVRU, 1) 9 Vs, @, M) 00V U, )

q
<R N7 fllgra TT 95144
q
=1

foranyni,...,ng < R, oan1,...,0q € I and functions f,g1,...,94. We will refer to these
sets as “neighbourhoods” of o, although we do not assume any topological structure on 1. For any
N C I, here W s denotes the set of wq, indexed by o € N.

Remark 2.2.9. For the proof of Theorem 2.2.2 we need Assumptions (2.B), (2.C) and (2.D) only
for finitely many values of q, R up to some threshold, depending only on the parameters D, -y, €
in the statement and | from Assumption (2.D). This follows from the fact that the high moment
bound from Theorem 2.4.1 is only needed for a finite value of p which relates to certain threshold
on q, R.

2.2.6 Some examples

We end this section by providing examples of correlated matrix models satisfying Assump-
tions (2.C)—(2.D). Our main example is the one already advertised in Assumption (2.CD).
In Example 2.2.10 we check that Assumption (2.CD) indeed implies (2.C)—(2.D).

Example 2.2.10 (Polynomially decaying model). Recall the metric setting of Assumption (2.CD).
Simple calculations show that Assumption (2.C) is satisfied even if we only request s > 2 in

(2.3), independent of the chosen neighbourhood systems. As for Assumption (2.D), we define the

neighbourhoods Ny(a) = {8 € I | d(, B) < k NY4FY} 50 that d(Ni (), Nji1()€) =

NY/A=1 Ty ensure that

(AN @) 2 (W ()))| < ||f1”J2\f|¢|3f2|2

we thus have to choose s > 12/(1 — 4p). The tree decay structure (2.3b) then ensures that As-
sumption (2.D) is satisfied for all q.

Example 2.2.11 (Block matrix). For n, M, N € N withnM = N we set J = [N] and
consider an n X n-block matrix with identical copies of an M x M Wigner matrix in each block.

We introduce an equivalence relation on I = J X J in such a way that we first identifya ~ b € J
ifa = b(mod M), and then (a,b) ~ (c,d) € I if (a,b) = (c,d) or (a,b) = (d, ¢) according
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to the Hermitian symmetry. Then the correlation structure is such that k(av, . .., o) = O (1)
ifan, ..., ap all belong to the same equivalence class and k(o , . . ., o) = 0 otherwise. Since
every entry is correlated with at most O (n2) other entries, Assumptions (2.C), (2.D) are clearly
satisfied as long as n is bounded.

The same correlation structure is obtained if the blocks contain possibly different random matri-
ces with independent entries (respecting only the overall Hermitian symmetry, but possibly without
symmetry within each block), see e. g. the ensemble discussed in [13]. Furthermore, one may com-
bine the block matrix model with a polynomially decaying model from Example 2.2.10 to construct
yet another example for which Theorem 2.2.2 is applicable. In this general model the matrices in
each block should merely exhibit a polynomially decaying correlation instead of strictly independent
elements.

Example 2.2.12 (Correlated Gaussian matrix models). Since all higher order cumulants for
Gaussian random variables vanish, our method allows to prove the local law (and its corollaries)
for correlated Gaussian random matrix models under even weaker conditions. In fact, besides

Assumptions (2.4) and (2.E) (or (2.F) for universality) we only have to assume that
lll5” + lsll5” <e N

Jforall € > 0. In particular, this includes the polynomially decaying model from Example 2.2.10
Jfor s > 2. These statements can be directly proved by following our general proof; setting all higher
order cumulants to zero and using neighbourhoods N'(«) = I for all ov. The details are left to the
reader.

Example 2.2.13 (Fourfold symmetry). 4 Wigner matrix W with fourfold symmetry is a matrix
of independent entries W, of unit variance up fto the symmetries Wap = Whgq = W_gq _p =

W_p _q forall a,b € Z/NZ. From the explicit formula
Ii(ab, Cd) = /{d(ab, Cd) + /-@C(ab, Cd) = (5a,c5b,d + 5a,fc5b,—d) + (6a,d5b,c + 6a,—d5b,—c)7

and a similar one for the third order cumulants, Assumption (2.C) is straightforward to verify. By
choosing the neighbourhoods N () to contain the three other companions of o from the symmetry,
it is obvious that also Assumption (2.D) is fulfilled. Strictly speaking, the flatness condition (2.F) is
violated by the fourfold symmetry, but as the resulting M is diagonal, there is an easy replacement
for the flatness. For more details on the random matrix model with a fourfold symmetry we refer
the reader to [11].

A similar argument shows that Assumptions (2.C)—(2.D) are also satisfied for other symmetries
which naturally split in such a way that wqp is identified With Wy, (4), £,(b) A1d W, (b),go(a) fOT
a finite collection of functions f;, g;. The appropriate replacement for the flatness condition (2.E),
however, has to be checked on a case-by-case basis.

2.3 General multivariate cumulant expansion

The goal of this section is the derivation of a finite-order multivariate cumulant expansion
with a precise control on the approximation error.
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2.3.1 Precumulants: Definition and relation to cumulants

We begin by introducing the concept of pre-cumulants and establishing some of their im-

portant properties. For any collection of random variables X, Y7, ...,Y,, we define the
quantities
KX)=X

Ktl,...,tm (X7 Y) — Ktl,...,tm (Xa Y].v .. 7Ym)
=YLt <ty — E)Yio1 (L, 1<ty — E)Ym2...Y1(1ly,<1 —E)X

for m > 1, that depend on real parameters ¢1,...,t, € [0,1]. We will call them #ime
ordered pre-cumulants. We moreover introduce the integrated symmetrized pre-cumulants

1
KX;Y) = 3 |[] Kuvay (X3 0(Y)) dt,

O'GS‘Y| 0

where S|y is the group of permutations on a |Y'|-element set and dt = dt; . ..dt,, indi-
cates integration over [0, 1]¥]. Note that the first variable X of K (X;Y) plays a special
role. Moreover, K (X;Y') is invariant under permutations of the components of the vector
Y . These pre-cumulants are — other than the actual cumulants — random variables, but their
expectations turn out to produce the traditional cumulants, justifying their name. While
they appear to be very natural objects in the study of cumulants, we are not aware whether
the pre-cumulants K have been previously studied, and whether the result of the following
lemma is already known.

Lemma 2.3.1 (Pre-cumulant Lemma). Let X be a random variable and let Y , Z be random
vectors. Then we have

EK(X;Y)=kr(X,)Y), (2.82)

K(X;Y)=r(X,Y)+X(IIY) - Y IIY)s(X, Y \Y’), (2.8b)
Y'CY

and the pre-cumulant decoupling identity

K(X;YUZ)-r(X,YUZ)=Z)KX;Y) - &(X,Y)]

- Y @Y)WZ)R(X, (YA Y)U(Z\Z), (89
Y'CY
Z'CZ
whereY' CY indicates that Y is a sub-vector of Y (withY' =0 andY' =Y allowed) and
Y\ Y is the vector of the remaining entries. By Z "' C Z we denote all proper sub-vectors of Z,
i.e., not including Z. By 11Z we mean the product of all entries of the vector Z, while by Z JY
we mean the concatenation of the two vectors Z,Y . "Ihe order of the vector is of no importance as
K(X;Y) is symmetric with respect to the vector Y and k is overall symmetric.

We note that (2.8¢) is intentionally not symmetric in Y, Z, although an analogous for-
mula holds with Y and Z interchanged. 'The relation (2.8c) should be interpreted as a
refined version of the fact that centred precumulants factor independent random variables.
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Indeed, if Z was independent of X, Y, then the sum in (2.8¢c) would vanish by independence
properties of the cumulant and (2.8¢c) would simplify to

K(X;YUZ)—k(X,YUZ)=2Z)KX;Y)-k(X,Y)].

In our applications Z will depend only very weakly on X and Y, hence the sum in (2.8¢)
will be a small error term.

Proof. By the definition of the pre-cumulants, we have for Y = (Y7,...,Y},)

1
K(X’ Y) = Z Jj:[ Yo(m) (]ltmgtmfl - E)Ya(m—l) (]lt7,L,1§tm,2 - E) tt
0€Sm 0

X (Liy<ty — E)Yy) (14 <1 — E)X dt.

Multiplying out the brackets and pulling the characteristic functions involving the t-variables
out of the expectations, each term is a product of moments of (X, Y")-monomials. We rear-
range the sum according to the number of moments in the form that K (X;Y) = > ;% ¢,
where ¢, contains exactly b moments. These terms are given by

1
¢b = (—1)b Z Z fff ]lth"'Stjb ]ltib—lﬁ"'ﬁtjbfl e ]ltjl—lﬁ"'ﬁtl dt

1< <<jp<mo€Sm 0
X Yo’(m) e YO’(jb) (E Ya(jb—l) e Yo'(jb—l)) e (29)
X (E Yg(j2,1) . Yg(jl))(E Yg(jlfl) . Yg(l)X),

for b > 1, and the integral in (2.9) can be computed to give

; 1 1 1 1

fjj[]dt_ (m—jb+1)!(jb—jb_1)!'”(jZ_jl)!(jl_l)! N

0

V.

Here we introduced an additional variable 5 = 1 for notational convenience and follow the
convention that the last factor in (2.9) for j; = 1 reads E X. For b = 0 the analogue of
(2.9) is given by

o=

Let the summation indices 1 < j; < --- < j < m be fixed and fix a labelled partition
of [m] = mU- - -Umpq into subsets of sizes |71 | = j1—1, |m2| = ja—71, -+ |7 = Jo—Jp—1
and |mp11| = m — jp + 1. Those permutations o in (2.9) for which o([1,5; — 1]) =
m1,0([j1,2 — 1)) = 72, ..., 0([Jo=1,7b — 1]) = m and o([js, m]) = Tm+1 all produce
the same term (—1)°VIIY;,,, ... (EIIY,,)(E XI1Y;, ), where Y = (Yj, | k € ). We
note that 7 plays a special role since it is explicitly allowed to be the empty set, in which
the last factor is just X. The combinatorial factor V' is precisely cancelled by the number of

such permutations, i.e., 1/V". Thus (2.9) can be rewritten as

Z fjf Tt <<ty dt)Y1 LY. X=Y...Y, X.

UESm 0

oy = (—1)° > Y, (EIIY,,)... (ENIY,,)(E XITY;,), (2.10)

mU---Umpyq =[m]
|7;|>1 for j>2
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and therefore

K(X;Y) = i(—mb > Y, (ENY,,) ... (EXIIY;,). (2.10b)

b=0 7r1u~~-t_l7rb+1:[m]
|7|>1 for j>2

We recognize the expectation of (2.10a) as the sum over all unlabelled partitions P
(X,Y) with |P| = b+ 1 blocks, under-counting by a factor of b! as the first b factors on
the rhs. of(2.10a) after taking the expectation are interchangeable (the last factor is special
due to X'). We can thus conclude that E K(X;Y") reads

EK(X;Y)= i(—l)bb! > JIEMX,Y)a=r(X,Y), (2.11)
b=0 PH(X,Y) AEP

[Pl=b+1

where we used (2.89) in the ultimate step, an identity that is equivalent to the analytical
definition of the cumulant, see Appendix 2.A for more details. This completes the proof of
(2.82). Now (2.8b) follows from first separating b = 0 to produce the X (IIY") term and then
separating the 7,41 summation in (2.10b) so that Y7, | plays the role of Y for Y’ # (). The
sum over the remaining moments is exactly the cumulant x(X,Y \ Y”), see (2.11). Finally,
the term Y’ = () in (2.8b) cancels the first x(X,Y") term, completing the proof of (2.8b).
The identity (2.8c) follows from (2.8b) where Y plays the role of Y U Z. The Z' = Z
term is considered separately, and then the identity (2.8b) is used again, this time for X and
Y. O

2.3.2 Precumulant expansion formula

We consider a random vector w € RZ, indexed by an abstract set Z, and a sufficiently often
differentiable function f: RT — C. The goal is to derive an expansion for E w;, f (w) in the
variables indexed by a fixed subset N/ C 7 that contains a distinguished element ig € .
The expansion will be in terms of cumulants r(w;,, ..., w;,,) and expectations E 0; f of
derivatives 0; f = 0;, ...0;,, [, where we identify 9; = 0y, and @ = {i1,...,in}. To
state the expansion formula compactly we first introduce some notations and definitions.
We recall that a multiset is an unordered set with possible multiple appearances of the same
element. For a given tuple ¢ = (i1, ..., i) € N we define the multisets

w; = {wjy, ..., wi,} andthe augmented multiset w; ; == {w;, } U w;,

where we consider Ll as a disjoint union in the sense that w; ; has m + 1 elements (counting
repetitions), regardless of whether iy = i), for some k € [m]. Similarly, we write w, C w
to indicate that w, is a sub-multiset of a multiset w. As cumulants are invariant under
permutations of their entries we will write x(w) for multisets w of random variables. We will
also write ITw := [[}; w; for the product of elements of a multiset w = { wy; | j € [m] }.

Equipped with Lemma 2.3.1 we can now state and prove the version of the multivariate
cumulant expansion with a remainder that is best suitable for our application. Recall from

(2.82) that E K (w;,; w;) = k(w;,;)-
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Proposition 2.3.2 (Multivariate cumulant expansion). Lez f: RZ — C be R times differen-
tiable with bounded derivatives and let w € RE be a random vector with finite moments up to
order R. Fix a subset N' C T and an element iqg € N, then it holds that
R—1
K (W) K (wiy; w;) — w(wiyq)
Bugfw) =Y 3 [B5 8y p flieitd “fituily g )i,

m=03ieN™

(2.122)

where

1
f, 20, Z EJ:[I Ktl, AR wZO, ceey wiR) dtl e dtR_l / (Gif)(tRw’, w”) dtR,
ieNR 0 0
(2.12b)

and where form = 0 the derivative should be considered as the O-th derivative, i.e. as the function
itself. Here we introduced a decomposition w = (w',w") of all random wvariables w = wz
such that w' = wy = (w;|i € N) and w”" = wye = (w;|i € T\ N) and we write
f(w) = f(w',w"). Moreover, if E Jw; |2 < par for alli € I, then

_ 1/2
1Q(f,i0,N)| <r Mm > / E |(8;f)(trw', w")|’ ) dtg. (2.13)
ieNE
Proof. For functions f = f(w), g = g(w) a Taylor expansion yields, for any s > 0,

E g(w)f(sw',w") = (Eg)(E f(0,w")) + Cov(g, £(0,w"))
+ 3 [ Eglw)w @) w') at

ieN

and after another Taylor expansion to restore f(w’, w”) in the first term we find
Eg(w)f(sw',w") = (Eg)(E f) + Cov(g, f(0,w"))

+ 3 [ Bultic - BeI@N 0 0t G

ieEN

Here we follow the convention that if no argument is written, then E g = E g(w). Starting
with g(w) = w, the last term in (2.14) requires to compute E Ky (wj,; w;)(0; f) (tw', w")
with t = ¢1,4 = 41. So this has the structure E gf (tw’, w”) with g = K¢, and f = 0;, f
and we can use (2.14) again. Iterating this procedure with

(g(w)7 S, i’ t) = (Kt1,...,tm_1 (wloa w’i1 ceey wim_1)7 tmfla ima tm)

form =1,..., R, we arrive at

Ewiof:RZ_l Z ( fijh ) (E0;f)

m=017y,.. ,imGN

+Z 3 (ijt dt—EfffKtl,, )8f)(0w)

m=01i1,...,i;€N

+ 3 Eﬂj Koyt dty ... dtg_1 / (@f) (! ") dbg, ()

i1,...,iREN 0
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where Ky, ¢ = Ky, 4, (Wig, ..., w;, ) and dt = dt; ... dt,,. We note that (2.15) does
not include the sum over permutations, but since the summation over all 1, . . . , i, is taken
we can artificially insert the permutation as in

1
Z ¢(11772m):% Z Z ¢(ia(1)a"'via(m))'

11 4eeylim ©1yeeesim OESH

Now (2.122) follows from combining (2.15) with (2.8a). Finally, (2.13) follows directly from
a simple application of the Hoélder inequality. O

2.3.3 Toymodel

Proposition 2.3.2 will be the main ingredient for the probabilistic part of the proofs of The-
orems 2.2.1 and 2.2.2. For pedagocial reasons we first demonstrate the multiplicative can-
cellation effect of self~energy renormalization through iterated cumulant expansion in a toy
model.

Let f and w be as in Proposition 2.3.2 and let us suppose that Z is equipped with a
metric d. We furthermore assume that Ew = 0 and that the multivariate cumulants of w
follow a tree-like mixing decay structure as in Example 2.2.10, i.e.,

c(fi(w), ..., fr(w)) < I1 1

B (2.16)
{4,5}EE(Timin) 1+ d(supp fi,supp f;)

for some s > 0, where Tpyi, is the tree such that the sum of d(supp f;, supp f;) along its
edges {i,j} € E(Timin) is minimal. Fix now a finite positive integer parameter R and a
large length scale I > 0. Around every i € 7 we use the metric d to define neighbourhoods
N@G@)={jeZ|d(i,j)<IR}and Ny(i) = {jeI|d(ij)<lk},asin Assumption
(2.D). For definiteness we furthermore assume that Z has dimension two in the sense that
IN| ~ [2R? as for the standard labelling of a matrix where Z = [N]?. We now assume
that f does not depend strongly on any single w;, more specifically, for an multi-index ¢ we
assume

0 f] S INITEFEL = (i, gy, i = (2.17)

'This bound ensures that the size of the derivative in the Taylor expansion in the neighbour-
hood NV compensates for the combinatorics.

2.3.3.1 Expansion of a weakly dependent function

For this setup we want to study the size of the expression
Ew;, ... w;, f(w)

where i1, ..., i, are in general position in the sense that their A/ (ij) neighbourhoods do
not intersect. If f were constant we could use the following lemma:

Lemma 2.3.3. Assume that w has a tree-like correlation decay as in (2.16) and assume that the
random variables go(w), . . ., gp(w) have mutually l-separated supports, i.e. that

d(supp g, supp g;) 2 |
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Jorall i # j. If furthermore E g, = 0 for k = 1, ..., p, then it holds that
[Ego...gp| S 175121,

Progf. Due to a basic identity on cumulants, see (2.87), we have that

Egy...g9p = Z K(ga,) - - k(g94,),
A1U--UAL=(0,p]

where the sum goes over all partitions [0, p] and g4 = { gx | k € A }. From (2.16) it follows
that
[5(ga)] S 1750AE=D

and due to the assumption of zero mean E g, = 0 for k& € [p] we have that k(g4) = 0
whenever A = {k} for some k € [p]. It follows that the worst case is given by pair partitions
with |Ag| = 2 for all Ay, not containing 0 which completes the proof. O

From this lemma with go = 1 and g = w;, for k = 1,...,p we conclude that for
constant f we have the asymptotic bound |f Ew, ... w;,| < 1=51P/21 by the zero mean
assumption x(w;) = Ew; = 0. We now want to argue that for weakly dependent f as
in (2.17) a similar bound still holds true although f depends on all variables. Note that the
weak dependence renders the minimal spanning tree distance trivial and a direct application
of (2.16) would not give any decay. For brevity, we introduce the notations

K(i,J) = K(wi,wy),  K(i;5) = K(wi; wy),

i.e. we identify cumulants and precumulants as functions of indices rather than random
variables. We begin by expanding the first w;, to obtain from (2.12a)

N(Zl . . . . —
K ; — E K (iq;
Ewil wlpf_ Z E Zla]l (Zlajl) (217,71)

! 7|1
X Wiy - - - wipajlf + 0 (Z*QER) :

where we set Zé\[ = 3 0<m<R 2jenm and the parameter R, the maximal order of the

expansion, is omitted for brevity. The notation [,;, . means that in all expressions to the

right, the argument w is set to zero in the set NV, i.e. war = 0. This effect includes ex-
: — — | :

pectation values and cumulants. Note that |, " I Ny =0 =l v un, =00 1-¢. the effects of

multiple |~ operators accumulate. For example,

fwi,w2) | —o g(w1, w2) =0 h(wi, w2) = f(w1,w2)g(0, w2)h(0,0). (2.19)

However, the order of | _q and [, _o matters as long as there is a nontrivial function in
between, clearly

9w, w2) |y —o [ (w1, w2)]y, o M(w1, wa) = g(w,ws) f(0,w2)h(0,0),

which is different from (2.19). Finally, the error term in (2.18) was estimated using (2.13), and
by comparing the combinatorics [N | of the summation to the size of the R-th derivative,
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103, ... 05, f| < INTTUFOR We will choose R & ps/4e large, so that the error term is

negligible.
Iterating this procedure, we find
o (1 Z)) B[] | P | Kl ~ BR G~ ]
wil e UJZ — | >
g kelp]  gn kep] |.7k:| |.7k‘ “’N(z‘k):o
X 0jy ... 05,f +0O (l_5p/2) (2.20)

where H?e[p] ay, indicates that the order of the factors ay, is taken to be increasing in k, i.e.,
asaj ...ap. This is important due to the noncommutativity of the effect of the |~ operation
on subsequent factors. We now open the bracket in (2.20) and first consider the extreme
case, where we take the product all the first terms from each bracket, i.e., the product of
p factors with . In this case the summation is of order 1 as the cumulant assumption
(2.16) implies that =7k [k(4,5)| < 1 for any fixed 4y if s > 2. 'Therefore the worst
case is when the least total number of derivatives is taken, i.e., when |j;] = 1 for all [, in
which case ‘83'1 05, f1 S INV|~UF9P < =20 Now we consider the other extreme case
where all the (K — EK) = (K — k) factors are multiplied. There we a priori do not
see the smallness as the summation size |N ||j L+l | roughly cancels the derivative size

A i)

. The desired smallness thus has to come from the correlation decay
(2.16). We can, however not directly apply the tree-like decay structure since there does not
have to be a “security distance” between the supports of wj, and f. For those k with such
a security we can apply the tree-like decay immediately, and for those k where there is no
such security distance we instead use (2.8¢c) to write K — k approximately as the product
of two functions whose supports are separated by a security distance of scale [. Indeed, if
Jk is not separated from supp f at least by [, then by the pigeon hole principle of placing

less than R labels into R nested layers, it splits into two groups j ,gi) and j(o)

“outside” indices such that dist(j ,(;), J ,go)) 2 1. Now by (2.8c) we have that

of “inside” and

K (ig; i) — #(in; gi) = (TG [K (i 57) — wlin, 527)] (2.21)
- Y Y m)@n s, 0\ nl i\ n),
( >CJ<0) (Z)CJI(;)

where 117 := Ilw;. When multiplying (2.21) for all £, in the product of the second terms
we (multiplicatively) collect p decay factors [~%, resulting in [~*P. For the product of the
first terms we have to estimate a term of the type Eg1...g, f with gy being zero mean
random variables such that all factors have mutually [-separated support. Here we set g, :=

K(ngg)) - Ii(ik,j](:)) and absorbed the Hj,(:) factors into f. It follows that
Egr.. ‘gpﬂ S lis(p/ﬂy

from Lemma 2.3.3. In this argument we only considered the two extreme cases when we
opened the bracket in (2.20) and even in the product II(K — k), after using (2.21) for each
factor we only considered the two extreme cases. There are many mixed terms in both steps
but they can be estimated similarly and altogether we have

’E Wiy -+ wipf‘ S, [—2p 4 l—sp/2’

i.e. a power law decay whose exponent is proportional to the number of factors.
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2.3.3.2 Expansion of a product of weakly dependent functions and self-energy
renormalization

Now we generalize the expansion from Section 2.3.3.1 and consider another simple exam-
ple: the iterated expansion of multipole weakly dependent functions. In particular, we will
introduce the concept of self-energy renormalization.

Let f1,..., fp be some functions of w which also depend weakly on each single w; in
such a way that [0; f| < |/\/’\_(1+6)|]‘, and let iy, ..., be in general position as in the
previous example. We want to study

E H wikfku
ke(p]
which, by (2.20) with f replaced by [] fx, can be expanded to
N (ir) -

EJwni-T1(X ¥ )EIl

kelp] k€]~ dr (5L)iep =ik kelp]

[m(r;f,'g'w | K(ido) E (ix:.3v) ] T (05 f) + 0 (177,
Ikl Ikl W (i) =0 | nelp)

Here the second sum is the sum over all partitions j LI - - - U Jt = ji of the multi-index
Jk, the multi-index j" is given by the disjoint union 5" = j{' Ll --- U 5}, and we choose
R =~ ps/4e, as in the previous example (recall that R is the maximal order of expansion,
ie. |jx| < R). Thus j}! encodes those derivatives hitting f,, which originate from the
expansion according to wj;, . By expanding the product we can rewrite this expression as

Ellwsi- ¥ BI[[Y ML) 5

|
ke[p] LiULa=[p] k€Li - jk 9| (G nep =ik

K (ig; i) — E K (iy; jr.)
<TI0 [ 2

|

|
kela = ji 3] WA (i) =0 (37 ) nefp) =ik
x I1 @jnfn) +0O (l_SW) :
né€(p)
It turns out that in many relevant cases, in particular after the summation over i1, .. ., i,

the leading contribution comes from those k € L; for which |jx| = 1 and ‘ ],{j’ = 1.To

counteract these leading terms we subtract this contribution from each factor w;, f and
instead compute

E H (Wi fre — Z k(1K 5)0; fr)

ke(p] JEN (ix)

A ik, Jk)
> EH[Z’. > t(lsk] = 0if i = 1) (222
LiULe=[p] k€L1 -~ jk 7! (G ) nep =ik

N K (i EK(ir; 1) |~
XH{Z (ik; Jr) — B K (iy; Jk)

|
kel I ‘Jk|

3 ] [T @50 f) + O (17972) .

wN(ik)ZO (]Z)ne[p]zjk ne[p]
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We note that this substraction or se/f~energy renormalization does not aftect the power count-
ing bound of I~ 2P+-1~*P/2 because it does not change the order of the terms but only excludes
certain allocations of derivatives. However, beyond power counting, this exclusion can still
reduce the effective size of the term considerably, see Section 2.4 where f is the resolvent of
a random matrix.

2.4 Bound on the error matrix D through a multivariate
cumulant expansion

In this section we prove an isotropic and averaged bound on the error matrix D defined
in (2.2), in the form of high-moment estimates using the multivariate cumulant expansion.
To formalize the bounds, we define the high-moment norms for random variables X and
random matrices A by

)

1/p
X[, = (EIX[")/?, [|A],= sup |[(x,Ay)|,=| sup E|<x,Ay>|”}
Il llyll<1 (Il Iyl <1

where the supremum is taken over deterministic vectors x,y.

Theorem 2.4.1 (Bound on the Error). Under Assumptions (2.A), (2.B) and (2.D), there exist a
constant Cy, such that for anyp > 1,€ > 0, z with Iz > N-LBeCV*N andx,y € CN it
holds that

ol < (sl + sl e (o239

Cxp

(1 @en,) " (1 L)
K02 <y 1 s+ e e i)

Cx

(e el,) (1 20

where ¢ = Cyp* /e, R = 4p/u, and for convenience we separately defined

sl = il ()

iso

Remark 2.4.2. We remark that the size of S can be effectively controlled by |||k|||5°, justifying the
definition of |||S|||. T see this we note that due to

— Z k(aq, ag) ATV A*?

0417042

an arbitrary partition of k = K.+ kKq naturally induces a partition S = S.+8y. Furthermore, it
is easy to see that || Sc[VT ||, < kel [Vllg, 1Moy and | SalVITl, < llsallq 1V ll2p 1T Mlp
c.f Lemma 2.D.2, thus

ISIVIT, < Ml 11V [lop 1T 11, -
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Here we recall that the double-index « stands for a pair & = (a, b) of single indices,
and that the matrix A® is a matrix of 0’s except for a 1 in the (a, b)-entry.

Remark 2.4.3. We point out an additional feature of the estimates (2.23a)—(2.23b): they not only
provide the optimal power of || SG ||, /(NSz), but the power of ||G|| , without an extra smallness
Sactor N™H, is independent of p. This will be essential in the second part of the proof of the local
law, see (2.76) later.

'The main tool for proving Theorem 2.4.1 is the multivariate cumulant expansion from
Proposition 2.3.2. To connect to the toy model considered in Section 2.3.3, we note that the
self-energy renormalization of N~'/2W @ is —S[G]G, up to an irrelevant contribution from
indices j ¢ N (ix) in (2.22). In this sense the error term D = N~1/2W G + S[G]G is the
difference of N~ 1/2W G and its self-energy renormalization. As already noted in the context
of the toy model we recall that this substraction does not change the power counting of the
resulting terms. It does, however, exclude certain allocations of derivatives which in the case
of N~1/2WW G means that the main contributions coming from the diagonal elements of the
form G, are absent. Off-diagonal elements G are smaller on average, in fact the main
gain comes from the key formula about resolvents of Hermitian matrices

X iCal = “G””

where 7 = Jz. This identity follows directly from the spectral theorem. In the physics
literature it is often called Ward identity and we will refer to it with this name. Notice thata
sum of order N is reduced to a 1/n factor, so the Ward identity effectively gains a factor of
1/(Nn) over the naive power counting. However, this effect is available only if off-diagonal
elements of the resolvent are summed up, the same reduction would not take place in the
sum Y, |Gya|? which remains of order N. So the precise index structure is important. The
next calculation shows this effect in the simplest case.

Exemplary gain through self-energy renormalization
We now give a short calculation to demonstrate the role of self-energy renormalization term

S[G]G while computing E <D)2. Notice that

< Z Z Lab Gba [G]G)aa]

(2.25)
1 . b, cd
- xS on - S e

a,b c,d

is the sum of terms of the form w; f plus their self-energy renormalization

—-N7! Z k(ab, cd)0eqGha
c,d

where i = (a,b) and f = Gg. We note that (2.25) is the direct analogue of the self-
energy renormalization in the toy-model discussed in Section 2.3.3, see (2.22). In (2.25) we
expanded S[V] =3, 3 N “1k(a, B)AV AP and used the fact that the resolvent derivative
reads A,G = —GAG. Thus one should think of S[G|G as being the matrix self-energy
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renormalization of N™1/2W@G. To present this example in the simplest form, we assume
that W is a Gaussian random matrix which automatically makes all higher order cumulants

vanish. We find

E (D) =N > k(ai, 1) E (A" G) (A"G)
041,51
+ N2 ko, B1) Y K(ag, B2) E(AMGAPG) (A GAPG)
a1,B1 az2,B2

the first term of which can be further bounded by

N— Z ‘ (a1, B1) (A G) <A’81G ‘ H|’€H‘2 Z’ AaG

a,B1

HIRH\Q Z!Ga\ IHHH\< (8G).

n

For the second term we instead compute

Yy [rlan A)saz, ) (A“lGABQGMA‘”GABl@’

2
ai,B1 az,B2 N
(H"‘{m Z | AagGAa1G>|
01,0
(n|“>2 w2 (3G)?
e D N N (=
a1,b1,a2,b2 "

and we conclude that

K K[| (SG)\ 2
E (D) < —N2 [H [ 77< G) <H| ”|277< >> ]7

which is small if > 1/N. Without self-energy renormalization, however, i.e. for

E(N~2wa)’
we, for example, also encounter a term of the type

N723" ka1, B1) Y w(az, B2) E(AMGAPG) (A2GARG),

a1,B1 az,f2

which is of order 1 because it lacks the gain from the Ward identity.

2.4.1 Computation of high moments of D through cancellation identities

Before going into the proof of Theorem 2.4.1, we sketch the strategy. For arbitrary linear (or
conjugate linear in the sense that A(\-) = XA(-) for A € C) functionals A, ... A%) we

derive an explicit expansion for

EAY(D)...A® (D) (2.26)
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in terms of joint cumulants k (a1, . . ., ay;) of the entries of W and expectations of products
of factors of the form

AAMGAMG ... GAYG).

In other words, we express (2.26) solely in terms of matrix elements of G, which allows
for a very systematic estimate. For the main part of the expansion we will then specialize
to A¥)(D) = (BD), A¥)(D) = (x, Dy) or their complex conjugates, and develop a
graphical representation of the expansion. In this framework both the averaged and the
isotropic bound on D reduce to a sophisticated power counting argument which — with the
help of Ward estimates — directly gives the desired size of the averaged and isotropic error.

Equipped with the cumulant expansion from Proposition 2.3.2, we now aim at express-
ing EAM(D) ... A®)(D) for linear and conjugate linear functions A7), purely in terms of
the expectation of products of G’s in the form

AAMG ... A**G) if Ais i
Ry = —(—Df 472 JAC () AR Tner (2.27)
A(AMG...A%G) if A is conjugate linear
for double indices oy, . .., € I = J x J,where we recall that for « = (a, b) the transpose

a! denotes ! = (b, a). The sign choice will make the subsequent expansion sign-free. The
reason for the N —F/2 pre-factor is that the Ay, . o, terms appear through % derivatives
of G’s each of which carries a N~'/2 from the scaling H = A + N~'/2W. Since the
derivatives of G naturally come with many permutations from the Leibniz rule, we will also
use the notations

A{O‘I»n-:am} = Z Aao'(l)v"'7ao'(m)’ Aaa{aly-~~7am} = Z Aazaa(l)v"'vaa(m)’

gESm 0ESH (2 28)
Ao = Aaaus\fa}
aca
for multisets {1, ..., n}, @, f. We will follow the convention that underlined Greek

letters denote multisets of labels from I, while non-underlined Greek letters still denote
single labels from I. By convention we set Ay = Ay g = 0. The last two definitions in
(2.28) reflect the fact that the first index of A will often play a special role since derivatives
of Ay, ... o, will all keep vy as their first index. With these notations, we note that

Ao =—1(la] > OMGT0G),  Aap=0sha

hold for arbitrary multisets o, where |a| denotes the number of elements (counting multi-
plicity) in the multiset.

Expansion of a single factor of D

We now use Proposition 2.3.2 to compute E A(D)f for any random variable f (later f
will be the product of the other A’s). In the remainder of Section 2.4 the neighbourhoods
N = N(«) are those from Assumption (2.D). The analogue of the length scale [ from
Section 2.3.3 is thus N1/4=#/2 while the parameter R is still a large integer, depending only
on p and . We expand

EA(D)f = E \/1N S waA(AG)f + EASIGIG)f =B Y walaf + EA(S[GIG) S
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and from (2.12a) we obtain

k(o ﬁ) K(a; ) — k(a, B)
Dy=Y ¥ ¥ Bt T L
a 0<m<R BeEN™ Wx=0
+EA(8[G]G)f+ZQ(Aaf,a,N). (2.29)
Here we follow the convention that 3 is the tuple with elements (31, . .., f5) and 3 is the
multiset obtained from the entries 5 = {1, ..., B}, and we recall that for 7 = I we de-
note K(Wey , - - -, Way, ) and K (W, ; Way, - - - Wa,, ) by k(e ..., ax) and K (a5 ag, . .., ag)

(in contrast to the general setting of Section 2.3 where k was viewed as a function of the
random variables). For m = 0 the first term in the first bracket of (2.29) vanishes due to
k(o) = Ew, = 0; for m = 1 its contribution is given by
Z ’i(aaﬁ)aﬁ(Aaf) = Z H(Oé,,@)[\aﬁf + Z "Q(O%B)Aaaﬁfa
acl,feN acl,feN a€l,BEN
where we observe that the first term almost cancels the
EASGIG)f == ) ke, B)Aasf
a,Bel

term except for the small contribution from 5 & N. We thus rewrite (2.29) in the form

D)f =E Z ko, B)AaOp f (2.30a)
acl,BeEN
K(a; B) — B
+EZ Z Z { l|5)]lm>2+ (o /B)m‘ e 6)‘ }8/3(Aaf)
a€l m<R BeEN™ ’ Wx=0
+E<—Z Ko, B)+ Y & ) a5f+ZQ (Aaf,, N).
a,Bel acl,BeEN

In the above derivation of (2.30) we used directly that A is linear. In the case of conjugate
linear we replace A(D) by A(D*) which is linear again. This replacement is remedied by
the fact that in the definition of Ay, ., in (2.27) we consider transposed double indices.
More generally, following the same computation, we have

EAO,D)f =EAf+E Z k(a, B)Aay0pf (2.30b)
acl 56]\/

K(a;B) — k(a,B)|™
T P ol LT M. T B Y.l P

' ‘
acl m<R BeN™ m: Wxr=0

+E<— S w(ef) - Y K(a,ﬁ)>Aa7{BMf+ZQ(AQ,7f,a,N).

a:ﬁel QEI,ﬁGN

We think of the first two terms and the first term of the square bracket in the third term
(2.30b) as the leading order terms. The second summand in the third term will be small
due to the structure of the pre-cumulants and the fact that the subsequent function OA f
has the N-randomness removed. The fourth term is small because the two sums in the
parenthesis almost cancel; and finally the fifth term will be small by choosing R sufficiently
large. We call (2.30) (approximate) cancellation identities as they exhibit the cancellation of
second order statistics due to the definition of S and D.
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Iterated expansion of multiple factors of D

We now use (2.30b) repeatedly to compute E [];cp AP (D). As a first step we expand the
D in the A factor, for which the special case (2.30a) is sufficient and we find

EAVD) [[A® D) =Y Q(AQR 1A% (D), al,N(a1)>

k>2 arel k>2
+E > kla,B1)AY 0 ( 1T A<k>(D)>
ar1€l k>2
B1eEN (1)
+E ( — Y Kl B)+ Y H(a1,51)>ASI),ﬁl [TA®(D)
a1,p1el ar1€l k>2
B1EN (a1)

+EY Y Y [W1m22+ff(a1;51)7; w(an, B,

a1€l m<R Br1eN (a1)™

) ]
Wi (a)=0

x 9y (Ag} I1 A(k)(D)>. (230

k>2

We now distribute the 3 -derivatives in the last term among the AE}R and A¥)(D) factors
according to the Leibniz rule. We handle the 0p, derivative in the second term similarly
but observe that this is slightly different in the sense that the g, derivative does not hit
the A((xll) factor. In other words, terms involving second order cumulants (m = 1) come
with the restriction that g, AS} derivative is absent. This is precisely the effect we already
encountered in Section 2.3.3; the self-energy normalization does not cancel all second order
terms, it merely puts a restriction on the index-allocations in such a way that gains through
Ward estimates are guaranteed in all remaining terms. In order to write (2.31) more concisely
we introduce the notations

& Ko, B)

=X X Y it X i(gl=oiigl=1).
ag,B a el 1§m<Rﬁl€N(al)m ’ ézlu'—’éf:él

- K(ay; B)) — w(u, B))

=2 X X > ml > (2.32)

a,B o€l 0<m<R BieN (o)™ gllu...uég’:él

S o=[- X mslansh+ X X s,
al?ﬁll Oélvﬁllel Oélel ﬁlleN(Oél)
where kg(a, ..., ax) == K(Way, - - . , Wa, ) and where W = (Wa)aer is an identical copy

of W. The reason for introducing this identical copy will become apparent in the next step.
We furthermore follow the convention that ﬁf =0if ﬁf does not appear in the summation

(which is the case forall k # [ in Zi 5 in (2.33)). Using these notations we can write (2.31)
Py
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as

E[] A®(D) =

ke(p]

~(1) e #
E(Z—FZ’ +z>MIHA< 0,00) + 9,

a1,B1  a1,B1 'Wa(a)=0 a1,Bl

(2.33)

where the error term € collects all other terms and is defined in (2.34) below. We point out
that the notations introduced in (2.32) implicitly depend on the parameter R determining
the order of expansion.

Estimate of error term 2

It remains to estimate the error term €2 which is bounded by

2= Y oAl [TA®(D). a1, N a) ) (230

ar€l k>2

@ 3 [l maem)

ai,BreN (a1)B k>2 Wi

2

for some ¢t € [0,1], where W, = I//I\/t(al) = tWxr(a1) + War(ay)e» Where we recall the
definition of Q(A, v, f) in (2.122) and its bound in (2.13). To further estimate this expression,
we first distribute the dg derivative to the p factors involving AW AP following the
Leibniz rule, and then separate those factors by a simple application of Holder inequality
into p factors of [|||5, norms. Each of these factors can be written as a sum of terms of
the type [[A®(0,G1, )l or AN (0, D[, ),
then estimate these norms using [|[A(R)]|, < [|A] [ 2], and

for some derivative operator 0. We can

10,613, ll, + 19Dl I, <py N™2A+NSINA + (2 [Gllegy) 2 (239)

where the second inequality follows from Lemma 2.D.3, and we note that Cp|y| < CRp?.
We now count the total number of derivatives: There are R + 1 derivatives from |3 ,|'and
o, each providing a factor of N —1/2_ Tt remains to account for the o, B1-sums which is
at most of size Y-, [NV (1) 1f < N2tR/2-1R We now choose R large enough so that

N27(R+1)/2+R/27,U,R < pr

which is satisfied if we choose R > 3p/ . Combining these rough bounds we have shown
that, up to irrelevant combinatorial factors,

Cp/up

ﬂspw-p[ﬁw)r@(1+msw)p(1+<z>\Gucpw) S (236)
k=1

Main expansion formula for multiple factors of D

Formula (2.33) with the bound (2.36) on the error term is the first step where the cumu-
lant expansion was used in the A(1)(D) factor. Now we iterate this procedure for the
A®(D),A®)(D),... inductively. We arrive at the following proposition modulo the claimed
bound on the overall error which we will prove after an extensive explanation.
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Proposition 2.4.4. Let AV AP pe linear (or conjugate linear) functionals and let p € N
be given. Then we have

Bl A (2.37)
ke(p)]
N X |7 # At(xk)u gk ifzak
+E ] 1+Z+Z I ™
le[p] B B Wyap=0 a8l) kel | P, 88, 8F else,

where “if Y, means cases where after multiplying out the first product [|; the summation over
the index ovy, is performed. Under Assumptions (2.4), (2.B) and (2.D), the error term Q is bounded

by

91 <y N[ TTIAP I+ s (14 @ 10, ) ™ (14 20 ”) a9

k=1

if we choose R = 4p / 1 to be order of expansion in the summations, see (2.32). Furthermore, we set
q = Cp® | for some constant C, and | A®)|| denotes the operator norm of the linear functional
A®),

For (2.37) we recall the convention that @f = () whenever ﬁf is not summed, i.e., for the

contribution from the 1 in the [-th factor, or the contribution from .7 in the I-th factor
for k # 1. Moreover, we remind the reader that the custom notation ‘7[//\/:0 was introduced

right after (2.20). We also note that the terms with a 1 from the first factor vanish as they
(1)

contain A
0,Ur>1

g 0. Moreover, we can now explain why we introduced the identical copy

W of W in the definition of ks in (2.32). The cumulants in the representation of the term
S[GIG = =32, ger ks(@, B)Aq g should not be affected by the restriction imposed by the
operation [, ._o. Changing W to W within the definition of kg protects it from the action
of |y, —o that turns all subsequent W variables zero. This non-restriction of the particular
sum is formally achieved by writing S in terms of ks instead of «. This is only a notational
pedantry, in the next step where we multiply (2.37) out, it will disappear. We remark that
because of the effect of |} - —o the order in which the product in (36) is performed matters.
It starts with [ = 1 and ends with [ = p

We point out that the estimate (2.38) not only provides the necessary N 7 factor, but
it also involves at most O(p) power of ||G||, without an extra smallness factor N, see
Remark 2.4.3. While from the perspective of an N-power counting, any factor ||G]|, is
neutral, of order one, we need to track that its power is not too big. Factors of [|G||, that
come with a factor N™# can be handled much easier and are not subject to the restriction
of their power.

Reformulation of the main expansion formula

We now derive an alternative, less compact formula (2.39) for (2.37) which avoids the provi-
sional ’H notation. By expanding the first product in (2.37) we can rearrange (2.37) according
to partitions [p] = Ly U- - - U Ly, where L; contains those indices [ for which the [-th factor
in the product contributes with its i-th term. In particular L := LoU L3I Ly C [p] contains
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those indices [, for which «y, 3; are summed. We shall use the nomenclature that labels o

and the elements of 3, are #ype-l labels. These labels have been generated in the I-th appli-
cation of the cancellation identities (2.30). The partition gll L. U By = B, encodes how
these labels have been distributed among the p factors via the Leibniz rule. Thus labels ﬁf

have been generated on A(¥) at the I-th application of (2.30). Thus L encodes the types of
labels present in the different parts of the expansion. To specify the number of type—/ labels
we introduce the notations

Ml = |él|’ Mlk = |éf|

Thus the number of labels of #ype I is M; + 1 and the number of type I-labels in A is
Mlk + 6. We observe that in all non-zero terms of (2.37) the labels oy, 3 . forl € L are

distributed to the AV, ..., A®) in such a way that
(a) there are p factors A ... AP
(b) every A(%) carries at least one label (that is for all k, >, (MF + 61) > 1),

(c) foreveryl € L, there exist at least two and at most R — 1 #ype-[ labels (that is for all
l € L, M, > 1),for I € Ly there exist exactly two #ype-l labels in such a way that
M, = M} =1,

(d) if for some [ € Lo there are exactly two #ype-1 labels, then these two labels must occur
in distinct A’s (that is,if | € Lo and M; = 1, then Mll =0).

(e) foreveryl € L, the first index of AW s .

We now reformulate (2.37) in such a way that we first sum up over the partitions L; LI Ly L
L3 U Ly = [p], the collection of multiplicities M = (M} | I € L,k € [p]) and the
permutations of indices, and only then perform the actual summation over the labels from
I. As the first three sums carry no N, they are irrelevant for the N-power counting. From

(2.37) we find

~(L) ~(M) (M)
K ; - )
E[[A"D)= ¥ Yau Y | 3 (v ﬂz’)B |'H(az Bi) ™
ke[p] || Li=[p] M o leLs al,ﬁlgj\ff; g
+ Op,u(N_p% (2.39)

where

Mol (-2 + Xy ey

|l€Ls aBiel  mel\NF BlEN (ar) W]

Mo S MenBY T a® T A%
T 18! a0k (BF) o, (B%) ’
keL kgL

€L oy BN ! Wi, =0

and where E;/[(L) is the sum over all arrays M fulfilling (a)—(e) above and Cj; are purely
combinatorial constants bounded by a function of p, R; Cy < C(p, R), in which we also
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absorbed the (—1)’s from the L, terms. Moreover, Z;(M ) is the sum over all permutations
O1,..., 0p in the permutation groups Sy1, ..., Sy (where MFE = Yler Mlk) such that
for k ¢ L the first element of o4 (%) is from ( BF | 1 € L N [k]). Furthermore, for any

N C I we set
(M.1)

> =2 11 X
a,B1gN o e\N kelp] ﬂl’“e(/\/’(al)\/\f)Mlk
Finally, we introduced the notations N = Ujs ez, N (ar), and Nz, = Uger, N (ag).
Here the Blk are actual (ordered) tuples and not multisets, which is why we denote them by
boldfaced Greek letters to avoid possible confusion with the previously used @f .In(2.39) we
furthermore used the short-hand notation 8% = (B f)le 1, for the tuple (ordered according to
the natural order on L C [p] C N) of Bf We note that the artificial ks from (2.37) has been
removed in (2.39) since we “pushed” the |7 -operator all the way to the end. In the following
we will establish bounds on (2.39) for fixed L and M and fixed permutations o1, ..., 0p.
Since the number of possible choices for M, L and permutations is finite, depending on

R and p only, this will be sufficient for bounding E ] A®)(D). We also stress that the
(multi)labels BF themselves are not important, but only their type .

Proof of the error bound in Proposition 2.4.4

We now turn to the proof of the claimed error bound (2.38). So far this was only done for
the error from the first cumulant expansion in (2.36).

Proof of the error bound in Proposition 2.4.4. 'The error Q2 in (2.37) is a sum over p terms, where
the j-th term is the error from the expansion of AU)(D). Recalling the definition of
Q(f,i,N) from (2.12b), this j-th expansion error is given by

% —

~(1) # P
H(1+Z+Z +Z)HAk,Oéj,N<Oéj) N

Qj

I<j a,Br LB War(ay)=0 a,Bl7 k=1
where A . . |
i e B itk =jor(k<jXa.)
Aj = { AW @, gD k>
AR else,

|_|l<k gf’l—lbk éf

and where “if (k < j, 3", )" means “if k < j and ay, is summed”. This j-th error (2; can be
estimated through (2.13) and Assumption (2.B) by the sum of

1 yns]s s

leLaUL3 ay,B leLa oy, plerd @ BieN (ay)k
(k) (k) k
X ( H Aak,o—k(ﬂk)) ( H Acrk(ﬂk)) ( HAA( )(80k(ﬂk)D)’ ,\) ) (2'40)
kEL kE[/\L k> w/ Il

over partitions L = Lo Ul Lz U Ly C [j — 1], arrays M fulfilling (a)—(e) above and partitions
ok. In all terms W is a modification of W which differs from W in at most C'v/N entries.
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'The previously studied error from (2.34) for example corresponds to j = 1, Ly = L3 =
Ly = (). The combinatorics of all these summations are independent of N, hence can be
neglected. So we can focus on a single term of the form (2.40). The norm in (2.40) will first
be estimated by Holder and then by (2.35) to reduce it to many factor of ||G[|,. We now

have to count the size of the sums, the number of N ~1/2 factors from the derivatives, and
the number of |G| s we collect in the bound. We start with the sums which are at most of
size

N2|L2|JL3‘ (Nl/Q—M)MLQuLS (N2 . N2)|L4|N2(N1/2—M)R

_ N2L2ULs|+(Mpyn,+R)(1/2—p)+4| La|+2 (2.41)

Here the first factor comes from the «; summations for [ € Lo LI Lg, while the second term
comes from the corresponding (3; summations. The third factor comes from the ay, ﬂll—
summations for [ € Ly, and finally the fifth and sixth factor correspond to the a; and
B; summations. Next, we count the total number of derivatives. Every index oy and /Bl’“
accounts for a derivative, and each derivative contributes a factor of N~1/2. So we have

(N Y2 E2bLs |+ Mppung 2| Lal+(RHL) o N=IL2ULs|/2=Mryung /2= 1Lal=(RAD/2 (5 49)

so that altogether from (2.41) and (2.42) we have an N-power of
N3/2(‘L2L|L3‘+1)+3|L4|7R,LLN*}LML2|JL3 < N PN #Mryurs

It remains to count the number of ||G|| o g2 = [|G||, coming from the application of (2.35),

which in total provides

> (+1B+5)+ > (18*+5)+ > (18" +5)

kel ke[f)\L k>
=5p+|LoU L3|+ Mp,uns +2|Lal + R+1<Cp/u+ Mr,L,

factors of [|G|| . 'The claim (2.38) now follows from the trivial estimate M, i, < Rp <
Cp*/pu. O

Subsequently we establish a bound on the rhs. of (2.39), by first estimating it in terms
of || M'[, then estimating || M'[|,, in terms of || M]|, and finally bounding the leading
contribution M. We consider the first two steps in this procedure as errors stemming from
the neighbourhood structure of the expansion, while the third step is concerned with the
leading order contribution from the expansions. In Section 2.4.2 we consider the errors
stemming from the neighbourhood structure, while in Sections 2.4.3 and 2.4.4 we derive
bounds on [ M|, for the averaged and isotropic case, separately. For simplicity we first
carry out the technically most involved argument from Sections 2.4.3—2.4.4 in the extreme
case Ly = Ly = () where the neighbourhood errors are absent. Finally, we explain the
necessary modifications for the general case in Section 2.4.5.
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supp M’

Ny 11(2)
NR(OZQ)

Noiv1(aa)

NR(Oél)

F1Gure 2.1: Illustration for the bound on £ in (2.43). Gray dots e denote the 1, 52 labels.
Since there are |3;| < R labels and R rings, there is always one empty ring by the pigeon-
hole principle.

2.4.2 Bound on neighbourhood errors

We start with the bound on the L3-factors in (2.39). Neglecting the irrelevant combinatorial
factors |3;|! and the summations over L;, M and o, we have to estimate

- (M7l) -
&= H 5(C¥L3, BL&)
LleLs al:ﬂlg/\/f;‘
) WD - (2.43)
= | 11 EM' [] [K(ou;B1) — k(. Br)]-
LieLs alvﬁl¢N§3l _ leLs

By the pigeon hole-principle we find that for every [ € L3 and any assignment of oy, 3;
there exist some n; < R such that we have a partition 3, = él(l) ] gl(o) into inside and outside
elements with ﬁl(z) C Ny, (o) and ﬁl(o) C Npy+1(ay)€ since |§l| = M; < R (see rule (c)).
We recall the nested structure of the neighbourhoods as stated in Assumption (2.D), and
provide an illustration of the “security layers”in Figure 2.1. According to (2.8¢) we can then
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write (L collects those indices where we took the middle term of (2.8¢) in the [ factor)

Elory, Bry) = 3 <—1>‘Lf4‘H[ S Y wlan B0\, B\

L3=L4ULY leLy (i) B(i) (O)CB(O)

xEf ] K — r(a, B,

leLy
where
f=m ] @g?) 1 ") )
leLf leLy
is a random variable supported in (e, No+1(aq)¢, i.e., well separated from the variables

K(ay; ﬁl(z)) for I € Lf. It remains to estimate a quantity of the type E fg; ... gk, where
f,a1, ..., gk are random variables whose supports are pairwise separated by “security layers”
and where each g; is of the form K — x with E g; = 0. Here k¥ = |L%| and from Lemma
2.3.3 and Assumption (2.D) it follows that E fg1 ... gx <g [[fllj;1 N~ 3[k/2] According

to Lemma 2.A.1 the k(ay, él(l) \ll(i) , gl(o) \11(0)) factors are also at least N =3 small and we
can conclude that

|E(ars, Bry)| <p,r N3[1Ls]/2] HM'HP. (2.44)

Next, we use the triangle inequality to pull the Ly summation out of || M'[|,, to achieve
a bound in terms of | M| ,. We have

\(— Sy oy )ml,ﬁn

anBlel  ael\NF! BleN (a)\WF]

g( Y OY LYY 4y z)waal,ﬁm

a€N\NFI BIENT,  ar€D\NF[ BIENN(en) e Biel

(Y Y+¥ ¥ iy ¥

BlENT meN () BleNT e el\W(8) el slel\W ()

LD DD DD DR )\n(az,ﬁbrgczv,

N BIEN () areN] BeN\N (au)

where we estimated the first and the fourth term with two small summations purely by
size (CN'/?271)2 < CN and the other terms using the fact that |x(a, 8)] < N2 for
S € I\ N (o). Summarizing, we thus have that

BI[AM (D) ‘ <WN—P
NlLal -~ [

+ ZN3[|L3|/2] >
LI Zi=[p] 7

and it only remains to estimate the leading order term M, as defined in (2.39). This has
to be done separately for averaged and isotropic bound and should be considered as the

11 Z HHmaX]HM\pa (2.45)

l€L3 o, ﬂz€N<l leL, Bl
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main part of the proof. To simplify notations we will first prove the bound on M for the
case that Ly = Ly = () and N(a) = I. In particular Ly = () implies that N7, =
and therefore in the next two Sections 2.4.3 and 2.4.4 we now aim at deriving a bound on

[M((A®) ep)s L, M, 0) |,,» where

DN |y S A, 8) *)
M((A )ke[p}aL’MaU) = HZ |;Bl" H ak’ak (B*) HA (B*) |

leL ap,B; keL k‘gL
(M,1)

Z = Z H Z : (2.46)

a,B a el kE[p] ,BZkGIMlk

The definition of M in (2.46) agrees with the one in (2.39) in the special case L3 = Ly = (),
except for a tiny contribution from 8; ¢ N(«;). The reason for extending the sum here to
the whole index set is twofold: First, we do not have to keep track of the summation ranges
of individual indices, and, second, we demonstrate that for the main terms separating the
contribution outside of the neighbourhoods N is not necessary, all estimates on M would
also hold for the unrestricted sum. In particular, the neighbourhood decay condition is
not necessary for the main terms, they are used only for bounding M’ in terms of M in
Section 2.4.2. This fact was already advertised in Example 2.2.12 where we claimed that in
the Gaussian case we can considerably relax our decay conditions. Later, in Section 2.4.5 we
will explain how to elevate the proof for the special case Ly = L4 = ) with extended index
sets to the general case.

2.4.3 Averaged bound on D

To treat (2.46) systematically, we introduce a graphical representation for any M, L and
permutations o in (2.46). For the averaged local law we need averaged estimates on D, so
we set

AM(D) = (BD) or  AW(D):=(BD),

where B is a generic norm-bounded matrix, ||B|| < 1 and we recall that (-) = N~!Tr
denotes the normalized trace. A factor Ay, ., can be represented as a directed cyclic
graph on the vertex set {a, ..., a,}. Up to sign we have

Aar,an| = N2 (BAYGA®2G ... A*G)

(2.47)

= N_l_n/QGb1a2Gb2a3 - Gb,_ian (GB)bna17
which we represent as a cyclic graph in such a way that the vertices represent labels o; =
(ai, bi) and a directed edge from o; = (a;, b;) to aj = (ay, bj) represents Gy, q;. Since we
will always draw the graphs in a clockwise orientation we will not indicate the direction of
the edges specifically. The specific GB factor will be denoted by a wiggly line instead of a

straight line used for the G factors. As an example, we have the correspondences

D ®
Aa1,o¢2,a3,a4 ~ , Aoq’oé2 <~ and Aa1 > .
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In (2.46) the labels of type [ are connected through the x(«y, B;) factor which strongly
links those labels due to the decay properties of the cumulants. We represent this fact graph-
ically as a vertex colouring of the graph in which label types correspond to colours. The set
of colours representing the label types L will be denoted by C. The M; + 1 vertices of a
given type [ will be denoted by V., where c is the colour corresponding to [.

We define Val(I"), the value of a graph T, as summation over all labels consistent with
the colouring, such that equally coloured labels are linked through a cumulant, of the product
of the corresponding A’s, just as in (2.46). For example, we have

> kg, (1) D 5(042755(1))Aa1,55(1)Aa2,5§(1) = Val (G 1® @.10)
a1,6%(1) az,B3(1)
(2.48)

or

3 k(ar, B3(1)) H<a2,ﬁ%<21!>,ﬁ;<2>>

a1,67(1) a2,85(1),85(2)

O—@
Xy "0(0437532,(U)Aal,ﬁ;(2),55(1)Aaz,/3f(1)Aa3,,Bff(1):Vfﬂ(?. )

az,B3(1)

e

where we choose the variable names for the labels in accordance with (2.46) following the
convention that the elements of the tuple BF are denoted by (8F(1), 8¥(2),...). We warn
the reader that Val(I"), the value of a diagram itself is a random variable unlike in customary
Feynman diagrammatic expansion theory. In the following we will derive bounds on the
value of diagrams. To separate the conceptual from the technical difficulties we first derive
those bounds in a vague < sense which ignores a technical subtlety: The entries G, of the
resolvent are bounded with overwhelming probability, but usually not almost surely. In the
first conceptual step we will tacitly assume such an almost sure bound and write |Ggp| < 1.
Later in Section 2.4.3.1 we will make the bounds rigorous in a high-moment sense. We note
thatif A(D) = (BD), then the edges would represent G* and (GB)* instead of G and GB
and the order would be reversed (recall that the double indices are transposed in (2.27)) but
the counting argument is not sensitive to these nuances, so we omit these distinctions in our

graphs.

We now rephrase the rules on M in this graphical representation. They dictate that we
need to consider the set of all vertex coloured graphs I' with cyclic components such that

(a) there exist p connected components, all of which are cycles,

(b) each connected component contains at least one vertex,

(c) each colour colours at least two vertices,

(d) if a colour colours exactly two vertices, then these vertices are in different components.

(e) for each colour there exists a component in which the vertex after the wiggled edge (in
clockwise orientation) is of that colour.

We note that these rules, compared to (2.46), disregarded the restrictions on the permu-
tations o, for k ¢ L as these are not relevant for the averaged bound. The set of graphs
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satisfying (a)—(e) will be denoted by G*(p, R) and for each L, M, o the main term M from
(2.46) is given by the value of some graph T’ € G2v(P-2),

M(((BY BYPH) L M.0) = ValT), T =T(LM.0) € G (2.49)

where (B-)?/?) denotes the tuple of p/2 functionals mapping D > (BD) and similarly for
(B-). As the number of such graphs is finite for given p, R it follows that it is sufficient to
prove the required bound for every single graph.

As for any fixed colour Y, < N?|||x[|"™, the naive size of the value Val(I") is bounded
by

Val(l) S NP [ N2 2 <1 (2.50)
ceC

since according to (2.47) every component contributes a factor N~ and every label con-
tributes a factor N~'/2, and where the ultimate inequality followed from |V.| > 2 and
|C| < p. We now demonstrate that using Ward identities of the form

(SG)ew
n

Z|Gab’2 =

we can improve upon this naive size by a factor of 1%, where 1 ~ 1/y/Nn and  := 3z.
We will often use the Ward identity in the form

> Gl < VN [5Gl = 3 (B0 < o, S 1GBIl £ 18I V0 (s
b b b

which explicitly exhibits a gain of a factor v over the trivial bound of order N. Together with
the previous bound

Yo 1Gwl* < Ny?, D [(GB)al* < |IB)* Ny? (2.51b)
b b

we will call (2.51a)—(2.51b) Ward estimates. Here we used the trivial bound |G| < 1 and we set
= /SG/Nn (where IG is meant in an isotropic sense which we will define rigorously
later).

We consider the subset of colours C" := { ¢ € C'| |[V.| <3} C C which colour either
two or three vertices and we intend to use Ward identities only when summing up vertices
with those colours. However, one may not use Ward estimates for every such summation,
e.g. even if both a and b were indices of eligible labels, one cannot gain from both of them
in the sum -, ;, |Gap|. We thus need a systematic procedure to identify sufficiently many
labels so that each summation over them can be performed by using Ward estimates. In
the following, we first describe a procedure how to mark those edges we can potentially use
for Ward estimates. Secondly, we will show that for sufficiently many marked edges the
Wiard estimates can be used in parallel.
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Procedure for colours appearing twice in I'

If a colour @ appears twice, then it appears in two different components of I, i.e., in one of
the following forms

.

where the white vertices can be of any colour other than @ (and may even coincide), the
dotted edges indicate an arbitrary continuation of the component and some additional edges
may be wiggled. The picture only shows those two components with colour @, the other
components of I" are not drawn. Vertical lines separate different cases. When summing up
the @-coloured labels, we can use the Ward estimates on all edges adjacent to @ using the

operator norm |||x[[|5" = || |5 (x, *)| || on . To see this we note that
> Is(ar, az)Aa, Bao| < I8l /3~ 1Aail®, [31Baul®, (2.52)
ar,an ai as

after which (2.51b) with

Aap Boq S { Gb1a17 (GB)b1a17 Gca1 Gblch (GB)cal Gb1d7 Gca1 (GB)bld }
and arbitrary fixed indices ¢, d is applicable.

Remark 2.4.5. In the sequel we will not write up separate estimates for edges representing GB
instead of G as the same Ward estimates (2.51a)—(2.51b) hold true and the bound is automatic
in the sense that there are in total p wiggly edges in I, each of which will contribute a factor of
| B|| to the final estimate, regardless of whether the corresponding edge has been bounded trivially
|(GB)a| S ||B]| or &y (2.512)—(2.51b).

We find that for every edge connected to @ we can gain a factor ¢ compared to the naive
size of the @-sum, using only the trivial bound |G| < 1. We will indicate visually that an
edge has potential for a gain of ¢ through some colour by putting a mark (a small arrow)
pointing from the vertex towards the edge. Thus in the case where @ appears twice we mark
all edges adjacent to & to obtain the following marked graphs

.

We note that these marks indicate that we can use a Ward estimate for every marked edge,
when performing the @-summation, while keeping all other labels fixed. When simultane-
ously summing over labels from different colours it is not guaranteed any more that we can
perform a Ward estimate for every marked edge. We will later resolve this possible issue by
introducing the concept of effective and ineffective marks.
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Procedure for colours appearing three times in I'

If a colour @ appears three times, then the following ten setups are possible

(2.53)

where we explicitly allow components with open continuations to be connected (unlike in
the previous case, where rule (d) applied). We now mark the edges adjacent to @ as follows
and observe that at most two remain unmarked. Explicitly, we choose the markings

and observe that in all but the fifth graph we can gain a factor of 1) for every marked edge
using the first term in the norm |||||5". For example, in the second graph this follows from

Z |f€(0¢1, a9, QB)GcasGb3dGb1a1Gb2a2| S |||"{|||ia’,v \/Z ‘Gb2a2|2 Z |Gca3Gb3d|2
as as

a1,02,a3

< Mg N2y

and in third graph from
Z ‘K(al’ Q2, a3)Gb1a2Gb2a1 Gb3113| SJ Z ’Gb3a3‘ Z |’€(O‘1’ a2, 013)| 5 H|K|”§V N2w7
«a1,02,03 a2,a3 al

where c and d are the connected indices from the white vertices in the graph. The computa-
tions for the other graphs are identical. We note that the markings we chose above are not
the only ones possible. For example we could have replaced

(2.54)
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For the fifth graph in (2.53) the second term in the [||x[|3 is necessary. The norms in
(2.6¢) ensure that we can perform at least one Ward estimate and we have

Z ”i(ala a2, a3)Gb1a2Gb2a3Gb3a1| N H|H”|§V N2¢~

1,002,003

Indeed, for example

> kealon, a2, 03)Goiay Groas Gogar| S Y kea(an, a2, a3)Ghya, |

1,002,003 1,002,003

< |l &edlllcaN / Z ’Gb3a1‘2 S H|"€cdmch2¢
b3,a1

and the other three cases are similar.

Procedure for all other coloursin I’

For colours in C'\ (', i.e., those which appear four times or more, we do not intend to
use any Ward estimates and therefore we do not place any additional markings. Thus we
only have to control the size of the summation over any fixed colour, as is guaranteed by the
finiteness of ||| x| -

Counting of markings

After we have chosen all markings, we select the “useful” ones. We call an edge ineffectively
marked if it only carries one mark and joins two distinctly C’-coloured vertices. All other
marked edges we call effectively marked because the parallel gain through a Ward estimate
is guaranteed for all those edges. In total, there are at least Y. |V| edges adjacent to C”
(i.e.,adjacent to a C’-coloured vertex). After the above marking procedure there are at most
2> cccr(|Ve] — 2) unmarked or ineffectively marked edges adjacent to C”. To see this we
note that edges between two C’-colours with only one marking are counted as unmarked
from the perspective of exactly one of the two colours. Thus we find that there are at least

Do Vel =23 (Ve =2)= > (4— Vo)) (2.55)

ceC’ ceC’ ceC’

effectively marked edges adjacent to C” after the marking procedure. We illustrate this
counting in an example. In the graph

O—Q
o
G
we have Vi = Vg = 3 and there are six edges adjacent to C’ = {©, ®}. After the marking
procedure we could for example obtain the graphs

O—D) ! O—
99 « 7799
EH— E—)
where the second graph would result from the replaced marking in (2.54). In both cases

there are two effectively marked edges, in accordance with (2.55); in the first example there
are also two ineffectively marked edges.
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Power counting estimate

The strategy now is that we iteratively perform the Ward estimates colour by colour in C”
in no particular order. In each step we thus remove all the edges adjacent to some given
colour, either through Ward estimates (if the edge was marked in that colour), or through
the trivial bound |G,| < 1. If some edge is missing because it already was removed in a
previous step, then the corresponding G is replaced by 1 in that estimate (e.g. in (2.52)).
'This might reduce the number of available Ward estimates in some steps, but the concept
of effective markings ensures that whenever an effectively marked edge is removed, then a
gain through a Ward estimate is guaranteed. After the summation over all colours from C’
we have thus performed Ward estimates in all the effectively marked edges, which amounts

to at least
> (A—1Vel)
ceC’

gains of the factor ). We note that ineffectively marked edges may not be estimated by
a Ward estimates, as it might be necessary to bound the corresponding G' trivially while
performing the sum over another colour. Using only the gains from the effective marks, we

can improve on the naive power counting (2.50) to conclude that the value of I" is bounded
by

Val(I') < NP H N2-IVel/2 H (Nyp?)2IVel/2 < W2 NAC = Vorer /2, (2.56)
ceC\C’ ceC’

where we used that |C'| < |C| < p, |V.| = 2,3 for ¢ € C" and |V,| > 4 otherwise, and that
Ny? > 1.

2.4.3.1 Detailed bound

The argument above tacitly assumed bounds of the form |G| < 1and 32, |Gol? < N22.
Apart from unspecified and irrelevant constants, these bounds are not available almost
surely, they hold only in the sense of high moments, e.g. E|G,|? <, 1. Secondly, the
definition of 7 intentionally left the role of IG in it vague. The precise definition of ¢ will
involve high L7 norms of IG. Moreover, different G-factors in the monomials A are not in-
dependent. All these difficulties can be handled by the following general Ho6lder inequality.

Suppose, we aim at estimating
B> X4 Yap
A B

for random variables X 4, Y4 p, then we use the Holder inequality to estimate

|0 vas], < (S) [ S5, max| Srasl,, )

for 0 < € < 1/2q. In our procedure (2.57) enables us to iteratively bound the graphs colour
by colour at the expense of an additional factor N2P%< in every colour step of the bound,
as the total sum is at most of size N?P¥. To estimate a G or an 3G directly we use the
Holder inequality and note that there are at most |V| = >, |V;| < pR factors of the form
G or GB, so that we can estimate those terms isotropically by ||G|| /e, [| Bl |G|, 5. and

ISG, ke We use (2.57) at most with ¢ € {1,2,4,..., 2P~11 and thus have a restriction
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of 0 < € < 277, Thus, combining the power counting above with the iterated application
of the Holder inequality, we have shown that

2 v\P v 9 O — ,
IVal(D)[l, <pre N2R(14 6™ ) IBIP (1 + 1G] Dg )wit, N Vererl2,

where 1 = 1/ ”SNG;]Hq,for all' € G¥(p,R) and 0 < € < 1/2P. Therefore, together with

(2.49) we conclude the bound

HM (( (B.)lP/?] 7@[})/2]);& M, J)

P (2.58)

? P VI 2 2C\C |~ | Vi o 1/2
Spre NP1+ IslI™ ) IBIP (141G ) N Veerl/

on (2.46).

2.4.4 Isotropic bound on D

We turn to the isotropic bound on D, i.e. we give bounds on (2.46) with functionals A of
the following type. We consider fixed vectors x, y and set A(D) = Dxy or A(D) = Dxy.
Up to sign we then have

Mo o] = NTV2(ANG . A Q)xy = N2%0, Ghyay - - - Gy 10y Gy -

'The graph component representing A, . o, is a chain in contrast to the cycles in the av-
eraged case. We also have additional edges representing the first x4, and last Gy, factor
which we will picture as +——— and ——, respectively. These are special edges that are
adjacent to one vertex only (the dots @ and o are not considered as vertices). We will call
them initial and fina/ edge. Due to these special edges we should, strictly speaking, talk
about a special class of hypergraphs consisting of a union of chains each of them starting
and ending with such a special edge, but for simplicity we continue to use the term graph.
For example we have the correspondence

Aoél’a2 — .

For A(D) = Dxy the edges represent Zq,, G, and Gy ,, | butwe do not indicate complex
and Hermitian conjugate visually as they have no consequences on the argument. We follow
the same convention regarding the colouring, as we did in the averaged case and for example
have the representation

S ke, B (D) Y ka2, B3(1), 85(2))

21
a1,82(1) az,83(1),84(2)
2
x Y r(as, B3(1))Aa, 51(2),80 (1) Moz 82(1) Nas 83 (1)
az,63(1)

— () Q O o

= Val & % o .
O—o—o

We again rephrase the rules on M as rules on the graph I'. We consider all vertex
coloured graphs I' such that the connected components are chains with an initial edge of
type «—— and a final edge of type ———o such that
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(a) there exist p connected components, all of which are chains,

(b) every component contains at least one vertex,

(c) every colour occurs at least once on a vertex adjacent to e—— -

(d) every colour occurs at least twice,

(e) if a colour occurs exactly twice, then it occurs in two different chains.

The set of graphs satisfying (a)-(e) will be denoted by G**°(p, R) and for each L, M, in

(2.46) we can write the main term M as
[p/2] N _ iso(p,R)
M6 3) 77 T3] )L M ) = Val(T), Teg (259)

where (x, -y)”/? denotes the tuple of p/2 functionals mapping D ~ (x, Dy) and similarly
for (x,-y). As the number of such graphs is finite for given p, R it follows that it sufficient
to prove the required bound for every single graph.

In contrast to the averaged case, where each A carried a factor 1 /N from the definition
of A(D) = N~! Tr BD, now the naive size of the sum over I' is not of order 1, but of order

Val(l') < J] N*IVel/2 = N2C=IVI2) (2.60)
ceC

which can be large. Consequently we have to be more careful in our bound and first make
use of a cancellation.

Step 1: Improved naive size

We first observe that we can reduce the naive size (2.60) to order 1, without using any Ward
estimates, yet. The improvement comes from the fact that sums of the type

Z vaGap = G

can be directly bounded via the right hand side by |G| < || V]| using the isotropic bound.
Note that the naive estimate on the left hand side would be

Z UaGab

S lval VNV

and even with a Ward estimate it can only be improved to

Z UaGab

< VIl [ 1Gwl* < VN ||v]

So the procedure “summing up a vector v into the argument of G”is much more efficient
than a Ward estimate. The limitation of this idea is that only deterministic vectors v can be
summed up, since isotropic bounds on Gy hold only for fixed vectors u, v.
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Improvement for colours occurring twice in I'

For colours which occur exactly twice we can sum up the x into a G factor without paying
the price of an NV factor from this summation. To do so, we consider an arbitrary partition
of kK = K¢ + K4, where one should think of that £4(a1, ) forces a1 = (a1, b1) to be close
to g = (ag, ba), whereas kq(av, ) forces (a1, by) to be close to (b2, az). In both cases we
can, according to rule (b), perform two single index summations as follows. First, we sum
up the index a; of x as

Z /{(albl, CLQbQ)l‘al = Ii(Xbl, a2b2>.

ai

Then we sum up its companion by or ag, depending on whether we consider the cross or
direct term:

Z HC(th aQbQ)GbQV = Gmc(xbl,ay)v or Z Hd(Xbb aQbQ)GVIlz = Gvnd(xb1,~b2)7

bo a2

where v can be any vector or index. Thus we effectively performed a single label (two index)
summation into a single G factor that will be estimated by a constant in the isotropic norm.
We indicate this summation graphically by introducing half-vertices ¢ and B representing
the single leftover indices a and b corresponding to a label & = (a, b) and new (half)edges
o—— and ——orepresenting the Gy (xp, ,as-)v A0 Gy (xb: ,-b) factors. To indicate that
the half-edges representing x have been summed, we grey them out. This partial summation
can thus be graphically represented as

Val ( ....... >

........ O———— oo

— Val ( | S o SV > 4 Val ( [ e SRR >

........ O——CGo—— oot TN G S PR
since
> k(arbr, agbs) (Xa; Goyu) (Gvay Ghow)
a1,b1,a2,b2
= Z (Gblu) (Gvaanc(xbl,ag-)w) + Z (Gb1u) (GVKd(Xbl,-bQ)GbQW)
b1,a2 b17b2

where u, v, w are the connecting indices from the white vertices.

Improvement for colours occurring three times in I'

For colours which appear exactly three times we cannot perform the summation of x directly.
We can, however use a Cauchy-Schwarz in the vertex adjacent to the x—edge to improve
the naive size of the @—sum to N3/2 from N2. Explicitly, for any index or vector v we use
that

1/2
Y xaiGon| S [%a, < N2 (Z mﬁ) = N2 ||x||.
ai,b; a;;b; @i

To indicate the intend to use the Cauchy-Schwarz improvement on a specific x edge, we
mark the corresponding edge with a marking originating in the adjacent vertex, very much
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similar to the marking procedure in the averaged case. To differentiate this marking from
those indicating the potential for a Ward estimate we use a grey marking «——<. As an
example we would indicate

<O—) & o
H—0 o
After these two improvements over (2.60) the naive size (naive in the sense without any
Ward estimates, yet) of the summed graph is

Val(T') < ( H N1|VC/2)< H N3/2Vc|/2>< H N2V6|/2> <1. (2.61)

ceC, ceC, ceC,

[Ve|=2 [Vel=3 |Ve|>4
Notice that the first two factors give 1, so the improved power counting for colours with
two or three occurrences is neutral. We thus restored the order 1 bound and can now focus
on the counting of Ward estimates, with which we can further improve the bound.

Step 2: Further improvements through Ward estimates

The counting procedure is very similar to what we used in the averaged law in the sense
that we mark potential edges for Ward estimates colour by colour. To be consistent with
the improved naive bound we count the grey initial edges (those from the summation of
colours occurring twice) and the initial edges with a grey arrow (those from the summation
of colours appearing three times) as unmarked, since they will not be available for Ward
estimates.

Marking procedure for colours occurring twice

Colours occurring twice can, after Step 1, only occur in the reduced forms

PG SR and [ SR
........ O—G—O o 070940’
where we allow ... O and Oveeres to stand for an arbitrary continuation of

the graph, as well as the initial «——— and final edge ———. In both cases we mark the
edges adjacent to the remaining two half-vertices to obtain:

and

Thus for colours appearing twice we always leave two edges unmarked (which includes the
iso

greyed out initial edge). Using the ||s[||5° norm we indeed find that the solid edges in the
two graphs above can be bounded by

> | GoiuGrasGretbrazyw| S IWI Y 1GoruGras llc(xb, as

b1,a2 b1,a2 (2.62)
< N2 sl 1 al fv] w]

and

Z ‘Gblqund(xbl,-bg)szw‘ S HV” Z ’GlnuszW ”K/d<Xb17 bZ)H’
b17b2 b17b2

< N2 {5 I Hlal fv il |w]
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where the vectors (which are allowed to be indices, as well) u, v, w are the endpoints of the
edges in the three white vertices.

Remark2.4.6. In the case that -------- O—— stands for the initial edgee——— , we cannot use the
Ward estimate, but use instead that X is a vector of finite norm, providing a gain of N —1/2 « .
For example, we could bound the graph

H ------- ¢ is0
b_y Z ‘GbluXCLQGHc(XblyaT)W‘ 5 NQW |||H|||2 ||XH2 HuH HWH )

b1,a2
which is better than (2.62) as VN Y > 1. In the sequel we will not specifically distinguish this case
when instead of a Ward estimate we have to use the finite norm of X, as the procedure is identical
and the resulting bound is always smaller in the latter case.

We also will not separately consider the case when ——(---- stands for the final edge
——o, as we can use the same Ward estimate as before, with the difference that u and/or w are
replaced by'y.

We will not manually keep track of the number of ||X|| , ||y || in the bound as it is automatic in
the sense that there are p initial and p final edges in I, each contributing a factor of ||x|| , ||y || fo
the final estimate.

Marking procedure for colours occurring three times

Colours appearing three times occur in one of the following four forms

e oo o
0—<(:;)7< R ( >—(:f>—< ........ ) STTTTITY
"""" O @ @ O O—@—O

and in all cases we mark the edges adjacent to @ in such a way that at most three edges
(including the initial edge with the grey mark) remain unmarked. Indeed, we mark the
edges as follows.

._@_@_O .......

P & @ Ol O—<O—
._@_O .......

........ O ) ) e C 2

........ O——0O

Very similar to the bound using |||x[|%’, we find that using the norm [||5° we can perform

Ward estimates on all marked edges.
Marking procedure for colours occurring more than three times

For any colour ¢ occurring more than three times we claim that we can always mark edges
in such a way that at most 2 |V;| — 4 edges adjacent to V. remain unmarked. Indeed, if we
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call an edge connected to two c—coloured vertices c—internal and denote their set EI™, then
there are 2 |V,.| — | EI"t| edges adjacent to c. Out of this set of all c-adjacent edges, we mark
any two and thus the claim is trivially fulfilled if |Ei™| > 2. If |EI"*| = 0, then the graph
contains two single vertices of colour ¢, for which we mark all four adjacent edges, i.e.

for which we mark the three indicated edges, confirming the claim also in this final case.
We note (again similarly to [|s]]|5") that the norm |||x|||;;° allows to perform Ward estimates
on all marked edges.

Counting of markings

In contrast to the averaged case, we now call an edge ineffectively marked if it only carries one
mark and connects any two distinctly coloured vertices (in the averaged case the analogous
definition was restricted to C’-coloured vertices). All other marked edges we call effectively
marked. In particular the initial and final edge are always eftectively marked, once they are
marked. By construction, all effectively marked edges can be summed up by Ward estimates.
In total, there are exactly p + > . |Ve| edges in I'. After the marking procedure there are

at most
2. 2+ D 3+ >, (24

ceC,|Ve|=2 ceC,|V,|=3 ceC,|V,|>4

unmarked or ineffectively marked edges in I'. Thus there are at least

(prxm)-( X 2+ ¥ 83+ ¥ eMi-9)

ceC ceC,|Ve|=2 ceC,|Ve|=3 ceC,|Ve|>4 (2 63)
=p+ D, (“-|Vi)
ceC,|Ve|>4

effectively marked edges in I', which can be negative, but it turns out that in this case the
(improved) naive size already is sufficiently small.

Power counting estimate

'The strategy for performing the Ward estimates is identical to that in the averaged case;
we perform them colour by colour in an arbitrary order. According to the improved naive
bound from Step 1, and recalling that the power counting for |V.| = 2 and |V.| = 3 gives
1,1i.e. is neutral, and the counting of additional eftective markings we find that the summed
value of I is bounded by

Val(T') < N2‘C\C/|_|VC\C’|/2r¢)(p+4lc\cl|_|VC\C’|)+’

where C” are those colours ¢ with |V,| = 2, 3.
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Detailed estimate

Finally, this power counting is performed with the procedure of iterated Hoélder inequalities,
exactly as in the averaged case to obtain

2 Re iso \%
IVal(D)l, <emp N2 Fe(14 [lall™ )" 1% Iyl (1 + 1GIA,)

« ’(/}(P+4|C\C/‘7|VC\C/|)+N2|C\C’\*\VC\C/\/2
pR/e

forallT' € G*°(p, R) and 0 < € < 1/2P. Therefore we conclude together with (2.59) that

M ()72 T3] ") L o)

2 B p
ey N1 ) 51
p

x (1+ ||GHQQ/€) Z(?zt;__:;ilIC\C |—|VC\C’|)+N2|C’\C”|7|VC\C/|/2‘ (2.64)

2.4.5 Modifications for general case

In the previous Sections 2.4.3 and 2.4.4 we estimated M defined in (2.46) under the simpli-
fying assumptions L3 = Ly = () and N'(ay) = I. For the final bound in (2.45) we need to
treat all other cases. In this section we now demonstrate that these simplifying assumptions
are not substantial and that the results from (2.55) and (2.63) on the number of available
Ward estimates remain valid in the more general setting. By definition, M depends on the
labels of types L3 and L4, which are considered fixed in the subsequent discussion. The
graphs we introduced to systematically bound M do not change in their form for the gen-
eral case, but only have additional fixed vertices oy, B; for I € L3 U Ly, which we consider as
uncoloured. Thus we enlarge the set graphs G*' and G*° to éav and g~iS°, which are defined
by the previously stated rules (a)-(e) with the addition of

(f) certain vertices may be uncoloured.

These uncoloured vertices represent exactly those labels of types L3 and Ly, which are pa-
rameters of M, as defined in (2.39). For example, the previously studied graphs

and D
can be extended to
O O—0O —D Z, O O o

'The definition of the value naturally extends to these larger classes of graphs, but without a
summation over the uncoloured vertices. In the above example (2.48) is then replaced by

22: k(ar, B(1)) Z ka2, B2(1)Aay 81(1) (1) M, 82(1)12)(3)
aq 6 ( a2, 52

w(5PTY)
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where v(1),(2),v(3) are the fixed labels and the value of the graph depends on them. The
isotropic case is analogous.

'The argument in Sections 2.4.3 and 2.4.4, however, only concern those labels which are
actually summed over, i.e., those of type [ for [ € Ly. In other words, we only aim at
improving the Lo-summation by Ward estimates. The presence of additional fixed labels
do neither change the naive bounds, the improvement through Ward estimates, nor the
counting of those Ward estimates.

Next, the restricted summations due to the neighbourhood sets A/ («) C I do also not
change the argument. In fact, Ward estimates stay true for restricted summations since

Z ’Gax‘Q S Z ‘Gax|2 = &

XX
aceJ acJ n

for arbitrary J C J. Also the procedure for improving the naive size in Section 2.4.4 holds
true if only summed over subsets, i.e.,

Z /@(albl,agbg)xal = H(ijl,agbg),
a1€J

where the sub-vector x 7 has bounded norm ||x7|| < ||x]|.

Finally, the modification of M by setting Wy, . = 0 also does not change the substance
of the argument as the bound verbatim also covers this modified W, and the final bounds
can be rephrased in terms of |G| as |G|, <, 1+ HGng, as demonstrated in Lemma 2.D.3.

2.4.6 Proof of Theorem 2.4.1

We now have all the ingredients to complete the proof of Theorem 2.4.1 starting from (2.45),
where we recall that M was defined in (2.39).

Proof of the averaged bound
We recall from (2.50) that for the averaged bound the naive size of M is given by

M < NP NIHR2=ML/2 N2 Ls|

where the first factor comes from the normalized trace, the second from the derivatives and
the third from the Ly summations. We demonstrated in Section 2.4.3 (see (2.56) and the
counting estimate (2.55)) that through Ward estimates we can improve the naive size N2/22!
of the Ly summation to

M <N*PN*|L3UL4|/2*ML3uL4/2 H N3/2*Ml/2 H (Nw2)3/2fMl/2

leLs lEL2
M; >3 M;<2
< NILal y=31E31/2= My /2 py=2[Lal 2| L] H NG-M)/2
leLsy
M;>3
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where we used that N1/ > 1 and that My, = |L4| and we recall that p = |Lq| + |Lo| +
|L3| + |L4|. Consequently we have from (2.45) that

E|(BD)f <pu NP4+ 3 N%?'”[ 11 N“M”/Q] NTVEslm M NI,
uLi:[P] ]I\ZI;S
Spu NP 4 % Z l H N(3Mz)/2] N—HMrLy (2.65)

L;= €Ly
LI Li=[p] M3

Sp,,u ¢2p Z ]\7_%(ML2_31’)+—/11\4L37
LI Li=[p]

where we bounded the L3-summation in (2.45) by

N2ILs] (N1/2_.U‘)ML3 — N2La[+Mpy/2 py—pML,

in the first line, and used N~! < 4?2 in the second. To conclude the moment bound (2.23b)
from (2.65) we have to count the number of [|G|[ s just as in the proof of (2.58). The key
point is to collect enough N™# factors so that all but maybe O(p) factors |G|, could be
compensated by an N7#. Since all |L;| and My, = |L4| are of order p, the only way of
collecting more than Cp factors of || G||,, is having My, or My, bigger than a constant times

p. But in this case we collect the same order of factors of the type N /2 or N~* from (2.65)
and the claim follows since N~1/2 < N—#,

Proof of the isotropic bound

We recall from (2.61) that for the isotropic law the improved naive size of M is given by

M < N~I1LsULal/2=Mp 301, /2 H N3/2-M;/2
leLs
M;>3

and from (2.63) that we can always perform at least (p + Y jcr, a7,>3(3 — Ml))+ Ward
estimates. Consequently, with Proposition 2.4.4 and (2.45) we obtain

B|Dayl? S N7+ 3 N7 Erer aiz0=00).
Ll Zi=(p]

% H N3/2-Mi/2,

lels
M;>3

(2.66)

where we again bounded the L3 summation in (2.45) by N2Lal+Mry/2 N—=nMwry The ths. of
(2.66) is bounded by 1P since every missing ¢» power is compensated by an N~/2 < 1),
To conclude the moment bound (2.23a) from (2.66) we again have to count the number
of [|G|[,~factors as in the proof of (2.64) This very similar to the averaged case above and
completes the proof of Theorem 2.4.1.
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2.5 Proof of the stability of the MDE and proof of the local law

Before going into the proof of Theorem 2.2.2, we collect some facts from [102, 13, 8] about
the deterministic MDE (2.1) and its solution.

Proposition 2.5.1 (Stability of MDE and properties of the solution). 7he following hold true
under Assumption (2.4).

(i) The MDE (2.1) has a unique solution M = M (z) for all z € H and moreover the map
2+ M(z) is holomorphic.

(ii) The holomorphic function (M) : H — H is the Stieltjes transform of a probability measure
wonRR.

(iii) There exists a constant ¢ > 0 such that we have the bounds

‘ < IM(2)] < !

z e

@) + ST dist(z, supp o)1 Y p—
IsM| < U

dist(z,supp p)?’
where we recall the definition of |||S|| in (2.24).

(iv) There exist constants ¢, C' > 0 such that

(1= CrrS) !

z S C
(2) n ISl )2} ,

<c
hs—shs [dist(z, supp ) dist(z, supp p

where C is the sandwiching operator Cr[T| := RT R. The norm on the lhs. is the operator
norm where 1 — Cy S is viewed as a linear map on the space of matrices equipped with the

Hilbert-Schmidt norm.
If, in addition, Assumption (2.E) is also satisfied, then the following statements hold true, as well.

(v) The measure p from (ii) is absolutely continuous with respect to the Lebesgue measure and
has a continuous density p: R — [0, 00), called the self-consistent density of states, which
is also real analytic on the open set { p > 0 }.

(vi) There exist constants ¢, C' > 0 such that we have the bounds

C
p(z) + dist(z, supp p)

c
— <M <
(2)

in terms of the harmonic extension p(z) == 7 1S (M (2)) of the self-consistent density of
states to the upper half plane H.

eplz) < SM(2) < C () |M (=) pl2)

(vii) There exist constants c, C > 0 such that

(1= Cary )™

<c (1 + [p(2) + dist(z, supp p)]_c) :

hs—hs

Proof. Parts (i)—(ii) follow from [102, Thm. 2.1]. Parts (iii)—(iv) follow from [13, Section 3]
and || M]| > |M! ||_1. Finally, parts (v)—(vii) follow from [8, Prop. 2.2, 4.2, 4.4]. d
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Due to Assumption (2.C), (2.24) and (2.73) below we have ||S|| < C. Therefore parts

(iii),(iv),(vi) and (vii) show that we have

<. N¢ in D%, (2.67)

hs—hs

() [M(2)]| <c N and (1= CarS) ™!

and also in ]D)g under Assump. (2.E), for some 6 = d(€) > 0. Similarly to (2.67), we will
often state estimates that hold both in the spectral domain D3, without Assumption (2.E)
as well as in the spectral domain ID?Y but under Assumption (2.E). We recall that according
to our convention about <, (2.67) implies the existence of a constant C'(¢) such that the

inequalities hold true with that constant for all z in the given e-dependent domains.

2.5.1  Definition of an isotropic norm suitable for the stability analysis

For a fixed z € H define the map
J.|G, D] =1+ (z— A+ S[G))G — D

on arbitrary matrices G and D. From the definition of D = D(z) (2.2) and the solution
M = M(z) of the MDE (2.1) it follows that [7,[M(z),0] = 0 and J.[G(z), D(2)] = 0.
Throughout this discussion we will fix z and we omit it from the notation, i.e. J = 7.
We will consider G as a function G = G(D) of an arbitrary error matrix D satisfying
JIG(D), D] = 0. Via the implicit function theorem, this relation defines a unique function
G(D) for sufficiently small D and G(D) will be analytic as long as 7 is stable. The stability
will be formulated in a specific norm that takes into account that the smallness of D can
only be established in isotropic sense, i.e. in the sense of high moment bound on Dy for
any fixed deterministic vectors x,y. To define this special norm, we fix vectors x,y and
define sets of vectors containing the standard basis vectors e,, a € J, recursively by

Ip:={x,y}U{ea|ac ]},
Ijy1 = IkU{Mll | uc Ik}U{ﬁc((Mu)a,b'),md((Mu)a,~b) | uel, abe J},

which give rise to the norm

K x, —k/2K - |Gl
IGIl, = IGIE*Y = Y N*Ky@|, +N 1/2mé}x ull
0<k<K uelx |[ulf|

|Gyl

max
uvel [[ull [[v]’

Gl

where we will choose K later.

Theorem 2.5.2. Let K € N, x,y € CN, and denote the open ball of radius & around M in
(CVXN (|| 5% by Bs(M). Then for

2 2 4 -1 -2
[+ IS + ST 1AL 1L~ CarS) a
€1 ‘= , €9 =
! 1ONVE [ M]S| 2\ 10]is]

(2.68)
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there exists a unique function G : B¢, (0) — Be, (M) withG(0) = M that satisfies J |G(D), D] =
0. Moreover, the function G is analytic and satisfies

|G(D1) = G(Da)], < 10N |1 = CaS) ™| IMIIDs = Dol (2:69)

for any D1, Dy € B, (0).

Proof. First, we rewrite the equation J[G, D] = 0 in the form J [V, D] = 0, where

JV,D]=(1-CyS)V - MS[VIV+MD, V=G-M
and for arbitrary V' and D we claim the bounds

IMSVIVI, < NVEEYIS|HIM IV, (2.70a)
IMDI|, < N2 M| DI,

|t =cus)H| < 1+ USIIMIP + IS M) (1 = cnrs) | (2.70b)

hs—hs

We start with the proof of (2.70a). Let k = k. + k4 be an arbitrary partition which induces
a partition of S = S. + Sy (as in Remark 2.4.2). Then for u, v € I} we compute

(MSIVIV Y _ 1 |VetVie (i

< —
lalf{vll = N 2

a,b

: Vvl
< Mlsellle 11Vl e 1M1 mln{ Vil o

I

([l [l

(MSVIV )] 1 |Vara(arwa Viv|

< =
[l v N

a,b

([l [l

VN vl vl

where we used |Vow| < VN ||V|,.. [[W]| in the second bound of (2.71), so that

: Vll Vvl
< H|“d|||d||M”mm{ Vs, VI , (271)

IMS VIV, [(MS[VIV).
IMS.[VIV]|, = i~ + max
ogkzd( NH/2K uclx /N |[[ul]

< NP kel ] V112
for e € {c,d} and (2.70a) follows immediately, recalling (2.24).

[(MD)uy|

[[al[ ]

. D,
< a1 min { DI, S}

Finally, we show (2.70b). We use a three term geometric expansion to obtain

|a—cus)™| <1+ liensSln + 1S |4 = CarS) T, €S e,
<14 M (S g + M 1S gy [[ (1 = CarS) ™!

1Slksspy (72)

hs—hs
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and it only remains to derive bounds on [|S|| .. and [|S||ps_.- We begin to compute

for the cross part k.. and arbitrary normalized vectors v, u € C that

‘ [ vu‘ — ‘N <K/C(Vb17a2')7u> ‘/b1a2

b1,a2
< IV lmax
<= > lre(vbr, a2 )| < Mllkelle 1V e »
b1,a2
and
1
SelVival = |5 2 v (melansazb), Viay)
ai,a2,ba
1 e iy < Delle =
SN D> Jvayl lIke(ar-; azb2)|l sy | [|[Via, | D IVl
ai,az,bz

<|||/%IIIJ > Woiaal* = el 1V Iy -

b1,a2

Next, we estimate for the direct part x4 that

|SalV > (Ka(vby, b2), Vi,.) up,

bl = |+
Nb1,b2

1 [l %all
<= D Vay [ 15a(vhi, -b2)| [up, | < O AE
Nb N
1,b2 by
lI5alllq 2 V]
< — %a| §|Hd mln{ Sﬂ Vmax}’
32 Wil <l min {2 V1

so that it follows that, using (2.24),

ISVl = sup  [S[V]vu| < [|S]| min {[[V]|,, [V]]

vl [ufl<1
3 {11+ IS s § < 1SN

and therefore (2.70b) follows from (2.72) with (2.73). Now the statement (2.69) follows
from the implicit function theorem as formulated in Lemma 2.D.1 applied to the equation
J|G — M, D] = 0 written in the form

max} ?

(2.73)

(1-CyS)V —MS|V]V =—-MD
with A =1-CyS,B = M and d = D in the notation of Lemma 2.D.1. O

This general stability result will be used in the following form
DI
()

for some & = d(€) > 0,as long as || D||, < N~Y2K (2)? by applying it to D; = 0, Dy =
D(z) and using (2.67) and (2.70b).

|G- M|, < N6+1/2K| in D2, andin DY under A. (2.E) (2.74)
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2.5.2  Stochastic domination and relation to high moment bounds

In order to keep the notation compact, we now introduce a commonly used (see, e.g. [73])

notion of high-probability bound.

Definition 2.5.3 (Stochastic Domination). If'
X = (XM |NeNucUM) and v =(YM(w)|NeNuecU™)

are families of random variables indexed by N, and possibly some parameter u, then we say that
X is stochastically dominated by Y , if for all €, D > 0 we have

sup P | XN (u) > NY N (w)] < N7P
ueUWN)

Sfor large enough N > No(€, D). In this case we use the notation X <Y

It can be checked (see [73, Lemma 4.4]) that < satisfies the usual arithmetic properties,
eg. if Xi < Yj and Xy < Yo, then also X7 + Xo < Y] + Y and X1 Xo < Y1Y5.
We will say that a (sequence of) events A = AN) holds with overwhelming probability if
P(AN)) > 1 - NP forany D > 0 and N > Ny(D). In particular, under Assumption
(2.B), we have w;; < 1.

In the following lemma we establish that a control of the ||| X*¥-norm for all x,y in
a high probability sense is essentially equivalent to a control of the ||-[| ,-norm for all p.

Lemma 2.5.4. Let R be a random matrix and © a deterministic control parameter. Then the
Jfollowing implications hold:

(1) If e > N~ IR] < N¢ and |Rxy| < ® for all normalized X,y and some C, then also
”RHp <pe N® foralle > 0,p > 1.

(ii) Conversely, if | R||,, <pe N°® foralle > 0,p > 1, then | R||E=Y < ® for any fixed
K eN, x,y € CV.

Proof. We begin with the proof of (ii) and infer from Markov’s inequality and Hélder’s
inequality (as in (2.57)) that

P(|R g o EH‘RH?K
([IR]l, > N7®) <P (2HRH1K >N <I>) < Novdr
E|R|?
2 2 _
Sp x| /rig\mpqﬁ: <p,re | Im Nev op,

and since |Ic| < 4% NK+2 we conclude that ||R||, < ® by choosing ¢ sufficiently small
and p, r sufficiently large. On the other hand, (i) directly follows from

IR, < N“®+ | Hslllul)l ([Rxy| P[[Rxy| > Neq)]l/p)- O
x|,[lyll<1
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2.5.3 Bootstrapping step

'The proof of the local law follows a bootstrapping procedure: First, we prove the local law for
n > N, and afterwards we iteratively show that if the local law holds for n > N7, then it
also holds for n > N7 for some 1 < 9. We now formulate the iteration step.

Proposition 2.5.5. 7he following holds true under the assumptions of Theorem 2.2.2: Let 6,7y > 0
and vy > y1 > v with4(2C, /i + 1) (v0 — 1) < v < 1/2 and suppose that

N—/6 s
1G = M|, <+p RO D%, (2.75)
holds for all p > 1, where C is the constant from Theorem 2.4.1. Then the same inequality (2.75)
(with a possibly different implicit constant depending on vy, 6, p) holds also true in ]D)ill for some
8 = 8'(y,0) > 0. Furthermore, the same statement holds true under the assumptions of Theorem

2.2.1 if we replace ]D)go and ]D)gl by ]D)fm N Dfut and ]D)gl N ]Dfut, respectively, in the above sentence.

Proof: We first prove the assertion under the assumptions of Theorem 2.2.2. In the proof we
will abbreviate the step size from g to 1 by s := 0 —"71. We will suppress the dependence
of the constants on d, in our notation. In particular, (2.75) and (2.67) imply |G|, <,
N7 (z)"tin D% with &' = ¢’(7y). For fixed E the function n — f(n) = n||G(E + in)

satisfies

I

G(E+i(n+¢€) —G(E +1in)

€

lim inf
e—0

lim
e—0 D
= |G(E +in), —n|GE +in)?| >0,

where we used

1|6 62| < 2 (616100 + (3. 1615) < 5 ((,36G%) + (3, 9Gy)

in the last step. We thus know that  — n [|G(E + in)||,, is monotone and we can conclude
that (z) |G|, <py N2 in ID)%. From (2.23a) and s < p it thus follows that

HDHp <pvic NeH2(Cu/u+1/2)ys—7/2 < N4 in Dfsy; (2.76)

Note that the exponent in the right hand side is independent of p; this was possible because
the power of [|G||, in (2.232) was linear in p.

We now relate these high moment bounds to high probability bounds in the ||-||, norm,
as defined before Theorem 2.5.2 and find for any fixed x, y and K that || D||, < N~/ from
Lemma 2.5.4(ii) (we recall that the ||-||, implicitly depends on x,y and K). Next, we apply
(2.74) to obtain

B N5 ,
IG — M|, x(IG— M|, < N < —— in D] (2.77)

<Z> 7

provided K > 10/+. The bound (2.77) shows that there is a gap in the set of possible val-
ues for |G — M]|,. The extension of (2.75) to ]D)g/l then follows from a standard continuity
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argument using a fine grid of intermediate values of 7: Suppose that (2.77) were true as a de-
terministic inequality. Since 1 +— ||(G — M)(E +in)||« is continuous, and for n = N ~170
we know that || (G — M)(E +in)||, < N~7/%by (2.75) and Lemma 2.5.4(ii), we would con-
clude the same bound for n = N~1+71. Going back to the ||- |,-norm by Lemma 2.5.4(i)
we could conclude (2.75) in ]D)il. Since (2.77) may not control |G — M||, on a set of very
small probability, and we cannot exclude a “bad” set for every n € [N 171 N=1H70] we
use a fine N ~3-grid. The relation (2.77) is only used for a discrete set of i’s and intermediate
values are controlled by the 7~!-Lipschitz continuity of |G — M]||, in the continuity ar-
gument above. This completes the proof of Proposition 2.5.5 in the setup of Theorem 2.2.2.
'The proof in the setup of Theorem 2.2.1 is identical except for the fact that the inequalities
(2.67) and (2.74) only hold true in the restricted set D2, without Assumption (2.E). d

out

2.5.4 Proof of the local law and the absence of eigenvalues outside of the
support

We now have all the ingredients to complete the proof of Theorems 2.2.1 and 2.2.2.

Proof of Theorems 2.2.1, 2.2.2 and Corollary 2.2.3. We will first prove Theorem 2.2.2 and then
remark in the end how to adapt it to prove Theorem 2.2.1. The proof involves five steps.
In the first step we derive a weak initial isotropic bound, which we improve in the second
step to obtain the isotropic local law. In the third step we use the isotropic local law to
obtain the averaged local law in the bulk, which we use in the fourth step to establish that
with very high probability there are no eigenvalues outside the support of p, also proving
Corollary 2.2.3. Finally, in the fifth step we use the fact that there are no eigenvalues outside
the support of p to improve the isotropic and averaged law outside the support.

Step 1: Initial isotropic bound.
We claim the initial bound

N—7/6
IG =M, <py —5—

= in D (2.78)

for some § = (). First, we aim at proving (2.78) for large n > N, i.e.,in ]D)§:2 = Dj for
arbitrary 0. We use that

= < 2< 2 -1 2
||| m]?x\)\k|_\/Tr|H| < \JTr AP + /N1 Te W2 < VA,

as follows from Assumptions (2.A) and (2.B). Since |z| > N and ||H|| < v/N, we have
G, <p (z)"'and ISGIl, <p (z) 21 and thus from Theorem 2.4.1 it follows that that

€

N
(z) VN

. 5
D], <p,e in 5.

K
. Xy and

We now fix normalized vectors x,y and any K > 10/~ in the norm |[|-||, = |||
translate these p norm bounds into high-probability bounds using Lemma 2.5.4 to infer
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ID|l, < (z)™'/V/N and ||G||, < (z)"'. Using the stability in the form of (2.74) and

absorbing N factors into < we conclude
|G — M|, < —5—~ in DJ.
z

Now (2.78) in D follows from 2.5.4(i) since x, y and K were arbitrary. By applying Propo-
sition 2.5.5 iteratively starting from 7 = 2 and (possibly) reducing J in every step we can
then conclude that (2.78) holds in all of Di for some § = d(7y) > 0.

Step 2: Iterative improvement of the isotropic bound.

We now iteratively improve the initial bound (2.78) until we reach the intermediate bound

D) (2.79)

SMT, 10
6=y =5 5 (e )

for § = 0(e) > 0. From (2.78) and the bound on (z) || M|| from (2.67) we conclude that
(2) [|G]|,, is N“-bounded in ]D)‘S for some § = d(€) > 0. Then from Theorem 2.4.1 and (2.78),
again, it follows that

€ ”%GHq . —v/6 S
D, <p,e N No and ||G— M|, +|D|l, <N in DI. (2.80)

From now on all claimed bounds hold true uniformly in all of ]D)g; we will therefore suppress
this qualifier in the following steps. In order to prove (2.79), we show inductively

HG_MHp Sp,e Ne\Ijlu (2.81)

where we define successively improving control parameters (¥;)% , through W := 1 and
Uy = N0U; = N~4+19 wwhere o € (0, 1) is arbitrary. The final iteration step L is
chosen to be the largest integer such that

U > <z)(“ H\SM 1> N ) (2.82)

For the induction step from [ to | + 1, we write 3G = SM + (G — M) and we continue
from (2.80) and (2.81) and estimates that

H%l”” \Dl ( H%MH 1 N° >
Dl < N¢€ — +y — | < N€ 4+ ——+ N7, ).
H ”p e ( N?? N77 —be N’I7 <Z> N?] <Z> !

'Thus we also have, for any normalized x,y,

SM|| 1 N°
ISMI | L N7y N-eg,

D, = || D|IF*Y <
Nn (z) Nn

and from (2.74) we conclude

NY2K / JISM| 1 N°
G_ M - Nl/QK_U‘I/
| I~ (2) ( Nn * (2) Nn) * :




2.5. Proof of the stability of the MDE and proof of the local law

provided K > 7/ (c.f. the bound on || D||, from (2.80) and the definition of e-neighbourhoods
in (2.68)). In particular, since K can be chosen arbitrarily large, we find, for any normalized
X,y that

NO'

1
(G — M)xy| < N ) Ny

(2)

where we used [ < L and (2.82) in the last step. By the definition of W;; we infer

||G - MHp Sp,e Ne\lll—i—ly

completing the induction step, and thereby the proof of (2.79).
Finally, in order to obtain (2.5a) from (2.79), we recall

ISM|[ < [|M][ <e N (2.83)

from Proposition 2.5.1(vi) and (2.5a) follows.

Step 3: Averaged bound.

First, it follows from (2.1) and (2.2) or equivalently from j[G —M,D] =0that G — M
satisfies the following quadratic relation

G-M=(1-CyS) '[-MD+ MS[G— M|(G — M)]
and therefore

I(B(G - M), < (B~ CMS)”[MDDHP

[ Bt - cns) sIE - MIG - 1))

p

By geometric expansion, as in (2.72), it follows that

|a—cus)| T IMIPISI 1M IS IP]|(1 = CarS) !

=1

hs—hs

and thus that H((l —CuS)™H[B*]|| <c N¢||B|| by (2.67). Using (2.23b), where ((1 —

CarS)™ 1) [B*] plays the role of B, and writing ISG|, < ISM]| + [|G — M]|, and using
(2.79) we can conclude that

I(B(G — M), <per (.59

|BI| N | [|SM]| [SM| 1 1
(2) Nn Nn Nn  (Nn)?

from Lemma 2.D.2. Now (2.5b) follows directly from (2.84) and (2.83).

'The proof of Theorem 2.2.2 is now complete. For the proof of Theorem 2.2.1 the first
three steps are identical except that we only work in the resticted domains ]D)fsY N D2, Due
to (2.67) and (2.74), it then follows that in D2, the only place where the above proof used

Assumption (2.E) is (2.83). In the absence of Assumption (2.E) we replace (2.83) by the
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bound ||SM || < ndist(z,supp u) "2 from Proposition 2.5.1 in (2.79) and (2.84), which only
adds another negligible N¢ factor. This proves

N¢€ 1 1 1
1G — M|, <p.c <z>(\/;+ (27)]\77])7
|B] v° [1 r1, 1 ] 9

(2) N

B(G—M <,
IB(G = M)l S ¥ VNN
We now need two additional steps to prove Theorem

)

out*

in the restricted domain Dfsy ND
2.2.11n all ofID)gut.

Step 4: Absence of eigenvalues outside of the support.

For B = 1 it follows from (2.85) and a spectral decomposition of H that with very high
probability in the sense of Corollary 2.2.3 there are no eigenvalues outside the support of
p1. Indeed, if there is an eigenvalue A with dist(\, supp p) > N9, then [(G(\ + in))| >
[(SG(A\+in))| > 1/Nn. From (2.85) with e = 1/4 and v = 1/2 we have

P (El)\ with dist(\, supp p) > N_‘s) <P (|<G — M)| > ¢/NninD%, N ]D)‘f/Q)

1 1 p
< inf N°¢ — < N—P/4
S, (Ve m ) 8

Now Corollary 2.2.3 follows from the remark about the dependence of ¢ on € in Theorem
2.2.1.

Step 5: Improved bounds outside of the support.

Now we fix z such that dist(z,supp p) > N~% and n > N~1*7. Then we have | SG|| <
n(z) "> and |G| < (z)~" and also |SG||,, <pe N°n (2)" % and [|G||,, <pe N€(z)"" and
we infer from Theorem 2.4.1 that

NE
|Dll, <pe -~ and therefore [|D]|, <

1
(z) VN (2) VN
Again using stability in the form of (2.74) we find

N1/2K

HG—MH*<<Z>27\/N

and since K was arbitrary we also have

N

(z)? VN’

By Lipschitz-continuity of G and M with Lipschitz constant of order one we can extend
the regime of validity of this bound from 7 > N~!*7 to > 0 to conclude (2.4a). The
improvement on the averaged law outside of the support of the p then follows immediately

from the improved isotropic law and the fact that with very high probability there are no
eigenvalues outside of the support of p. O
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2.6 Delocalization, rigidity and universality

In this section we infer eigenvector delocalization, eigenvalue rigidity and universality in the
bulk from the local law in Theorem 2.2.2. These proofs are largely independent of the corre-
lation structure of the random matrix, so arguments that have been developed for Wigner
matrices over the last few years can be applied with minimal modifications. Especially the
three step strategy for proving bulk universality (see [80] for a short summary) has been
streamlined recently [120, 77, 121] so that the only model-dependent input is the local law.
The small modifications required for the correlated setup have been presented in detail in
[8] and we will not repeat them. Here we only explain why the proofs in [8] work under the
more general conditions imposed in the current paper. In fact, the proof of the eigenvector
delocalization and eigenvector rigidity from [8] holds werbatim in the current setup as well.
'The proof of the bulk universality in [8] used that the correlation length was N€ at a tech-
nical step that can be easily modified for our weaker assumptions. In the following we will
highlight which arguments of [8] have to be modified in the current, more general, setup.

Proof of Corollary 2.2.4 on bulk eigenvector delocalization. As usual, delocalization of eigen-
vectors corresponding to eigenvalues in the bulk is an immediate corollary of the local law
since for the eigenvectors uy, = (uy(i))
from the spectral decomposition

;s and eigenvalues A\, of H and i € J we find

Jur (i) Jur (i) :
772 (E— 72 5 = " for z=FE+in,

where the first inequality is meant in a high-probability sense and follows from the bound-
edness of M and Theorem 2.2.2, and the last inequality followed assuming that E is -close
to \g. ]

Proof of Corollary 2.2.5 on bulk eigenvalue rigidity. Rigidity of bulk eigenvalues follows, ver-
batim as in [8, Corollary 2.9], from the improved local law away from the spectrum and [9,
Lemma 5.1]. O

Proof of Corollary 2.2.6 on bulk universality. Bulk universality follows from the three step strat-
egy, out of which only the third step requires a minor modification, compared to [8]. Since
in [8] arbitrarily high polynomial decay outside of N neighbourhoods was assumed, we
have to replace to three term Taylor expansion in [8, Lemma 7.5] by an 2/-term cumulant
expansion to accommodate for neighbourhoods of sizes N1/2~#,

'The key input for the universality proof through Dyson Brownian motion is the Orn-
stein Uhlenbeck (OU) process, which creates a family H (t) of interpolating matrices be-
tween the original matrix H = H(0) and a matrix with sizeable Gaussian component, for
which universality is known from the second step of the three step strategy. The OU process
is defined via

dH(t) = —%(H(t) — A)dt +2Y?[dB(t)],  where X[R]:=E(W*R)W,

where B(t) is a matrix of independent (real, or complex according to the symmetry class
of H) Brownian motions. It is designed in a way which preserves mean and covariances

along the flow, i.e., H(t) = A+ N~'/2W(t) and it is easy to check that EW (¢) = 0 and

79



2. Ranpom MaTriceEs wiTH SLow CORRELATION DEcAy

8o

Cov(wa(t), ws(t)) = Cov(wa(0),ws(0)), where W(t) = (wa(t))acr. Furthermore,
Assumptions (2.C), (2.D) hold also, uniformly in ¢, for W (t). Indeed, adding an independent
Gaussian vector g = (gays- -+, Jay) 10 (Way,-- ., Wa, ) leaves the cumulant invariant by

additivity
H(wal +ga17 s ,U}ak + gak) - ’K‘:(wap v 7wak) + ’K‘:(gau s ,gak>

and the fact that cumulants of Gaussian vectors vanish for k& > 3 (for k¥ > 2 we already
noticed that, by design, the expectation and the covariance is invariant under t). We now
estimate

E f(NY2W (t)) — E f(N"*W(0))

for smooth functions f. For notational purposes we set vq(t) = N~ 12w, (t) and V (t) =
N~1/2W (t) and will often suppress the t-dependence. It follows from Ito’s formula that

d

2&Ef( —EZva (0af)(V) + Y Cov(va,vg) E(0a05f) (V).
o,

We now apply Proposition 2.3.2 to the first term and obtain

R D DD Y S PN

2<m<R a BeEN™

K o - o
Sy >y mhlm sty g,

m<R & BeN™

7293!}0,06./\/‘ +Z Z UouUBEaaﬁfa
a Bel\N

where we used a cancellation for the m = 1 term in 3 € N and the fact that x(vy) =
Ev, = 0 for the m = 0 term. We now estimate the four terms separately. The sum
in the last term is of size N, the derivative contributes an N~! and the covariance is as-
sumed to be N3 small, i.e., the last term is of order 1. The first term for fixed m is of size
|&]|* N2=(m+1)/2 and therefore altogether of size ||| v/N. Estimating the sums by
their size, and the derivative by its prefactor N —(B+1)/2 we find from (2.13) that the third
term is of size

N2 |N‘R N*(R+1)/2 S N3/2*,U,R’
which can be made smaller than v/N by choosing R = 2/pu. Finally, the second term is

naively of size N/, but using (2.8¢), the security layers and the pigeon-hole principle as in
(2.21) or in (2.44), this can be improved to N —3/2 We can conclude that

’E ;tf(V(t))’ < VN andtherefore  |[E f(V(t)) —E f(V(0))| < tVN.

'The remaining argument of [8, Section 7.2] can be, assuming fullness as in Assumption (2.F),
followed verbatim to conclude bulk universality. O



2.A. Cumulants

2.A  Cumulants

In this section we provide some results on cumulants which we refer to in the main part of
the proof. The section largely follows the approach of [163, 134], but our application requires
a more quantitative version of the independence property exhibited by cumulants, which we
work out here.

Cumulants Ky, of a random vector w = (wy, ..., w;) are traditionally defined as the
coeficients of log-characteristic function

it (it)™
logEe®™ =Y gt
AT

while the (mixed) moments of w are the coefficients of the characteristic function

Ec*" =Y (E wm)(itnr,

m

where Y, is the sum over all multi-indices m = (my,...,my). Thus

exp (Z Km (Z:rz:n

) S (Bw™)
It is easy to check that for a set A C [I] the coefficient of [],¢ 4 tq in (2.86) is given by

tm
Ellw, = (H@ta) exp <Z/€m7n!> = Z kP,

acA t=0 PprA

@)™
m!

(2.86)

where P - A indicates the summation over all partitions of the (multi)set A, and where for
partitions P = {Py,..., Py} of A we defined x¥ = [[%_, Ky (p,) With x(Py) being the
characteristic multi-index of the set Py. Thus for a partition Q of [I] it follows that

M2 =[] Ellwg, = [[ > "= > ", (2.87)

Q;€Q Q;€QPHY; P<Q

where P < Q indicates that P is a finer partition than Q.

Now we establish the inverse of the relation (2.87), i.e., express cumulants in terms of
products of moments. To do so, we notice that the set of partitions P on [I] (or, in fact, any
finite set) is a partially ordered set with respect to the relation <. It is, in fact, also a lattice,
as any two partitions P, Q have both a unique greatest lower bound P A Q and a unique
least upper bound P V Q. One then defines the incidence algebra as the algebra of scalar
functions f mapping intervals [P, Q] = { R | P <R < Q } to scalars f(P, Q) equipped

with point-wise addition and scalar multiplication and the product

(fx9)(P,Q) = Z f(P,R)g(R, Q).

P<R<LQ

There are three special elements in the incidence algebra; the 0 function mapping [P, Q] to
d(P,Q) = 1if P = Qand §(P, Q) = 0 otherwise, the ¢ function mapping all intervals
[P, Q] to ((P, Q) = 1, and finally the Mobius function defined inductively via

1, itP =209,

P, Q) =
M( ) {_Z’PSR<Q :U’(PaR)7 lfP < Q
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The ¢ function is the unit element of the incidence algebra. It is well known (and easy to
check) that the multiplicative inverse of the zeta function is the Mébius function, and vice
versa, i.e., that yt x ¢ = ¢ % p = 6. Thus it follows that for any functions F' and G on the
partitions, we have

F(P)= > G(Q) ifandonlyif G(Q) = > u(P,QF(P

Q<P P<Q

Applying this equivalence to (2.87) yields
= > w(Q,P)M® (2.88)

Q<P

and thus it only remains to identify y. One can check that for P < Q, u(P, Q) is given by
M(Pa Q) = (—1)n_TO!T11!T2 ) (n _ 1)|Tn

where n is the number of blocks of P, r is the number of blocks of Q and r; is the number
of blocks of Q which contain exactly 7 blocks of P. For the particular choice of the trivial
partition {[[]} of [{] it follows that

s, ) = s,y = 500 = S (DR )P
P

= S0P P ] B,

PieP

(2.89)

providing an alternative (purely combinatorial) definition of cumulants.

Lemma 2.A.x. If for a partition of the index set [n] = AU B with |A|,|B| > 0 the ran-
dom variables w 5 and W are independent, then k(W) = K(wa,wg) = 0. If instead of
independence, we merely assume that

Cov(f(wi | i€ A),g(w; | jeB))<elfllyllglly (2.90)

forall f, g, and that the random variables w; have finite 2n-th moments max; E |w; |2n < pons
then we still have
|k(wpy,)| < €C(n, pan).

Progf. We first recall the well known proof, based on the relations (2.87)—(2.88), that the
cumulant of independent w 4, wp vanishes. Let P be a partition on [n], Q a partition on
A and R a partition on B. P naturally induces partitions P N A and P N B on A and B;
conversely Q and R naturally induce a partition QU R on [n]. We observe that @ < PN A
and R < PN Bifandonlyif Q UR < P. We then compute

r(wpm) Zu (P AHM” =3 (P A M AMTE
P

:Zu(P,{[n]})(Q;:QAKQ)( > &)

R<PNB

= Z Z Z (QUR,P) (P,{[n]})ngmn

OFAREB PH[n]

:Z Z&QUR,{n})ﬁ k® =0,

OFAREB
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where the first equality followed from (2.88), the second equality from independence, the
third equality from (2.87), the fourth equality from the previous observation, the fifth equal-
ity from 6 = ¢ * p and the ultimate equality from the fact that the trivial partition cannot
be decomposed into two partitions on smaller sets, using that |A|, |B| > 0.

If w4 and wp are not independent but merely (2.90) holds, then there is an additional
covariance term in the second step in the above equation. We write

M7 = 1] Ellwp, = [] [(E Nwp,4) (Elwp,p) + COV(HmeAanPmB)}
P;eP P;eP

and thus the claim follows from (2.90). d

2.B  Precumulants and Wick polynomials

'The precumulants defined in Section 2.3 are structurally similar to the well known Wick poly-
nomials (which are also known as Appell polynomials). We first recall some basic definitions
and facts about Wick polynomials from [88]. For a random vector X of length | X | we can
define the Wick polynomial : X: as the derivative

t-X

et
:X: = 8t1 .o at‘)qWLZO

Alternatively, we can define : X: combinatorially as

Xo= Y mx’) Y )P IT s

X'cX PFX\ X PieP
or indirectly via

X = Y : X" (EIX\X)). (2.91)
X'cX
One useful property of Wick polynomials is that for any random variable Y we have

EY: X;UX9:=0 whenever X isindependentof {X3,Y} (2.92)

and X is not empty. Eq. (2.92) follows, for example, immediately from the analytical
definition since

EYetr Xi+t2-Xo EYet2 X2
E et X1+t X |4 =0 E et2- X2

EY: X; U X5:= 0

t=0

by independence and the remaining derivative vanishes as the function is constant with
respect to £1.

Our pre-cumulants K (X;Y’) and their centered versions K(X;Y) — x(X,Y) are
inherently non-symmetric functions due to the special role of X. After symmetrization,
however, we can express them through Wick polynomials as

STKXX\{X}) —w(X)] = |X[IX - ) |[X|(EIDX'): X\ X" (2.93)
XeX X'cX
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In order to prove (2.93) we start from (2.8b) and compute
DoKX X\ X)) —w(X)] = [X|TX — > |X\ X'|(IX')s(X \ X')
XeX X'cX
=|X|IX - > | X\X'[:X":(EI(X'\ X"))s(X \ X'),
X"cX'cX

where the second inequality followed from (2.91). We now relabel the summation indices
to obtain

> KX X\ {X}) - K(X)]

XeX
=|X|IX - Y | X" X\ X" (EI(X"\ X")k(X"),
X"cX'cX

from which (2.93) follows using the well known cumulant identity

IX'|ENX' = > | X"|(EI(X'\ X")x(X"). (2.94)
X"cXx!

In order to prove (2.94), we use (2.87) on the rhs. to obtain

Z ‘X”| (EH(X/ \ X’/))R(X”) _ Z ’X”! KJ(XH) Z P

XI/CXI XIICX/ PFX/\X//
=X S X=X X A
PEX’ X"cXx'’ PEX’
X"ep

from which (2.94) follows by another application of (2.87).

Finally we remark that a quantitative variant of (2.92) for the pre-cumulants was centrally
used in our proof in Section 2.4.2. Qualitatively the analogue of (2.92) for pre-cumulants
reads

EY[K(X;X1,X2)—r(X,X1,X2)] =0 if {X,X;} isindependentof {X5, Y}

and X is non-empty. Indeed, from the pre-cumulant decoupling identity (2.8¢c) we have
that
EY[K(X;X1,X2) — (X, X1,X2)] = EY(IIX?) [K(X; X1) — k(X, X1)]
- ) EY(IX)(IXH)K(X, X1\ X[, X5\ X))
X|CX,
X5GXo
and the first term vanishes due to independence and (2.8¢), and the second term vanishes
due to Lemma 2.A.1 because the argument of & splits into two independent groups.

2.C  Modifications for complex Hermitian 1V

Our main arguments were carried out for the real symmetric case. We now explain how
to modify our proofs if W is complex Hermitian. A quick inspection of the proofs shows
that the only modification concerns Proposition 2.3.2 where we have to replace the cumulant
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expansion by its complex variant. We reduce the problem to the real case by considering real
and imaginary parts of each variable separately. Another option would have been to consider
w and W independent variables, but our choice seems to require the least modifications.
In order to compute E wj, f(w) for a random vector w € CZ, w;, € C and a function
f: CT — C,we can define f: RT“Z — C by mapping (w®, w3) — f(w® +iw?), where
the new index set Z LI Z should be understood as two copies of 7 in the sense that ZUZ =
{(,R), (4,3) | i € T }. If we want to expand w;, f (w) in the variables of some fixed index
set N' C Z, we separately apply Proposition 2.3.2 to E @(iom)f(ﬂ)) and E @, o f(w) in
N UN,where w = (Rw, Sw) and @(; ) = Rw;, W(; gy = Jw;. It follows that

Buy f@) =Yy 0em )T 000 5 ) L 014 62 ()

>05ewWunN)! ’

where the error terms are those from two applications of (2.12a). We note that we can make
sense of k with complex arguments directly through Definition (2.89). We now want to
go back to a summation over our initial index set A and therefore regroup the terms in
(2.95) according to the first indices of 7. To formulate the result compactly we introduce the
tensors

and

where the application of & is understood in an entrywise sense and the derivative tensor has
dimension (C2)®!. By saying that & is understood in an entrywise sense, we mean, by slight
abuse of notation that, for example,

2

K ((g;) ® <Z;>> = /45( 22: VWj € ®ej) = Z K(vi,w;) e; ® ej,

1,j=1 1,j=1

where eq, es is the standard basis of R x iR. Due to the special nature of the index iy we
see from (2.95) that Rw;, and iSw;, always occur in a sum of two and the rhs. of (2.95) can
be expressed in terms of the partial trace Try &(wyy, - - ., w;;) € (R x iR)®! along the first
dimension, which corresponds to ig. Thus we can compactly write (2.95) as

Ew,f(w)= Y >, o ﬁ(wi07:i)7E(aif)> + 0+ 02, (2.96)
0<I<RieN! ’

where the scalar product is taken between two tensors of size 2. For example, the [ = 1
term from (2.96) reads

F(Ruwig, Ry ) + £ Swiy, R,
> ( g, ) 1 (B 1>(E3§anf)
i1eN

I I{(%wma I%wll) _;’{(i%wio’ I%w“) (E aSwil f)) '
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The rest of the argument in Section 2.4 can be carried out verbatim for any specific choice

of distribution of R, I to the entries of k. We only have to replace the norms [||x[|* and
x| in Assumption (2.C) by applying them entrywise to %, i.e.,
P Y applying yw
IR (way,s -y wa )™= >0 le(Rrways -, Xpwa I
X1, X €{N, 3}
|||"%(w0117 v ,wak)miso = Z |”’{(x1wa17 s ’kaak””iso :

%1,...,%k€{%,g}
Assumption (2.C)’ (Hermitian k-correlation decay). We assume that for all R € N ande > 0
IR <cr N and ||F]|* <cr N

Since there are at most 2% such choices this change has no impact on any of the claimed
bounds which always implicitly allow for an R—dependent constant.

2.D  Proofs of auxiliary results

Lemma 2.D.1 (Quadratic Implicit Function Theorem). Lez ||-|| be a norm on C%, A, B € C4
and Q) : C x C4 — C? 4 bounded C-valued quadratic form, i.e.,

wp 1@ W
AENEN

Suppose that A is invertible. Then for €3 == [2 AT Q] ]_1 ander = e2[2 ||A7Y| || B ]_1
there is a unique function X : Be, — B, such that

X(d) +Q(X(d), X(d)) = Bd,

where B, denotes the open e-ball around 0. Moreover, the function X is analytic and satisfies

1Rl =

|X(d1) = X(do)|| < 2| A7 1B s = dal|  foralt i, dz € Be, .
Proof. A simple application of the Banach fixed point theorem. O
Lemma 2.D.2. For random matrices R,’T" and p > 1 it holds that
ISVIT[l, < ISV llop 1Tl -

Proof. Let k = K¢ + Kq be an arbitrary partition, which induces a partition of S since

- Z 041,042 AOQVAOQ

alya2

For vectors x, y with ||x|| , |ly|| < 1 we compute

ISyl = | 3 by, asb)ViseaTh |
b1,a2,b2
=< HN Z V}?mc xby1,-b2) Th,y ‘ + HN Z Ry, 0,7, Ka(xb1,a2°)y Hp
b1,b2 b1,a2
Vv T
< ””2”N”'2”[ > Iralxcby, -bo)l| + Y Imclxbu,az)] ]

b1,b2 b1,a2

< [sall + el ] 1V 1l 1711y
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and the result follows from optimizing over the decompositions of x and recalling the def-
inition (2.24). O

Lemma2.D.3. Foranyt € [0,1], ¢ > 1 and multi-set  C I we have under Assumption (2.4)
that

1B]+1
105G 151y <11 N2V (1+ 1 G gz )

6q(181+1)

—18]/2 3 18]+2 (2.97)
105151, <ia1 N 7201+ IS + 121G agip102) (1 + 1G 500512 )

where Wa =tw, fora € N andT//I\/a = wq otherwise for a set N' C I of size [N'| < N2,

Proof: We write 3 = {f31,..., 5} and its easy to see inductively that

(=1
Nn/Q

9pG| g = Z GAP-GAP-@ G . GAPem G,

o€Sp
where G = G(W). From the resolvent identity it follows that

G-G=—GW-W)G+ mw W)GW — W)@

1
VN

+ N3/2G(W —W)GW —W)G(W —W)G
and therefore by the trivial bound ||G|| < 1/ and Assumption (2.B) it follows that

2 2 3 2
NG I3y maxa [wallsg VIG5, maxa [[wall,

o <
IG-al, < N ~
N 1G15 maxe [l
N Sa (1+1G1G,)

and therefore also |G lg <q 1+ |G ng), from which the first inequality in (2.97) follows
immediately.
Similarly, the second inequality in (2.97) follows from the easily verifiable identity

95D\ = =1 Z[DAﬁa(l)G ABem @

2
N/ ocESh

n

+ 3 SIGAPIG .. AP0 GIGAT G AP G|
k=1

and
IDllq < C(1+ 2] [|GI&,) + ISIGIGllq (2.98)

together with Lemma 2.D.2. To see why (2.98) holds we write D = (1+2 — A)G+S[G]G,
sothat | D, < (1+|z] |G|ly)+ I SIG]G|l, holds uniformly for 7 > N~ for some constant
C. O
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Correlated Random Matrices: Band Rigidity and Edge
Universality 3

We prove edge universality for a general class of correlated real symmetric or complex
Hermitian Wigner matrices with arbitrary expectation. Our theorem also applies to
internal edges of the self-consistent density of states. In particular, we establish a strong
Jform of band rigidity which excludes mismatches between location and label of
eigenvalues close to internal edges in these general models.

Published as J. Alt, L. Erdés, T. Kriiger, and D. Schroder, Correlated random matrices:
Band rigidity and edge universality, preprint (2018), arXiv: 1804.87744.

3.1 Introduction

Spectral statistics of large random matrices exhibit a remarkably robust universality pattern;
the local distribution of eigenvalues is independent of details of the matrix ensemble up to
symmetry type. In the bulk of the spectrum this was first observed by Wigner and formalized
by Dyson and Mehta [135] who also computed the correlation functions of the Gaussian
ensembles in the 1960’s. At the spectral edges the correct statistics was identified by Tracy
and Widom both in the GUE and GOE ensembles [170, 171] in the mid 1990’s.

Beyond Gaussian ensembles, the first actual proofs of universality for Wigner matrices
took different paths in the bulk and at the edge. While in the bulk only limited progress was
made until a decade ago, the first fairly general edge universality proof by Soshnikov [161]
appeared shortly after [170, 171]. The main reason is that edge statistics is accessible via an
ingenious but laborious extension of the classical moment method of Wigner. In contrast,
the bulk universality required fundamentally new tools based on resolvents and the analysis
of the Dyson Brownian motion developed in a series of work [74, 75, 82, 72, 71, 79]. This
method, called the three-step strategy, is summarized in [78]. In certain cases parallel results
[168, 167] were obtained via the four moment comparison theorem.

Despite its initial success [161], the moment method for edge universality seems limited
when it comes to generalisations beyond Wigner matrices with i.i.d. entries; the resolvent

89


https://arxiv.org/abs/1804.07744

3. CorrRELATED Ranpom MaTrices: BAND RicipiTy AND EDGE UNIVERSALITY

90

approach is much more flexible. Its primary goal is to establish /oca/ laws, i.e. proving that
the local eigenvalue density on scales slightly above the eigenvalue spacing becomes de-
terministic as the dimension of the matrix tends to infinity. Refined versions of the local
law even identify resolvent matrix elements with a spectral parameter very close to the real
axis. In contrast to the bulk, at the spectral edge this information can be boosted to de-
tect individual eigenvalue statistics by comparison with the Gaussian ensemble. These ideas
have led to the proof of the Tracy-Widom edge universality for Wigner matrices with high
moment conditions [82], see also [168] with vanishing third moment. Finally, a necessary
and sufficient condition on the entry distributions was found in [127] following an almost
optimal necessary condition in [17]. Direct resolvent comparison methods have been used
to prove Tracy-Widom universality for deformed Wigner matrices, i.e. matrices with a deter-
ministic diagonal expectation, [123], even in a certain sparse regime [124]. The extension of
this approach to sample covariance matrices with a diagonal population covariance matrix
at extreme edges [125] has resolved a long standing conjecture in the statistics literature.
Tracy-Widom universality for general population covariance matrices, including internal
edges, was established in [117].

'The next level of generality is to depart from the i.i.d. case. While the resolvent method
for proving local laws can handle generalized Wigner ensemble,i.e. matrices H = (hgp) with
merely stochastic variance profile }~, Var hy, = 1, varying variances cannot be simulta-
neously matched with a GUE/GOE ensemble so the direct comparison does not work.
'The problem was resolved in [41] with a general approach that also covered invariant -
ensembles. While Dyson Brownian motion did not play a direct role in [41], the proof used
the addition of a small Gaussian component and the concept of local ergodicity of the Gibbs
state; ideas developed originally in [75, 76] in the context of bulk universality.

A fully dynamical approach to edge universality, following an earlier development in the
bulk based on the shree-step strategy, has recently been given in [122]. In general, the first step
within any three-step strategy is the local law providing a priori bounds. The second step
is the fast relaxation to equilibrium of the Dyson Brownian motion that proves universality
for Gaussian divisible ensembles. The third step is a perturbative comparison argument
to remove the small Gaussian component. Recent advances in the bulk have crystallized
that the only model dependent step in this strategy is the first one. The other two steps
have been formulated as very general “black-box” tools whose only input is the local law
see [120, 122, 77, 121]. Using the three-step approach and [122], edge universality for sparse
matrices was proved in [104] and for correlated Gaussian matrices with a quite specific two-
scale correlation structure in [1]. All these edge universality results only cover the extremal
edges of the spectrum, while the self-consistent (deterministic) density of states ¢ may be
supported on several intervals.

Multiple interval support becomes ubiquitous for Wigner-type matrices [9], i.e. matri-
ces with independent entries and general expectation and variance profile. A prerequisite
tor Tracy-Widom universality, the square root singularity in the density, even at the iner-
nal edges, is a universal phenomenon for a very large class of random matrices since it is
inherent to the underlying Dyson equation. 'This was demonstrated for Wigner-type matri-
ces in [7] and here we extend it for correlated random matrices with a general correlation
structure. We remark that a second singularity type, the cubic root cusp, is also possible; the
corresponding analysis of the Dyson equation is given in [12], while the optimal local law
and the universal spectral statistics are proven in [DSg, DS6].

In the current paper we show that the eigenvalue statistics at the spectral edges of o
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follow the Tracy-Widom distribution, assuming only a mild decay of correlation between
entries, but otherwise no special structure. We can handle any internal edge as well. In the
literature internal edge universality for matrices of Wigner-type has first been established
for deformed GUE ensembles [158] which critically relied on contour integral methods,
only available for Gaussian models in the Hermitian symmetry class. A similar method
handled extreme eigenvalues of deformed GUE [107, 52]. A more general approach for
internal edges has been given in [117] that could handle any deformed Wigner matrices
with general expectation, as long as the variance profile is constant, by comparing it with
the corresponding Gaussian model. Our method requires neither constant variance nor
independence of the matrix elements.

'The proof of our general form of edge universality at all internal edges follows the three-
step strategy and uses the recent paper [122] for the second step and well established canon-
ical arguments for the third step that will be summarized. The backbone of the work is thus
the first step, an optimal local law at the spectral edges, the proof of which has two well sep-
arated components; a probabilistic and a deterministic one. The probabilistic component is
insenstive to the location in the spectrum and follows directly from [DS3]. Here we present
a compact and practically self-contained proof of the deterministic component of the local
law that can be followed without consulting previous works; we only rely on some general
results from functional analysis proven in [8] and some minor technicality on the Dyson
equation from [12]. First, we develop a detailed shape analysis of the self-consistent density
o near the regular edges, generalizing the previous bulk result from [8] and the singularity
analysis in the independent case from [7]. Second, we prove a strong version of the local
law that excludes eigenvalues in the internal gaps. Third, we establish a topological rigidity
phenomenon for the bands, the connected components that constitute the support of p.

Band rigidity is a new phenomenon for the Dyson equation and it asserts that the num-
ber of eigenvalues within each band exactly matches the mass that p predicts for that band.
'The topological nature of band rigidity guarantees that this mass remains constant along the
deformations of the model as long as the gaps between the bands remain open. A similar
rigidity (also called “exact separation of eigenvalues”) has first been established for sample
covariance matrices in [18] and it also played a key role in Tracy-Widom universality proof
at internal edges in [117]. Note that band rigidity is a much stronger concept than the cus-
tomary rigidity in random matrix theory [82] that allows for an uncertainty in the location
of N€ eigenvalues. In other words, there is no mismatch whatsoever between location and
label of the eigenvalues near the internal edges along the matrix Dyson Brownian motion,
the label of the eigenvalue uniquely determines to which spectral band it belongs.

Our result highlights a key difference between Wigner-type matrix models and invari-
ant #-ensembles. For self-consistent densities with multiple support intervals (the so called
multi-cut regime), the number of particles (eigenvalues) close to some support interval fluc-
tuates for invariant ensembles with general potentials [39]. As a consequence internal edge
universality results (see e.g. [145, 29]) require a stochastic relabelling of eigenvalues.

Our setup is a general N x N random matrix H = H* with a slowly decaying cor-
relation structure and arbitrary expectation, under the very same general conditions as the
recent bulk universality result from [DS3]. The starting point is to find the deterministic
approximation of the resolvent G(z) = (H — z)~! with a complex spectral parameter 2
in the upper half plane. This approximation is given by the solution M = M (z) to the
Matrix Dyson Equation (MDE), see (3.1) below. The resolvent G/(z) approximately satisfies
the MDE with an additive perturbation term which was already shown to be sufficiently
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small in [DS3]. This fact, combined with a careful stability and shape analysis of the MDE
in Section 3.4 imply that G is indeed close to M. In order to prove edge universality we use
a correlated Ornstein-Uhlenbeck process H; which adds a small Gaussian component of
size t to the original matrix model, while preserving expectation and covariance. We prove
that the resolvent satisfies the optimal local law uniformly along the flow and appeal to the
recent result from [122] to prove edge universality for H; whenever t 3> N ~1/3, In the final
step we perform a resolvent comparison together with our band rigidity to show that the
eigenvalue correlation functions of H; matches those of H as long as t < N~/ which
yields the desired edge universality.

After presenting our main results in Section 3.2, we then prove the optimal local law in
Section 3.3. Section 3.4 contains the analysis of the MDE. Both types of rigidity are shown
in Section 3.5. Section 3.6 is devoted to the proof of edge universality.

Notations

If for some constants ¢, C' > 0 it holds that f < Cgorcg < f < Cg,then we write f < g
and f ~ g, respectively. These constants ¢, C' may depend on some basic parameters which
we call model parameters later. We denote vectors by bold-faced lower case Roman letters
%,y € CV, and matrices by upper case Roman letters A, B € CV*¥ The standard scalar
product and Euclidean norm on C¥ will be written as (x,y) and ||x||, while we also write
(A, B) :== N~ Tr A* B for the scalar product of matrices, and (A) ;= N~! Tr A. The usual
operator norm induced by the vector norm ||-|| will be denoted by || A||, while the Hilbert-
Schmidt (or Frobenius) norm will be denoted by || A]|;, == v/(A, A). The operator norms
induced on linear maps CV*¥ — CN*N by || - ||, and | - || are denoted by | - [|sp and || - ||,
respectively. The identity matrix in CV*¥ is indicated by I and the identity mapping on
CN*N by Id. For random variables X, Y, ... we denote the joint cumulant by 5(X, Y ...).
For integers n we define [n] := {1,...,n}.

3.2 Main results

We consider correlated real symmetric and complex Hermitian random matrices of the form
H=A+4+W, EW =0

with deterministic A € CV*¥ and sufficiently fast decaying correlations among the matrix
elements of W. The matrix entries w,, = w, are often labelled by double indices o =
(a,b) € [N]2. The randomness W is scaled in such a way that v/ Nw, are random variables
of order one’. This requirement ensures that the size of the spectrum of H is kept of order 1,
as N tends to infinity. Our first aim is to prove that the resolvent G = G(2) = (H — 2)~!
is well approximated by the solution M = M(2) to the Matrix Dyson equation (MDE)
M — M*
I+ (z—A+SM)M =0, SM:= —r > 0,
i
SRl =EWRW, zeH:={zeC|SQ2>0}

(3.1)

in a neighbourhood around the edges of the spectrum. We suppress the dependence of G
and M, and similarly of many other quantities, on the spectral parameter z in our notation.

"In some previous works, as in [DS3], the convention H = A + W/+/N with order one w, was used.



3.2. Main results

Estimates on z-dependent quantities are always meant uniformly for z in some specified
domain. From the solution M we define p: H — R and extend it to the real line

S(M(z)), =ze€H, o(r) = 7111{1% o(t+in), T€eR. (3.2)

>H>~

o(z) =

By [8, Proposition 2.2] the limit in (3.2) exists and p is a Holder continuous function on
H U R under Assumptions (3.A) and (3.E) below. The self-consistent density of states is the
restriction of p to R which approximates the density of eigenvalues of H increasingly well
as N tends to infinity. Its support, supp 0 C R, is called the se/f~consistent spectrum. We
remark that ¢ on H is the harmonic extension of p|r. We now list our main assumptions,
which are identical to those from [DS3], apart from the additional Assumption (3.G), which
was automatically satisfied in [DS3], i.e. in the bulk regime (cf. Remark 3.2.3 below). All
constants in Assumptions (3.A)—(3.G) and Definition 3.2.4 are called model parameters.

Assumption (3.A) (Bounded expectation). There exists some constant C such that ||A| < C
forall N.

Assumption (3.B) (Finite moments). For all ¢ € N there exists a constant [y such that
BV Nual? < g
Sor all .

Assumption (3.CD) (Polynomially decaying metric correlation structure). For the k = 2
point correlation we assume

\/Elfl VW) VE|fL(VNW)[

1 + d(supp f1,supp f2)*

(A/NW), 2(VNW))| < C . G3)

Jfor some s > 12 and all square integrable functions f1, fa. Fork > 3 we assume a decay condition

of the form
K(ANW), VAW <G T It

eeE(Tmin)

where Ty is the minimal spanning tree in the complete graph on the vertices 1, ...,k with
respect to the edge length dist({i, j}) = d(supp fi,supp f;), i.e. the tree for which the sum of
the lengths dist(e) is minimal, and k({i,j}) = k(fi, fj). Here d is the standard Euclidean
metric on the index space [N)? and supp f C [N]? denotes the set indexing all entries in / NW
that f genuinely depends on, and C < 00 are some absolute constants.

Remark 3.2.1. A/l results in this paper and their proofs hold verbatim if Assumption (3.CD) is
replaced by the more general Assumptions (2.C)—(2.D). In particular, the metric structure imposed
on the index space [N 12 is not essential. For details the reader is referred to Section 2.2.5.

Assumption (3.E) (Flatness). Zhere exist constants 0 < ¢ < C such that ¢ (T) < S[T] <
C (T') for any positive semi-definite matrix T
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Assumption (3.F) (Fullness). Zhere exists a constant X\ > 0 such that N E |Tr B VV|2 >
A Tr B2 for any deterministic matrix B of the same symmetry class (either real symmetric or com-

plex Hermitian) as H.

Assumption (3.G) (Bounded self-consistent Green function). Zhere exist constantsw,., M, >
O such that

sup || M (2)| < M,
4
where the supremum is taken over all z € H with | Rz — 19| < wy and 0 < Fz < 1.

Remark 3.2.2. Assumption (3.E) is an effective mean field condition that provides z?per and
lower bounds on the variances of the entries of W. In fact it is equivalent to B |(x, Wy)|” ~ 1/N
for all normalised X,y € CcN. Assumption (3.F) is equivalent to S — NSq remaining positivity
preserving, where Sg is the self-energy operator of a full GUE/GOE matrix.

Remark 3.2.3. 7he boundedness of || M || is automatically satisfied in the spectral bulk. At the
edges, however, the boundedness cannot be guaranteed under Assumptions (3.4)—(3.E) but has to
be verified for each concrete model (see [12, Section 9] for a large class of models for which || M || is
guaranteed to be bounded).

Our main technical result is an optimal local law at regular edges 79 € O supp p asserting
that G(z) = (H — z)~! is well approximated by M(z) in the N — oo limit. Around such
an edge we consider the domain of spectral parameters z = 7 + in whose imaginary part
Qz = n is slightly larger than 1/N, i.e. in the spectral domain

Dgzz{zemé‘szzzv*ﬂ} with D° .= {7 4in| |71 — 70/ <5,0<n <1}

for any v, > 0.

Definition 3.2.4 (Regular edge). We call an edge Ty € O supp o regular if the limit

3/2
. Q(T) . Vedge
lim = (3-4)
supp 07 —To ’7— _ 7—0’ T

exists for some slope parameter Yedge that satisfies 0 < ¢y < Yedge < €* < 00 for some constants
*
Cy, C".

Remark3.2.5. Weremark that there are several equivalent characterisations of regular edges. We
chose (3.4) here because it highlights that the essential prerequisite for Tracy-Widom universality is
a local square-root singularity. According to the classification result from [12] it follows that (3.4)
is equivalent® to assuming that the gap in SUpp o adjacent to 7q is of size 2, 1.

Theorem 3.2.6 (Edge local law). Let Assumptions (3.4)—(3.E) and (3.G) be satisfied for some
regular edge 1o € Osupp o. Then for any D,~y, € > 0 and sufficiently small 6 > 0, there exists

*In fact, in [12, Section 7.6] it is proven that if the self-consistent spectrum supp g has a macroscopic gap
next to some To € O supp o, then p has a square root behaviour at 7. Together with Theorem 3.4.1 later, this
shows that regular edges in the sense of (3.4) are precisely those 7o € 0 supp ¢ which are adjacent to macroscopic

gaps.



3.2. Main results

some C' < 00 depending only on these and the model parameters such that with G = G(z) and
M = M (z) we have the isotropic local law,

e 4 1 . _
P (I (G = 29)] < Nl ] (| 5 + gz ) 7 DY) 2 1-ONP

(3-52)

Jfor all deterministic vectors X,y € CN and the averaged local law,
P <|<B(G _ oy < N B ]D‘S) >1-CNP (3.5)

- NSz v)

for all deterministic matrices B € CN*N | Moreover, at a distance at least N —2/3+¢ away from
the self~consistent spectrum we have the improved averaged local law for any € > 0

dist(z, supp o) > 1 })
N —2/3+€ - (3.5C)

Ne|B| : { J
_ <
P (|<B(G M))| < N dist(z,suppg) 1 ° € v

>1-CN P
with C also depending on €.

Corollary 3.2.7 (No eigenvalues outside the support of the self-consistent density). Under
the assumptions of Theorem 3.2.6 we have for any €, D > 0 and sufficiently small § > 0

P (EI)\ € Spec H | |79 — A| < 8, dist(\, supp o) > N_2/3+6) <eD NP,
where <. p means a bound up to some multiplicative constant C = C (e, D).
Corollary 3.2.8 (Delocalisation). Under the assumptions of Theorem 3.2.6 it holds for an (>~

normalized eigenvector w corresponding to an eigenvalue \ of H close to the edge Ty that

N€
sup P (\<x, W) > T [ Hu =, fu = 1 [ = A < 5) <.p NP

[Ix/l=1
Jor any €, D > 0 and sufficiently small 6 > 0.

Corollary 3.2.9 (Band rigidity and eigenvalue rigidity). Under the assumptions of Theorem
3-2.6 the following holds. For any €, D > 0 there exists some C' < 00 such that for any T € R\

supp o with dist(7, supp 0) > € the number of eigenvalues less than T is with high probability
deterministic, i.e. that

-
P( |Spec H N (—o0, 7)| = N/ o(x) dx) >1-CNP. (3.62)

—00
We also have the following strong form of eigenvalue rigidity in a neighbourhood of a regular edge

T0. Let \y < -+ - < AN be the ordered eigenvalues of H and denote the index of the N -quantile
close to energy T € int(supp o) &y k(1) := [N [T o(x) dx]. It then holds that

. Ne Ne b

Jfor any €, D > 0 and sufficiently small 6 > 0, where the supremum is taken over all T € supp o
such that |T — 19| < 4.
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Remark 3.2.10 (Integer mass). Note that (3.6a) entails the non trivial fact that for T € supp o,
N [T o(x)dx is always an integer, see Proposition 3.5.1 below. Moreover, it then trivially

implies that N |, f o(x) da is an integer for each spectral band [a, b, i.e. connected component
of supp o. Finally, (3.6a) also shows that the number of eigenvalues in each band is given by
this integer with overwhelming probability. Ihis is in sharp contrast to invariant (3-ensembles
where no such mechanism is present. For example, for an odd number of particles in a symmetric

double-well potential, N s w 0(x)dx = N/2 is a balf integer.

'The main application of the optimal local law from Theorem 3.2.6 is edge universality, as
stated in the following theorem, generalising several previous edge universality results listed
in the introduction. For definiteness we only state and prove the result for regular right
edges. The corresponding statement for left edges can be proven along the same lines.

Theorem 3.2.1x (Edge universality). Under the Assumptions (3.4)—(3.G) the following state-
ment holds true. Assume that 7o € OSupp o is a right regular edge of 0 with slope parameter
Yedge as in Definition 3.2.4. The integer (see Remark 3.2.10) ig == N [T°_ o(x) da labels the
largest eigenvalue \; close fo the band edge To with high probability. Furthermore, for test func-
tions F': REFL — R such that ||F|| + |VF||, < C < 0o we have

‘E F(VedgeNz/S()\io - 7—0)7 cee 7erdgeN2/3()\io—k - TO))
~BE(NV iy = 2) Ny~ )| SN

for some ¢ = ¢, > 0. Here jiq, ..., uN are the eigenvalues of a standard GUE/GOE matrix,
depending on the symmetry class of H.

From Theorem 3.2.11 we can immediately conclude that the eigenvalues of H near the
regular edges follow the Tracy-Widom distribution. We remark that the direct analogue of
Theorem 3.2.11 does not hold true for invariant $-ensembles with a multi-cut density. This
is due to the fact that the number of particles close to a band of the self-consistent density,
commonly known as the filling fraction, is known to be a fluctuating quantity for general
classes of potentials. We refer the reader to [33] for a description of this phenomenon, to
[142,157] for non-Gaussian linear statistics in the multi-cut regime and to [39] for results on
the fluctuations of filling fractions. Variants of Theorem 3.2.11 which allow for a relabelling
of eigenvalues for invariant S-ensembles can be found in [145, 29].

3.3 Proof of the local law

The proof of a local law consists of three largely separate arguments. The first part concerns
the analysis of the szability operator
BIR] = R — MS[RIM 67

for R € CV*¥ and shape analysis of the solution M to (3.1). The second part is proving
that the resolvent G is indeed an approximate solution to (3.1) in the sense that

D=1+ (z—A+S8[G)G =WG +S[G]G (3.8)

is small. Finally, the third part consists of a bootstrap argument starting in the domain D¢
and iteratively increasing the domain to ]D)g while maintaining the desired bound on G— M.



3.3. Proof of the local law

3.3.1  Stability

From (3.1) and (3.8), we see that the difference between G and M is described by the relation
B|G — M]=—-MD + MS[G — M|(G — M). (3.9)

To prove estimates on G — M we need to analyse 3, the stability operator. Near the edge we
will demonstrate that 3 has a very small (in absolute value) simple eigenvalue, that we will
denote by /3, and it turns out that 3 is well separated away from the rest of the spectrum of
B. Let P and B denote the corresponding left and right eigenvectors of B, 1.e. B*[P] = 3P
and B[B] = B, and we will specify their normalisation later. Note that B is typically not
self-adjoint, so P # B. Since 3 is small, B~! is unstable in the direction of the eigenspace
of 3. We therefore separate this unstable direction by writing G — M = ©B + Error where

(P,G— M)

0= (P, B)

(3.10)

is the key quantity and the error term lies in spectral subspace complementary to B. We
will then establish bounds in terms of © and D from (3.9). We note that this separation is
not necessary in the bulk regime studied in [DS3], where the stability operator is bounded
in every direction, which explains the additional complexity of the proof of Theorem 3.2.6
compared to the bulk local law in [DS3].

'The reader should not be confused by the term “eigenvector” in the context of operators
CNXN 5 CNXN 35 eigenvectors are in fact matrices in this setting, e.g. the eigenvectors P
and B of B above are actually matrices in CV*V,

We begin by collecting some qualitative and quantitative information about the MDE
and its stability operator, which will be proven in Section 3.4.5 below. We note that (i) was
first obtained in [102] and (ii) goes back to [8].

Proposition 3.3.1 (Stability of MDE and properties of the solution). 7he following hold true
under Assumption (3.4), (3.E) and (3.G) for some 19 € R.

(i) The MDE (3.1) has a unique solution M = M (z) for all z € H and moreover the map
z = M (2) is holomorphic.

(ii) The holomorphic function (M) : H — H is the Stieltjes transform of a compactly supported
probability measure with continuous density 0: R — [0, 00) given by (3.2). Moreover, o
is real analytic on the open set { 0 > 0 }.

If 1o € Osupp o is a regular edge then there is 05 ~ 1 such that, for all z € H satisfying
|z — 10| < &y, we have

(iii) The harmonic extension of the self-consistent density of states scales like

Q(z)w{\/"’”+”’ ifT € supp o,
n/VE+mn, ifT ¢ suppo,

where = Rz, n = Sz and k == |1 — 19|
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(iv) There exist P, B € CN*N left and right eigenvectors of B such that

1B lsp S (k+m)~"% IB7'Qllsp + IBI + I1P]l S 1,
6] ~ vk +, (P, MS[B]B)| ~1,  [(P,B)[~1,

where Q =1 — P and P := (P, -) B/ (P, B) are spectral projections of B.

We now design a suitable norm following [DS3]. For cumulants of matrix elements
K(Wap, Weq) We use the short-hand notation x(ab, cd). We also use the short-hand nota-
tion r(xb, cd) for the x = (74)qe|v]-Weighted linear combination >, w4k (ab, cd) of such
cumulants. We use the notation that replacing an index in a scalar quantity by a dot (-) refers
to the corresponding vector, e.g. A,. is a short-hand notation for the vector (Aup)pen)- We
fix two vectors x, y and some large integer K and define the sets

Iy ={xy}U{es P.|a€c[N]},
Iy =L, U{ Mu|ué€ I} U{k((Mu)a,b), kq((Mu)a,-b) | u € Iy, a,b € [N] },

where k. + kg = K is a decomposition of k according to the Hermitian symmetry3.
Due to (3.3) such a decomposition exists in a way that the operator norms of the matrices
||ka(xa, -b)| and ||kc(xa, b-)||,indexed by (a, b), are bounded uniformly in x with ||x|| < 1.
We now define the norm

R.
1Bl = IRISS = 32 N9 R, 4 N2 e Il
0<k<K uelg HuH

R
p——__.
22 Tl VI

WEe note that the sets I}, and thereby also the norm |||, depend implicitly on the spectral
parameter z via M and P.

Remark 3.3.2. Compared to [DS3], the sets Iy, contain some additional vectors generated by the
vectors of the form P in 1y. This addition is necessary to control the spectral projection P in the
||| .—morm. We note, howewver, that the precise form of the sets I}, were not important for the proofs
in [DS3]. It was only used that these sets contain deterministic vectors, and that their cardinality
grows at most as some finite power |I,| S N of N.

In terms of this norm we obtain the following easy estimate on G — M in terms of its
projection © onto the unstable direction of the stability operator B.

Proposition 3.3.3. For sufficiently small § and fixed z such that |G — M|, < N73/K there

are deterministic matrices Ry, Ry with norm < 1 such that
G-M=0B-B'QMDI+¢&,  [€], SNYN(e*+|D[2),  (m)
with an error term E, where O, defined in (3.10), satisfies the approximate quadratic equation

616 + &0 = O (N | D + (R, D)| + |(R=D)]) (3.11b)

3If hap is strongly correlated with hcq then, by Hermitian symmetry, it is also strongly correlated with
hdaec = heca. Therefore it is natural to split the covariance into a direct and cross contribution. The precise
splitting kK = K. + Kq is chosen via an optimisation problem; the precise definition is irrelevant for the current
proof, see Remark 2.2.8 for more details.




3.3. Proof of the local law

with
&1 ~ v + K, 2| ~ 1

and any implied constants are uniform in X,y and z € D9,

Progf. We begin with an auxiliary lemma about the ||-||,-norm of some important quanti-
ties, the proof of which we defer to the appendix.

Lemma 3.3.4. Depending only on the model parameters we have the estimates for any R €
(CNXN’

IMS[RIR|, < N2 |RIIZ, IMR], < NY¥||R], .

Decomposing G — M = P[G — M|+ Q[G — M| and inverting B in (3.9) on the range
of Q yields

G—M=0B+Q[G- M| =06B-B"QMD]+0 (N/K|G-M|)
= OB - B'QIMD] + 0 (N*/*(j6* + | D|2)),
where O (-) is meant with respect to the ||-|| ,-norm and the second equality followed by iter-
ation, Lemma 3.3.4 and the assumption on |G — M]|,. Going back to the original equation
(3.9) we find
BOB + BQ[G — M] = —~MD + MS[®©B — B~'Q[MD]|(6 B — B! QM D))
+0 (NY¥(lof + |DII2))

and thus by projecting with P we arrive at the quadratic equation

1o — 110 + 120 = O (N¥X(|o +||D|12))
po = (P, MS[B~'QIMD)|B~'Q[MD] — M D),
i = (P, MS[B]B~'Q[MD] + MS[B~'Q[MD]|B) + 3 (P, B),
2 = (P, MS[B]B).

We now proceed by analysing the coefficients in this quadratic equation. We estimate the
quadratic term in g directly by N2/5 || D||?, while we write the linear term as (Ry D) for
the deterministic Ry := —M* P with ||R;|| < 1. For the linear coefficient y; we similarly
find a deterministic matrix Rg such that || Rz|| < 1and puy = (R2 D)+ (P, B). Finally, we
find from Proposition 3.3.1(iv) that |u2| ~ 1 and |8 (P, B)| ~ \/k + 1. By incorporating
the |©| N2/K term into & we obtain (3.11b). Here § has to be chosen sufficiently small such
that Proposition 3.3.1 is applicable. O

3.3.2 Probabilistic bound

We now collect the averaged and isotropic bound on D from [DS3]. We first introduce a
commonly used (see, e.g. [73]) notion of high-probability bound.
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Definition 3.3.5 (Stochastic Domination). If'
X = (XM |NeNueUM) ad v =(YM(w)|NeNuecUr™)

are families of non-negative random variables indexed by N, and possibly some parameter u, then

we say that X is stochastically dominated by Y , if for all €, D > 0 we have

sup P [ XM (w) > NYM(w)] < NP
ueUW)

for large enough N > No(€, D). In this case we use the notation X <Y

It can be checked (see [73, Lemma 4.4]) that < satisfies the usual arithmetic properties,
e.g. if X7 < Y] and Xy < Y5, then also X1 + X2 < Y1 + Yz and X1 Xy < V1Y, To
formulate the result compactly we also introduce the notations

IRl <AinD <= |R|X™ < A unif inx,yand z € D,

B
|R|,, < AinD @i‘m$H<AmmmBmMED

for random matrices R = R(z) and a deterministic control parameter A = A(z), where
B, x,y are deterministic matrices and vectors. We also define an isotropic high-moment
norm, already used in [DS3], for p > 1 and a random matrix R,

(Er<x,Ry>\”>1“’
o [yl

12, -

Proposition 3.3.6 (Bound on the Error). Under the Assumptions (3.4)—(3.E) there exists a
constant C such that for any fixed vectors X,y and matrices B and spectral parameters z € D?°,
andanyp > 1,¢ > 0,

1(x, Dy)ll, <., N H]Ci@’ (1+1cl,) ( G H)

[l
I{BD)I, 136G, I1Gl,
—r <., N 1 G
HB” —6&P NSz ( + H H ) < > )
whereq := Cp*/e. Here i > 0 depends on s in Assumption (3.CD). In particular, if |G — M| <
A <1, then
o+ A o+ A
D — —.
Dl SR Dl < 2

Proof. This follows from combining Theorem 2.4.1, the following lemma#* from Lemma 2.5.4
and || M|| < M,. O

Lemma 3.3.7. Let R be a random matrix and ® a deterministic control parameter. ‘Then the
following implications hold:

*Cf. Remark 3.3.2, where we argue that the proof of [DS3] about ||-||, hold true verbatim in the present
case despite the slightly larger sets I.

I00



3.3. Proof of the local law

(i) If & > N=C |R|| < N¢ and |Rxy| < @ ||x|| ly]| for all x,y and some C, then
IR, <pe N°® foralle > 0,p > 1.

(ii) Conversely, if | R||,, <pe N°® foralle > 0,p > 1, then |R||E=Y < @ for any fixed
K eN, x,y € CVN.

3.3.3 Bootstrapping

We now fix v > 0 and start with the proof of Theorem 3.2.6. Phrased in terms of the
||-|| ,-norm we will prove

1
G- M Aﬂﬂ(< 2 ) in D
| | < N77+N77 in ,

Rz € supp o

1 (3.12)
‘G—M‘av-<N2/K{Nn N2/K in ]D),

1
NGt T vy 7 F Suppe

forD = Dg and K > 1/, i.e. for K~ sufficiently large. In order to prove (3.12) we use the
following iteration procedure.

Proposition 3.3.8. There exists a constant s > O depending only on K and vy such that (3.12)
forD = ID)‘SVO with o > vy implies (3.12) also for D = ]D)i1 with y1 == max{vy, Y0 — Vs }-

Proof of (3.12) for D = ]Disy, assuming Proposition 3.3.8. For D = ]D)g with v > 1 we have
(3.12) by Theorem 2.2.1. For v < 1 we iteratively apply Proposition 3.3.8 starting froms I){
finitely many times until we have shown (3.12) for D = ]D)i. O

Proof of Proposition 3.3.8. We now suppose that (3.12) has been proven for some D = ]D)fio
and aim at proving (3.12) for D = ID)‘EYl for some 1 = Y9 — 75,0 < 75 < 7. The proof has
two stages. Firstly, we will establish the rough bounds

O] < N/K and |G- M| <NK in ]DD?YI, (3.13)

and then in the second stage improve upon this bound iteratively until we reach (3.12) for
D=D?.
Rough bound.

By (3.12), Lemma 3.3.7 and monotonicity of the map 1 — n||G(7 +in)|, (see e.g. the
proof of Proposition 2.5.5) we find [|G||,, <¢p N7 < N2 in ]D)‘fﬂ. Aslong as 2vs < p
we thus have

Ns—l—ZC"ys-‘r'ys N7s (2+20)

D| < <
1Dl <ep =g < =g
Ne+H27s+27:C N7s(3+2C)
BD)|, < B| —— < ||B
IKBD)I|,, < |IBll No 1Bl Nn

5Strictly speaking, in the very first step we start from D° N {3z > §/2} instead of DS since, depending on
the value of d, the latter might be empty.
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We now fix x, y and it follows from (3.11b) that

NQ'YS (3+20)+2/K
Nn

‘519 + 5292‘ < in D,

and consequently by Lipschitz continuity of the Ihs. with a Lipschitz constant of 72 < N2,
and choosing K, 7 large and respectively small enough depending on v we find that with
high probability [0 + &02| < N719/K in all of ]D)‘fﬂ. The following lemma translates
the bound on |£;0 + £ 62| into a bound on |O)|.

Lemma 3.3.9. Let d = d(n) be a monotonically decreasing function inn > 1/N and assume
0 < d < N~ for some € > 0. Suppose that

’£1®+§2@2’§d foral[zE}D)é, and @fjmin{ \/g} for some 2,

d
V=)
then also |©| < min{d/\/rk + n,Vd} forall 2’ € D with Rz' = Rz and Iz < Iz,

Proof: This proof is basically identical to the analysis of the solutions to the same approxi-
mate quadratic equation, as appeared in various previous works, see e.g. [78, Section 9]. In
the spectral bulk this is trivial since then |{;| ~ \/k + 1 ~ 1. Near a spectral edge we ob-
serve that (k+7)/d is monotonically increasing in 7. First suppose that (k+n)/d > 1 from

which it follows that |©| < d/\/k + 1 < V/d in the relevant branch determined by the given
estimate on O at zp. Now suppose that below some 7-threshold we have (k +7)/d < 1.
Then we find |0] < /& + 7 +Vd < Vd < d//k+ 1 and the claim follows also in this
regime. [l

Since (3.13) holds in ]D)go and 1/Nn < N7100/K weknow |O| < min{ N~10/K/ /k ¥,
N~5/K} and therefore can conclude the rough bound [©] < N ~%/K in all of Dfsy , by Lemma
3.3.9 with d = N1/, Consequently we have also that

|G = M, (|G = M|, < NT¥5) < NT/E i DI

Due to this gap in the possible values for ||G — M ||, it follows from a standard continuity
argument that ||G — M|, < N~5/% and therefore since x, y were arbitrary, |©] < N /K
and |G — M| < N~5/K in allof]Df;ﬂ.

Strong bound.

All of the following bounds hold uniformly in the domain ]D)g1 which is why we suppress
this qualifier. By combining Propositions 3.3.3 and 3.3.6 we find for deterministic 0 < 6 <
A < N73/K under the assumptions |©| < 6, |G — M| < A, that

+A +A
G — M| < 9+N2/K,/QN—H, €10 + £67) < N2/KQN—H. (3.14)

'The bound on |G — M| in (3.14) is a self-improving bound and we find after iteration that

1 o+ 0
— /K| er’y
|G—M| <0+ N <N77+ N ),



3.3. Proof of the local law

hence

L—i_e_i_]\[‘l/K 1

2| _ N2/K .
‘51@+€2@ P Ny (Nn)?

We now distinguish whether Rz is inside or outside the spectrum. Inside we have o ~
VR F 1,50 we fix  and use Lemma 3.3.9 withd = N2/ X (\/k + +8)/(Nn)+N*5 /(Nn)?
to conclude |©| < min{d/\/k + 1, /d} from the input assumption |6 < N?/K /N7 in
D,. Iterating this bound, we obtain

1 K 0 1
< N?EK__ p — M| < N? ( +).
|O] Nn’ ence |G | Ny Ny

By an analogous argument, outside of the spectrum we have an improved bound on ©

1 1
O <N¥YK__ - NYK____~
o] N(k+mn) (Nn)2VK +1

because o ~ 1/+/k + 1. Finally, for the claimed bound on |G — M|, we use (3.11a) in order
to obtain a bound on |G — M|, in terms of a bound on ©. O

Due to (3.12), we now have all the ingredients to prove the local law, as well as delocali-
sation of eigenvectors, and the absence of eigenvalues away from the support of p.

Proof of Theorem 3.2.6, Corollary 3.2.7 and Corollary 3.2.8. 'The local law inside the spectrum
(3.52)—(3.5b) follows immediately from (3.12). Now we prove Corollary 3.2.7. If there exists
an eigenvalue A\ with dist(\, supp ) > N~—2/3+% then at, say, 2 = A + iN %5 we have
(G — M)| > ¢N~'/5, On the other hand we know from the improved local law (3.12) that
with high probability |(G — M)| < N~/* and we obtain the claim.

We now turn to the proof of Corollary 3.2.8. For the eigenvectors uy, and eigenvalues
A of H we find from the spectral decomposition and the local law with high probability

[(x, ug) | |(x, ug) | .
12 3(x,Gx) = > for z=71+41i
< > nz,;(T—Ak)“rnz U !

for any normalised x € C¥, where the last inequality followed assuming that 7 is chosen
n-close to \y. With the choice 7 = N ™11 for arbitrarily small 4 > 0 the claim follows.
Note that for this proof only (3.5a) of Theorem 3.2.6 was used.

Finally, we establish (3.5c) and consider z € D? with dist(Rz,supp o) > N —2/3+w
and x,y, B fixed. As in the proof of [9, Corollary r.11], the optimal local law (3.12) im-
plies rigidity up to the edge as formulated in Corollary 3.2.9. The only difference is that
this standard argument proves (3.6b) only if the supremum is restricted to 7 € supp g
with dist(7,dsupp o) > N —2/3+¢_ The cause for this restriction is a possible mismatch of
the labelling of the edge eigenvalues, in other words the precise location of N¢ eigenval-
ues near an internal gap is not established yet; they may belong to either band adjacent to
this gap. This shortcoming will be remedied by the band rigidity in the proof of Corollary
3.2.9 in Section 3.5 below. However, for the current argument, the imprecise location of N¢
eigenvalues does not matter. In fact, already from this version of rigidity, together with the
delocalisation of eigenvectors (Corollary 3.2.8) and the absence of eigenvalues outside of the
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spectrum by Corollary 3.2.7 we have, at z = 7 + in (recall that we consider z € D? with
dist(Rz, supp g) > N~2/3+w),

X, Ug

N _ w1 77 no(x) de
RaC RO w el DV A e

for any normalised vector x. From the square root behaviour of g at the edge and x(z) >
N~2/3%% we can easily infer | SG||, < 1/+/k + 1. Therefore it follows from Proposition
3.3.6 that | D||> + |(RD)| < 1/(N /s + 1) and from (3.11b) and Lemma 3.3.9 that |©] <
N?/KE=1/(k 4 n). Finally, we thus obtain,

N2/K N2/K 2K 1

G-M|. < + O\ R
| lav N(k+n) NyE+n"~™ N(k+mn)

from (3.112) and (3.5¢) follows. O

3.4 Analysis of the Matrix Dyson equation

The essential prerequisite for edge universality is the regularity of the edge, i.e. the local
square root behavior of the self consistent density ¢ as imposed in Definition 3.2.4. For the
proof of universality via [122], however, it is necessary to first establish that the square-root
behaviour and the adjacent gap persist in a macroscopic interval. This is achieved in the
following main theorem whose proof will be given in Section 3.4.4 after several preparatory
results. In particular, as a second main result of this section, in Theorem 3.4.2, we will give a
sharp estimate on the inverse of the stability operator B = Id — M S[-]M which also plays
a central role in the proof of the local law in Section 3.3.

Theorem 3.4.1 (Behaviour of ¢ close to a square root edge). Lez (3.4), (3.E) and (3.G) be
satisfied for some 79 € R. If 7o € Osupp o is a regular edge then there are c ~ 1 and 6, ~ 1
such that

clol? + O(lw]), ifw € [-4.,0],

olmo +w) = {0, ifw € [0, .].

In this section and, in particular, the previous theorem, the comparison relation ~ is
understood with respect to the constants in (3.A), (3.E) and (3.G) as well as in (3.4).

We now outline the strategy for the proof of Theorem 3.4.1. First, we will extend M to the
real line by showing thatitis 1/2-Holder continuous in the vicinity of 79 (see Corollary 3.4.3
below). The Hélder continuity also yields an a-priori bound on A :== M (19 +w) — M (1),
hence on o(79 + w) = 7 HSIM (19 + w)) = 77 H{SA) as well, with small w € R. Second,
by using this bound, we will verify that A is governed by a scalar quantity analogous to ©
from (3.10) which satisfies a quadratic equation (see Proposition 3.4.12 below). The fact that
SA > 0 will select the correct solution to this quadratic equation and Theorem 3.4.1 will
follow from analysing the stability of this solution.

'The equation for A can be obtained from subtracting the MDE at 79 + w and 79. It
reads as

B[A] = MS[AJA + wM? + wMA, M = M(7). (3.15)

To express A from (3.15) it is therefore essential to understand the instabilities of B! very
precisely. The main difficulty is that near the edge B has a small eigenvalue that is very
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sensitive to a delicate balance between S and M. An additional complication is that B is
non-selfadjoint. Both obstacles are overcome by representing B in the form B = V(U —
F)V~1, where U is unitary, V is bounded invertible, F is self-adjoint and it preserves the
cone of positive matrices. Thus a Perron-Frobenius argument can be applied to F, i.e. its
norm can be obtained simply by finding its top eigenvector. In this way we can very precisely
determine the size of M S[-]M and estimate its top eigenvalue without explicitly solving the
MDE. This representation of B (cf. (3.23) below) with the Perron-Frobenius argument is one
of the main results of [8] and the analysis of F will partly be imported from [8]. We will
see that B! has precisely one unstable direction and we will obtain the quadratic equation
for ©, the projection of A, onto this direction. The sharp estimate on the eigenvalue of the
unstable direction will give rise to the following bound on B~1.

Theorem 3.4.2 (Sharp bound on B™! near a regular edge). Let (3.4), (3.E) and (3.G) be
satisfied for a regular edge 1o € O supp o. Then there is 65 ~ 1 such that we have

1
B(z) Mlsp +|B() Y S
186) oo + B S s
Sor all z € H satisfying |z — 19| < 6y, wheren = 2.
From the previous theorem, we will immediately conclude the 1/2-Hélder continuity
stated in the following corollary. The proofs of both statements will be given in Section 3.4.2
below.

Corollary 3.4.3 (Holder-continuity of M). Let (3.4), (3.E) and (3.G) be satisfied for a regular
edge 7o € R. Then M is uniformly 1/2-Holder continuous around 1y in the sense that there is
Ox ~ 1 such that

1M (21) = M(20)| S |21 — 20]"?

Sforall z1, 20 € {T+in: |7 — 10| < 0s, 0 <1 < o0}. In particular, M has a unique extension
fo [To — 0y, To + 5*]

3.4.1 Analysis of the stability operator

In this section, we will always assume that (3.A), (3.E) and (3.G) are satisfied for some
7p € R. The main result of this section is the bound on the inverse of the stability operator
B in Proposition 3.4.4 below. We introduce the balanced polar decomposition

where we define

1174
W= (SM)"Y2RM)(SM)" V2 +i1, Q= |W|Y?(SM)/?, U::W. (.17)

We remark that W is normal, [W| :== (W*W)'/2, U is unitary and SU is positive definite.
In this context, the balanced polar decomposition first appeared in [8]. We also define

S = sign RU, Fy = 0 'SU, o= (SFP). (3.18)

The quantities B, W, @, U, S, Fyy and o introduced above all depend on z through
the z-dependence of M. In the following, we will mostly omit this dependence from our
notation.
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Proposition 3.4.4 (General bound on B™Y). If (3.4), (3.E) and (3.G) are satisfied for some
70 € R then, uniformly for all z € D“*, we have

-1 -1 ! =Sz I
B e + 807 5 s e 1% 69

This proposition will be shown at the end of the present section. Now, we apply it to
show that M is 1/3-Hoélder continuous.

Corollary 3.4.5 (1/3-Hoélder continuity of M). Let (3.4), (3.E) and (3.G) be satisfied for some
10 € R. Then the solution M of the MDE, (3.1), is uniformly 1/3-Hélder continuous around T
in the sense that, for each 6 € (0, w,), we have

1M (1) — M(22)]| So |21 — 2] */?
forall z1,z0 € {T+1in: |7 — 70| <we — 0, 0 <1 < o0}

Before we prove the previous corollary, we state and prove the following lemma. It
collects a few basic properties of M, @) and U which will often be used in the following.

Lemma 3.4.6 (Properties of M, Q and U). Uniformly for z € D“*, we have

|(2) 7| ~ ()]~ 1, (3.200)
SM(2) ~ (SM(2)), (3.20b)
IR ~ @) 7| ~1, (3.200)
SU(2) ~ (SU(2)) ~ o(2), (3.20d)

where A S B and A ~ B for matrices A, B indicate that A < CB and cB < A < CB for
some constants ¢, C' in the sense of quadratic forms.

Proof of Lemma 3.4.6. 'The bounds in (3.20a) and (3.20b) follow easily from the bound on
||M|| on D** as well as the flatness of S (see e.g. the proof of Proposition 4.2 in [8]).
For the proof of (3.20c¢), we use the monotonicity of the square root and (3.20b) to obtain

Q*Q = (SM)Y2(1 + (SM) V2 (RM)(SM) ™ (RM)(IM) Y)Y (SM)H?

1/2(%M)1/ 2,

~ (SM) TSP ((SM) 7 (SM)? + (RM)*)(SM) ™)

Thus, employing (RM)? + (SM)? ~ 1 by (3.20a) yields (3.20c) due to (3.20b).
Owing to (3.20¢), (3.20d) is a direct consequence of (3.20b). This completes the proof
of Lemma 3.4.6. O

In the following, we will use the derivative of M with respect to z several times. For

z € H, we take the derivative of (3.1) with respect to z. Owing to the invertibility of
B = B(z), this yields

0.M(2) = B M (=) 520

for z € D%~
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Proof of Corollary 3.4.5. As 0,SM(z) = (2i)710,M(z) due to the analyticity of M, we
conclude from (3.21) and (3.19) and (3.20b) that

10:3M (2)| S o(2)"% ~ SM ()]~

This implies that z — (SM(z))? is Lipschitz-continuous on D**. Therefore, SM(z) is
1/3-Holder continuous on D“* (see e.g. Theorem X.1.1 in [30]) and, thus, M is uniformly
1/3-Holder continuous on {7+in: |7 — 79| < w.—0, 0 < n < oo} foralld € (0, w,) (see
e.g. Lemma A.7 in [7] as well as Lemma A.1in [12] for a slightly more general formulation).

O

For the analysis of the stability operator B defined in (3.7), we now introduce the Her-
mitian operator F: CVXN — CN*N defined through

F = CQ,Q*SCQ*aQ' (3.22)

Here, we used the following notation for operators on CV*¥ . For Ty, Ty € CV*N we
define the operator Cr, 7, : CV*N — CV*¥ through

Cr 1 |R) =T RT,

for all R € CN*N_ We also set Cp = Cr,r. The importance of F for the analysis of B
and its inverse comes from the following consequence of the balanced polar decomposition
(3.16):

B=1d—CyS = Cq-Cu(Ci — F)Cq! - (3-23)

When ¢ = o(2) is small, we will view B as a perturbation of the operator By, which we
introduce now. We define

By = Co+ o(Id — Csf)cc}}’Q,

.2
€ = (Carsq — Car)S = Car 0(Cs — Cu)FCq' o, G24)
with U and @ defined in (3.17), S defined in (3.18) and F defined in (3.22). Note By =
Id — Cp+50S, i.e. in the definition of B, the unitary matrix U in M = Q*UQ is replaced
by S. Thus, we have B = By + €.

In the following, we will often use (3.20¢) and (3.20d). In particular, since I — |RU| =
I—/T—(SU)? < (SU)? < 02 we also obtain

RU =S+0(0%), SU=0(), RM=@QSQ+0(¢*)  (3.25)
and with Cs — Cy = O(||S — U||) = O(p) we get
E = 0(p). (3.26)

Here, we use the notation R = T + O(«) for operators R and 7 on CV*N and a > 0 if
|R — T < a. By the functional calculus, the normal matrices U, RU, S and Fy; commute.
Hence, Cs[Fy] = Fy.
The MDE, (3.1), the balanced polar decomposition, M = Q*U(Q, and the definition of
F in (3.22) yield
U = Qs — A)Q" + FIU. G.27)
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We take the imaginary part of (3.27) and use (3.20c) as well as (3.20d) to conclude that
(Id = F)[Fy] = no™'QQ* = O(no™). (3.28)
We also introduce the operator B, and view it as a perturbation of By, via
B.:=1d - Ca= S, &= (CqrsQ — Crr=.1)S = Cqro(Cs — Cu= ) FCGL -
Hence, we have B, = By + &.. Analogously to (3.26), we conclude from (3.25) that
&= 0(e). (3.29)

In the following, for z € C and € > 0, we denote by D.(z) := {w € C: |z —w| < €}
the disk in C of radius € around z.

Lemma 3.4.7 (Spectral properties of stability operator for small density). Lez T € {Id —
F,Id — CsF, By, B, B.}. Then there are 9. ~ 1 and e ~ 1 such that

(T = wld) ™ lgp + | (7 = wld) 7| + |[(7 = wid) | 1 (3:30)

uniformly for all z € D** satisfying 0(z) + no(z)™! < . and for allw € C withw ¢
D.(0) U Dy_9-(1). Furthermore, there is a single simple (algebraic multiplicity 1) eigenvalue \
in the disk around 0, i.e.

Spec(T) N D:(0) = {A\} and rankPr =1, (3.31)
where )
Pro— - / (T — wid) ™ dw.
2mi Jap.(0)

Proof. First, we introduce the bounded operators V;: CN*N — CVN*N fort € [0, 1] inter-
polating between Id and Cg by

V= (1—t)Id +tCg.

We will perform the proof one by one for the choices 7 = Id — F,1d — V,.F, By, B, B
in that order. We will first show that the operator Id — F has a spectral gap above the
single eigenvalue around o, so for this choice the statements are easy. Then we perform
two approximations. First, we interpolate between Id — F and Id — CgF via Id — ;. F.
'This gives Lemma 3.4.7 for 7 = By. Then we use perturbation theory to get the results for
T =B =DBy+ O(p) and for T = B, = By + O(p). Note that for all these choices of T
the bound ||Td — T{|p,s— . < 1 holds due to [|S||ps— . S 1, [|M]] S 1and (3.20c). Hence,
the invertibility of 7 — wId as an operator on (CV*¥ || ||) and on (CV*¥N || - ||s) are
therefore closely related as

|7 = wla) | < 1= w7 (1 + 1 = T s (T = wId) ™ o).

'The proof of this bound is elementary, see e.g. Lemma B.2 (ii) of [12]. In particular, it suffices
to show (3.31) and the || - ||sp-norm bound

(T = wId)Hlsp S 1, (3.32)
for w € D.(0) U D1_2.(1) in (3.30) to establish the lemma. For 7 = Id — F both of

these assertions are true due to the following facts about the operator F that have been the
backbone of the analysis of [8]:
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(a) The norm ||.F||sp of the Hermitian operator F: CN*V — CN*¥ is a simple eigenvalue

of F. Moreover, there is a unique, positive definite eigenvector F' € CN*¥ such that
F[F] = || Fl|lspF and || F||ns = 1. This eigenvector satisfies

F *
1= 1Pl = @) S0 65339

In particular, || F||sp < 1.

Furthermore, uniformly for all z € D“*, the following properties hold true:
(b) The eigenvector F' is bounded from above and below, i.e.

F~ L (3-33b)

(c) The operator F has a spectral gap 9 ~ 1, i.e.
Spec(F/[|Fllsp) € [=1+ 0,1 = 9] U{1}. (3-33¢)

(d) 'The eigenvector F', FF = || F||spF, satisfies

F=|FylilFu+0me™), (3.33d)

These facts are proven as Lemma 4.7 in [8] using Lemma 3.4.6 instead of (4.11) and (4.23)
in the proof of (4.33) in [8]. Moreover, the proof of (3.33d) follows from (3.28) and || F||sp =
1+0(no™1) (cf. (3.332)) by straightforward perturbation theory of the simple isolated eigen-
value || F||sp.

Now we consider the choice 7 = 7; = Id — V. F. Once (3.32), and with it (3.30), is
established for 7y, the statement about the single isolated eigenvalue (3.31) follows. Indeed,
assuming (3.30) for 7 = T, we obtain that 7; and, hence, the rank of P7; is a continuous
function of ¢ on [0, 1]. Hence, the rank of P7; is constant along this interpolation. On the
other hand, rank P7; = 1 by Fact (a) above. Therefore, for each ¢ € [0, 1], Spec(7;) N D<(0)
consists of precisely one simple eigenvalue. We are thus left with establishing (3.32) for 7;.
As |[Villsp < 1 and || F|lsp < 1 the bound (3.32) is certainly satisfied for |w| > 3. Thus,
we now assume |w| < 3. In order to conclude (3.32), we now show a lower bound on
1((1 — w)Id — VuF)[R]||ns for all normalized, | R|ls = 1, elements R € CN*N. We
decompose R as R = aF + R+, where R+ | F with respect to the Hilbert-Schmidt scalar
product on CV*¥ and a € C. Then

1((1 — w)Id — V. F)[R]|%, (30
— o [ + (1 — w)Id — VF)[RHZ, + O(ne™), 3

because of || Flsp = 1+ O(no~1), Vi[Fy] = Fu together with (3.33d), and because the
mixed terms are negligible due to

(FWFIRT]) = (FWF], RT) = O(|R* [nsne™).

Using the spectral gap ¥ ~ 1 of F from (3.33¢c) and Rt | F we infer (3.32) from (3.34) by
estimating

(1 = w)Id = VF)RY[If, = dist(w, Di—p(1))?|IRYF, = (9 = 26)°(1 — |a?),
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optimizing in & and choosing ¢ < 1J/3. This shows the lemma for 7 = Id — V,.F.

Since By is related by the similarity transform (3.24) to Id — V1 F = Id — CgF and
QI HQ’IH S 1 (cf. (3.20¢)), the operator By inherits the properties listed in the lemma
from Id — CgF. Finally, we can perform analytic perturbation theory for the simple isolated
eigenvalue in D.(0) of By to verify the lemma for 7 = B = By + € with £ = O(p)
(cf. (3.26)) and T = By = By + &, with &, = O(p) (cf. (3.29)) if o4 is sufficiently small.
'This completes the proof of Lemma 3.4.7. O

In the following corollary, we use the concepts of /ef and right eigenvector of an operator
T: CNXN — CN*N We say V; € CV*N (V, € CNXNE is a left (right) eigenvector of T
corresponding to the eigenvalue A € C of T if T*[Vj| = AV, (T[V;] = A\V;).

Corollary 3.4.8. Let 2z € D= satisfy 0(2) + no(2) ™! < o for 0x ~ 1 from Lemma 3.4.7.

Let B and [3 be the isolated eigenvalues in D, (0) of By and B, respectively, from Lemma3.4.7.
Furthermore, let Py = Pp, and P = Pg be the spectral projections corresponding to the isolated
eigenvalue of By and B, respectively (see (3.31)). Then with Qy = 1d — Py and Q == 1d — P
we have

|B71| + 1B~ Qs +||B5 Q0| 1. (335)

We define By := PyCq+ q[Fu] and Py = PS‘Cé}Q* [Fu|. Then By and Py are right and left
eigenvector of By corresponding to 3y and we have

By = Co-q[Ful + O(ne ™), Py = Cq o+ [Fu]l + O(ne ™), (3.362)
n.m 2 2 -1

=1 40 =0 : .36b

Bo o () (n°e™") = O(ne™") (3.36b)

We also define B := P[Bg) and P = P*[Py|. This yields right and left eigenvectors of B
corresponding to 3 which satisfy

B = BO + O(Q) ’ (3.3721)
P =Py +0(p), (3.37b)
B(P,B) = mo~ ' —2igo + O(¢* +n+n°0?). (3-37)
Moreover, we have
1Bl <1, 1P| <1, (P, B)| ~ 1. (3.38)

The following identity will be used a few times
(FrQQ*) = o " (SM) = . (3-39)

It is obtained by a direct computation starting from the definition of Fy; in (3.18), the bal-
anced polar decomposition, M = Q*UQ, and o(z) = 7~ H{(IM (2)).

Progf. 'The bounds in (3.35) are a direct consequence of Lemma 3.4.7. Using (3.28) and
Cs[Fu] = Fy, we see that

BiCoq-lFu) = no™'I,  BuCo-qlFu] = O(ne™). (3-40)
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The representations of By and Py in (3.36a) follow by simple perturbation theory because
Bo is a nondegenerate isolated eigenvalue. The expression for /3y in (3.36b) is seen by taking
the scalar product with By in the first identity of (3.40) as well as using (3.36a) and (3.39).

'The expansions (3.37) follow by first order analytic perturbation theory. Indeed, B =
By + O(p) and P = Py + O(p) as € = B — By = O(p) due to (3.26). For the proof of
(3.37¢), we first compute E[By|. From (3.36a), we obtain the first equality below:

E[Bo] = Co+,(Cs — Cu) F[Fy] + O(n) = —2i0Co+ o[SFE] + O(0* + 1),  (3.41)

For the second equality in (3.41), we used (3.28), ||Cs — Cur|| = O(0) and (Cs — Cy)[Fy] =
2(SU —iRU)(SU) Fy = —2i0SFE + O(0?) due to (3.25). For the proof of (3.37¢c), we start
from B[B] = 8B, B = By + &, use (3.37a), (3.37b) as well as £ = O(p) and obtain

B{P, B) = Bo(Py, Bo) + (o, E[Bo]) + O(e?).
Together with the following two expansions, this yields (3.37¢). We have

Bo(Po, Bo) = mo~ ! + O(n*0™?),
(Po,E[Bo)) = —2i0(SEF{) + O(0® + 1) = —2igo + O(0® +n).

The first expansion is a consequence of (P, By) = (FZ) + O(no~t) due to (3.36a) and
(3.36b). The second expansion follows from (3.36a) and (3.41).

The first two bounds in (3.38) follow directly from (3.37a) and (3.37b) as well as (3.36a),
(3.20¢) and (3.20d). Moreover, (3.362), (3.372) and (3.37b) imply |(P, B)| ~ (FZ) ~ 1 by
(3.20d). This completes the proof of Corollary 3.4.8. O

Proof of Proposition 3.4.4. As in the proof of Lemma 3.4.7, it suffices to show the bound on

||B_1||Sp in (3.19).
From (3.23), by using Lemma 3.4.6, we conclude that

1B sp S I(CH = F) M llsp S 11— 1 Fllsp(F CHFD

< (L= 1 Fllp+ 11— (FLCHED)

Here, we applied the Rotation-Inversion Lemma, Lemma 4.9 in [8], with 7 = F and
U = Cj; in the second step. Its conditions are met due to Fact (a) and Fact (c) about F from
the proof of Lemma 3.4.7.

Owing to (3.332) as well as (3.20c) and (3.20d), we have 1 — || F||sp ~ o~ . Therefore,
it suffices to show that

1= (F,Cy[FDI 2 ele+ |o]) (3-42)
when 7o =1 is small. As 1 > (FRUFRU) due to || F||ps = 1, we estimate

11— (F,CHF))| = |1 — (FU*FU")| 2 (FSUFSU) + |(FSUFRU)| .

Since SU ~ g by (3.20d), the first term on the right-hand side scales like ~ ?. This
proves (3.42) when o > p, for any g, ~ 1 as |o| < 1. If g, is sufficiently small and
0+n07 " < 0. then we use (FSUFRU) = o Fy ||, 2(F2S) + O(e® + n) by (3.33d) and
(3.25) to conclude (3.42) and, thus, (3.19) in the missing regime. This completes the proof of
Proposition 3.4.4. ]
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3.4.2 Sharp bound on 57! and 1/2-Hélder continuity of M/

In this section, we will prove Theorem 3.4.2 and Corollary 3.4.3. They will be proven directly
after the following proposition, the main result of the present section. It shows that o
introduced in (3.18) is of order one close to regular edges 79 € d supp p. For the formulation
of this proposition, we define

A[R,T] = %(MS[R]T + TS[RIM) (3.43)

with R, T € CN*N,

Proposition 3.4.9. Let (3.4), (3.E) and (3.G) be satisfied for some 79 € R. If 19 € Osupp o is
a regular edge then the following statements hold true

(i) At z = 70, for P and B defined as in Corollary 3.4.8, we have
(P, A[B,B])| ~ L.

(ii) There is 0, ~ 1 such that
lo(2)] ~1

Jor all z € H satisfying |z — 19| < 4.
Proposition 3.4.9 immediately implies Theorem 3.4.2 and Corollary 3.4.3.

Proof of Theorem 3.4.2. By Proposition 3.4.9 (ii), there is 0, ~ 1 such that [o(z)| ~ 1 for all
z € H satistying |z — 79| < 0. Therefore, Theorem 3.4.2 follows directly from Proposi-
tion 3.4.4. O

Proof of Corollary 3.4.3. We proceed exactly as in the proof of Corollary 3.4.5 but use The-
orem 3.4.2 instead of (3.19) for all z € H such that |z — 79| < J., where 6, is chosen as in
Theorem 3.4.2. O

'The proof of Proposition 3.4.9 requires two auxiliary lemmas whose proofs are postponed
until the end of the section. Some statements in these lemmas will be stated for more general
7o € R not only when 79 is a regular edge, although we will eventually use them in this case.

We now choose § = w,/2 in Corollary 3.4.5 and work on the set D¥+/2 in the fol-
lowing. Note that D*+/2 C D, By Holder-continuity we can then extend M to D«+/2,
and we denote the extension by M as well. Moreover, the operators B and B, are de-
fined for all z € D<+/2 and the results about B and B, in Lemma 3.4.7 hold true on
{z € D+/2: g(z) + no(2)~1 < 04}, where the closure is taken with respect to the Eu-
clidean topology on C. Lemma 3.4.10 below shows that this set contains a neighbourhood
around any point 79 € 0 supp .

Lemma 3.4.10. Let (3.4), (3.E) and (3.G) hold true for some 19 € R. Then the following holds
true:

(i) There is 0 ~ 1 such that, for the eigenvalue By of B, = 1d — Car+ mS in D.(0)
(¢ Lemma 3.4.7), we have
B+l ~ /o (3-44)

uniformly for z € D satisfying o(z) + no(2) ™" < o
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(i) If 1o € Osupp o and o ~ 1 then there is 65 ~ 1 such that o(z) + no(z) ™ < 0. for all
z € H satisfying |z — 10| < 0.

Moreover, we have
lim no(ro +in) ™' = 0. (3.45)
nd0

Lemma3.q.1x. Let (3.4), (3.E) and (3.G) be satisfied for some 1o € R. Then there is 04 ~ 1 such
that, uniformly for all z € D¥* satisfying 0(2) +no(2) ™t < s, we have

(P,A[B,B])y=0+0(0+n0"), (3.462)
(P,MS[B|B) =0+ O(0+n01). (3.46b)

We remark that (3.46b) will be used in the next section.

Proof of Proposition 3.4.9. In this proof, we will analyse M and B = Id — Cys/S on the real
line outside the self-consistent spectrum, i.e. we will consider spectral parameters z = 7+i7
such that 7 € [1) — w4 /2, 7o + wx/2] \ supp g and n = 0. In particular, o(7) = 0 and thus
M = M* by (3.20b). Owing to the continuity of M (Corollary 3.4.5), M satisfies the MDE,
(3.1), also for these spectral parameter z. Moreover, o(7 + i) < 1/ dist(7 +in, supp 0)? as
(M) is the Stieltjes transform of the measure p on R (compare (3.64)). Thus, B is invertible
at 7 ¢ supp o due to Proposition 3.4.4 as the term 70~ ! has a uniform lower bound for
z = 7 +inwithn > 0. In particular, M and 3 are differentiable with respect to w = 7 — 719
for 7 ¢ supp p. First order perturbation theory of the isolated eigenvalue /5 of the non-
selfadjoint operator B yields
0,5 = _<P,CBwM,MS[B]> B (P,Cnp,mS[B])
v (P,B) (P,B)
(P, (9,M)S[BIM + MS[B](d,M)) G47)
(P,B) '

For definiteness, we assume in the following that 79 is a right edge. Hence, w > 0. The
argument for a left edge works completely analogously.

Owing to the invertibility of 55, the MDE, (3.1), is differentiable at 7 with respect to w.
Similarly to (3.21), we obtain

P, M?)
o.M =B = M) g pigny)
M= 5. 5) A
In the second step, we inserted P + Q = Id and employed the definition of P = Pg in
Corollary 3.4.8. We insert this into (3.47) and get from Lemma 3.4.7 and (3.35) that

_ (P
OufB = ,8<P,B>2<P’BS[B]M+MS[B]B>+O(1)
2(P, M?)
= ———~L(P B,B 1).
The bounds in (3.38) of Corollary 3.4.8 yield ||P|| < 1 and, hence, |[(P,M?)| < 1 by
Assumption (3.G). By (3.38), we have |(P, B)| ~ 1 if > 0. Thus, as a consequence of the
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continuity of M by Corollary 3.4.5 and, hence, of P and B, the derivative of 32 is bounded
by [0(8%)] < |(P, AB, BJ)| + 5. This implics

B S (P, AIB, B)|w + w?. (3.48)

On the other hand, from (3.44) and the continuity of 3,,and 3, = Sforn = 0(as M = M*)

we get
5 ! -1
oy =) )
1B(ro +w)| 110 o(ro + w + in) (/0 W+ )

for some § ~ 1. From this and (3.4), we conclude that

timing B0 @) lim sup B(70 + w))|
wl0 Vw wl0 Vw

ie. |8]* ~ wasw | 0. Therefore, we find |(P, A[B, B])| > 1 at z = 7 due to (3.48). The
upper bound follows from ||P|| < 1 and ||B|| < 1 by Corollary 3.4.8. This completes the
proof of (i).

For the proof of (ii), we conclude that (P, A[B, B]) is a uniformly 1/3-Holder con-
tinuous function of z on {w € HUR: |w — 19| < d,} for some 05 ~ 1 due to Corol-
lary 3.4.5 and Lemma 3.4.10 (ii). By possibly shrinking d. ~ 1, we can thus assume that
|(P,A[B,B])| ~ 1forall z € H satisfying |z — 79| < d4. From Lemma 3.4.10 (ii) and
(3.46a), we conclude that |o(z)| ~ 1 for all z € H such that |z — 79| < J, for some suffi-
ciently small 6, ~ 1. Hence, we have completed the proof of Proposition 3.4.9. O

Nl’

Proof of Lemma 3.4.10. Similarly to the proof of Corollary 3.4.8, we find a left eigenvector
P, of B, corresponding to S, i.e. (By)*[Py] = By P,, such that

P.=Q '"Fy(Q) ' +0(o+no ") (3.49)

provided that z € D¥ satisfies 0(2) + 10(2) ! < 0.. We take the imaginary part of (3.1)
and compute the scalar product with P,. This yields

P, M*M

g ="t )

"o (P e ISM) 55

Using (3.49) and the balanced polar decomposition, M = Q*UQ, we obtain

(Pe, M*M) = (FyQQ") + O(o +n0™") = m + O(o + 107 ),
(P, 0™ 'SM) = (Fj) + Olo+n0™").
Here, we used that U and Fy commute and (3.39) in order to compute (P, M*M). We
thus deduce that [(P,, M*M)| ~ 1 and [(Ps, 0 'SM)| ~ 1 for all z € D** satisfying
0(2) +no(2)~t < o for some sufficiently small g, ~ 1 due to (3.20d). Therefore, taking

the absolute value in (3.50) and using these scaling relations complete the proof of (3.44).
For the proof of (ii), we remark that, owing to the continuity of o, we have

lim o(7 +in)"'n =0
mog( n-m

forall 7 € R satisfying o(7) > 0. From (3.44), we thus conclude that 8.(7) = 0if o(7) > 0
forall T € [19 —ws /2, 7o +ws/2]. The continuity of M from Corollary 3.4.5 implies that B,
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is also 1/3-Holder continuous. Consequently, 3, is also 1/3-Holder continuous as it is an
isolated eigenvalue of B,. Owing to the continuity of g, we find a sequence (7,),, such that
Tn, — To € Osupp e and o(7,,) > 0 for all n. Thus, the continuity of S, yields 8. (79) = 0.
Therefore, we have |(,] + ¢ = 0 at z = 7. Hence, the 1/3-Holder continuity of |5.| + ¢
implies that there is §, ~ 1 such that o(2) + no(2) ™! < o, since 0 + 10~ ~ 0+ |Bs| by
(3-44). From B.(79) = 0 and (3.44), we directly conclude (3.45). This completes the proof of
Lemma 3.4.10. O

Proof of Lemma 3.4.11. First, we use the balanced polar decomposition, M = Q*UQ, (3.22)
and the definition of A in (3.43) to obtain

1
AR, T) = 3Co-0 |U(FCq! o[ RCq! olT] +Cot oTI(FCG o [RDU|  Gus)

for R,T € CN*N,
We choose g, ~ 1 small enough such that Lemma 3.4.7 is applicable. By using U =
S + O(o) due to (3.25) as well as (3.18), (3.28) and (3.36a) in (3.51), we get

A[Bo, Bo] = Cq-q[SFj] + Olo+ne™").
In order to show (3.46a), we use (3.37a) as well as (3.37b) and obtain
(P, A[B,B]) = (Py, A[By, Bo]) + O(0) = (SF3)+O(0+n0 ") = o +O(o+n0 ).

This completes the proof of (3.46a). A similar computation yields (3.46b). O

3.4.3 Derivation of the quadratic equation

In this section, we expand M (79 + w) around M (1) for a regular edge 79 € 9 supp 0. We
show that this approximation is to leading order dominated by a scalar-valued quantity, ©,
which satisfies a quadratic equation. That is the content of the following proposition which
is the main result of this section.

Proposition 3.4.12 (Quadratic equation for shape analysis). Le# (3.4), (3.E) as well as (3.G)
be satisfied for some regular edge 1o € O supp o. Then there is §, ~ 1 such that the following hold
true:

(a) Forallw € [0y, d.], we have
M (194 w) — M(79) = O(w)B + R(w), (3.52)
where ©: [—64,64) — Cand R: [0, 0,) — CV*N are defined by

Ow) = <<B%PH  M(ro +w) — M(To)>, R(w) = Q[M(p + w) — M(r)].

(3-53)

Here, P = P(19), B = B(19) and Q = Q(7¢) are the eigenvectors and spectral projection

of B(10) introduced in Corollary 3.4.8. We have B = B* and P = P* as well as B ~ 1
and P ~ 1. Moreover, ©(w) and R(w) are bounded by

O Sl 90w 20, SRS I"*30w) G54

uniformly for all w € [—dy, 0.
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(b) The function © satisfies the quadratic equation
i sfies the q g
70%(w) + wE(w) = 0, E(w) =71+ v(w)), (3.55)
Sforall w € [0y, 04), where 0 = (P, MS[B|B), M = M(7y), and the error term v(w)
satisfies
@) Sl [Sr(w)] £ 30 (w) (3.56)
fbrﬂ[lw E [_5*, 5*].

The definition 0 = (P, MS[B]B) for 19 € Jsupp g extends the definition of ¢ in
(3.18) on H owing to (3.46b), (3.45) as well as the continuity of M and, thus, P, B and p.

We warn the reader that, in this section, functions of z like M, B, P, U, (), etc. without
argument are understood to be evaluated at 7 instead of the generic spectral parameter 2
which is the convention in most of the other parts of this work.

Progf. 'The first bound in (3.54) follows directly from Corollary 3.4.3.

From (3.36a), (3.37a), (3.37b), 0(70) = 0 and (3.45), we conclude that B and P are the
limits of Hermitian, positive-definite matrices which are ~ 1 due to Lemma 3.4.6. Thus,
B = B* ~ 1and P = P* ~ 1. This also implies that IO (w) > 0 in (3.54) as SM (79 + w)
is always positive semidefinite and M (79) = 0.

In the following lemma whose proof we postpone till the end of this section we establish
a quadratic equation for ©.

Lemma 3.4.13 (Derivation of the quadratic equation). Lez ©(w) and R(w) be defined as in
(3.53) and A be defined as in (3.43). Then there is 8 ~ 1 such that, for all w € [0, 04),
© = O(w) satisfies the quadratic equation

1207 + 11O + pp = e(w)

with some error term e(w) = O(|w[*'?) and with coefficients

M2:<P7A[BaB]>7 M1:_6<P7B>7 M0:w<P7M2>' (357)
Moreover, for all w € [—0x, 0], we have
Se(w)] S [w] IO (W), ISRW)[| < w36 (w). (3.58)

We now compute the coeflicients defined in (3.57) precisely. This will yield the quadratic
equation in (3.55).

Owing to (3.46a), (3.46b), (3.45), 0(70) = 0 and the continuity of M and, thus, P, B
and g, we have ps = o as defined in Proposition 3.4.12 (b).

The expansion in (3.37¢) implies p11 = 0 at 79 by (3.45). We now compute j19. At z € H
satisfying o(z) + 0(2) 713z < o4, we conclude from (3.37b), (3.36a) and the balanced polar
decomposition, M = Q*UQ, from (3.16) that

(P, M?) = (Q 'Fy(Q") ", Q*UQQ*UQ) + O(o+no™ ")
= (FyQQ*) + O(o+mo ) =7+ 0o +mn0™ ).

Here, we also employed that U = S+ O(p) by (3.25) and Fy and S commute in the second
step and (3.39) in the last step. Thus, we have pg = wm at 79 by (3.45).

We set v(w) = —(mw) te(w) with e(w) as introduced in Lemma 3.4.13. This immedi-
ately implies the first bound in (3.56). From (3.58), we conclude the second estimate in (3.56)
and the third estimate in (3.54). This completes the proof of Proposition 3.4.12. O
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Proof of Lemma 3.4.13. Owing to the Hélder-continuity of M, we conclude that M (z) is

invertible and satisfies (3.1) for all 2 € D*+/2. Hence, evaluating (3.1) at z = 7y + w and
z = Tp, computing their difference and introducing M := M (79) as well as A == M (19 +
w) — M, we obtain

B[A] = A[A, A] + wM? + wK[A], K[A] = %(MA FAM).  (359)

In order to compute R = Q[A], we apply B~1Q to (3.59),use A = ©B + R and, owing to
the Holder-continuity of M, [|A(w)| S |w[1/2 and |[O(w)| < |w|1/2, find 0, ~ 1 such that
IR S lwl, ISR@)I| < lw['* 36 (w) (3.60)

forall w € [—0y,d,]. Here, in order to estimate SR, we used that M = M* and, hence,
A[B, B] = A[B, B]* as 19 € 0supp p. This shows the second estimate in (3.58).

We apply (P, -) to (3.59) and use the decomposition A = ©B + R as well as B[B] =
BB which yield

©B(P,B) = w(P,M?*) + ©*(P, A[B, B]) +e,
e = (P,O(A[B, R] + A[R, B]) + A[R, R]) + w(P, K[A]).
From (3.60), we conclude
e@)] S P, [Se(w)] S |w| $O(w).

This establishes the quadratic equation as well as the missing bounds on e and, thus, com-
pletes the proof of Lemma 3.4.13. O

3.4.4 Shape analysis
In this section, we conclude Theorem 3.4.1 from Proposition 3.4.12.

Proof of Theorem 3.4.1. We recall that 0 = po = (P, MS[B]B + BS[B|M)/2 as in the
proof of Proposition 3.4.12 and || ~ 1 by Proposition 3.4.9 (i). We will show that there is
0 ~ 1 such that

7T1/2 1/2 . . .
o(ro+w) = 4 o2 w2 + O(|w|), if signw = sign o, (.60
0, if signw = —sign o,

for all w € [0, d.]. This directly implies Theorem 3.4.1 with ¢ = /7/ |o| as we conclude
o < 0 from (3.4) and (3.61).

We now compute ©(w) in (3.52) by identifying the correct solution of (3.55). The general
quadratic equation 2(¢)? + ¢ = 0 with ¢ € C has two solutions:

i¢l/2, if RC > 0,

Qe(Q) ==+ {_(_C)lﬂ, it RC <0,

where (/2 denotes the standard branch of the square root with the branch cut (—o0, 0).
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Since ©(w) is a continuous function of w and |v(w)| < 1 for all w € [0y, d,] for
s« ~ 1 sufficiently small due to the first bound in (3.56), we conclude from (3.55) that there
are p,q € {+, —} such that

O(w) = Q(AW))1(w/o < 0) + (A(w)L(w/o > 0),

.6
Aw) = 01 +vw)) 562
We now show that ¢ = + by a proof by contradiction. We assume ¢ = —. Forw/o > 0,

we have
1/2
Tw

/
0 (@) =~ (Z2) "+ ol wl?).

For sufficiently small w we thus obtain I2_(A(w)) < 0 in contradicition to IO (w) > 0
from (3.54). This implies ¢ = +.

Next, we prove that IO (w) = 0 for all w € I5, with d, ~ 1 sufficiently small, where
I5, = {w € R: signw = —signo, |w| < d0.}. We will not determine p in (3.62) but
rather show that 3O = 0 on [, for either choice of p (In fact, p = + can be shown [12,
Proposition 7.10 (ii)]). By possibly shrinking d, ~ 1, we get

RO (A(w))] ~ |w]'/?

as 0 € Rand |o| ~ 1. Therefore, taking the imaginary part of (3.55) and using the second
bound in (3.56), (3.62) and 0 € R yield

w72 30(w) S |w| SO (w)

forallw € Iy,. If 6, ~ 1 is sufficiently small then we obtain IO (w) = 0 forall w € I5,.
We now take the imaginary part of (3.52) and apply ( - ). Hence, we obtain

oo +w) = SOW)r " (B) + 7 HSRW)) = 30(w) + O(|w["*IOW))  (.63)

for all w € [—0x,0,]. Here, we used B = B* in the first step and (B) = 7 by (3.372),
(3-36a), (3-39) and (3.45) as well as the third bound in (3.54) in the second step.

Since ¢ = + in (3.62), we can bound IO (w) = I (A(w)) directly in (3.63) to obtain
the first case in (3.61). Since IO (w) = 0 for all w € I5,, (3.63) implies the second case in
(3.61). This completes the proof of (3.61) and, thus, the one of Theorem 3.4.1. d

3.4.5 Proof of Proposition 3.3.1
We have now established all results which are necessary for the proof of Proposition 3.3.1.
Proof of Proposition 3.3.7. Claims (i) and (ii) follow directly from [102] and [8].

Part (iii) is a direct consequence of Theorem 3.4.1 and the Stieltjes transform represen-
tation of (M (2)), i.e.

M) = [ £ ar o

T—Z

for z € H (this simple calculation can be found, e.g. in Corollary A.1 in [7]).
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For the proof of (iv), we first remark that (iii) implies o(2) +no(z) ™! ~ /[T — 0] + 1
forall z € Hsatisfying |z — 79| < 0. Thus, Theorem 3.4.2 yields the first bound in (iv). Ow-
ing to (3.35), we have ||B~1Q||s, < 1. Moreover, we choose P and B as in Corollary 3.4.8.
'This completes the proof of the second bound in (iv) due to (3.38).

Moreover, |o| ~ 1 by Proposition 3.4.9. Hence, we conclude | (P, M S[B]B)| ~ 1 from
Lemma 3.4.11. Furthermore, owing to (3.38), we have |(P, B)| ~ 1. Thus, since 0 € R and
|o| ~ 1 we get from (3.37¢) that

Bl ~ |B(P,B)| ~ 0+ mn0" ~ /|7 = 70| + 1.

'This completes the proof of Proposition 3.3.1. O

3.5 Band rigidity

Within this section we establish band rigidity for correlated random matrices H. This topo-
logical rigidity phenomenon asserts that the number of eigenvalues of H within a spectral
band, i.e. a connected component of supp g, does not fluctuate and is accurately predicted
by the self-consistent density of states with high probability. On the level of the MDE this
phenomenon is reflected by the band mass formula (3.65) below, guaranteeing that N o as-
signs only integer values to each band. In particular, small continuous deformations of the

data (A, S) of the MDE cannot change these values.

Proposition 3.5.1 (Band mass formula). For 7 € R \ supp o the integrated self-consistent
density of states satisfies

T 1
[ ela)de = < [Spec(M (7)) 1 (=0, 0)]. 569
In particular, N [T __ o(x)dx is an integer.

Before we prove Proposition 3.5.1 we show how it is used to establish band rigidity for

H.

Proof of Corollary 3.2.9. We begin with the proof of (3.6a) and consider a flow that inter-
polates between H = Hj and a deterministic matrix H;. We fix 7 & supp g with € =
dist(7, supp ) > 0 and set

Hy=vV1—tW+ A, A=A—-tSM(1)], Si=010-tS, tel0,1]. (3.66)
'The MDE corresponding to Hy is
I+ (2= A+ Si[My(2)]) M(2) =0 (3.67)

with data (A, St), solution My(2) and self-consistent density of states o;. We refer to this
t-dependent MDE as MDE;. It is designed in such a way that M;(7) at the fixed spectral
parameter z = T is kept constant at ¢ varies. Moreover, by the following lemma, whose
proof we postpone, T stays away from the self-consistent spectrum along the flow.

Lemma 3.5.2. Let € := dist(7,supp o) > 0 and M; be the solution to MDE, (3.67). Then
dist(7, supp ;) >¢ 1 andlimy o My(T +in) = M(7) for allt € [0, 1].
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We will now show that along the flow, with overwhelming probability, no eigenvalue
crosses the spectral parameter 7. More precisely we claim that

P(T € Spec H; for some t € [0, 1]) <. NP (3.68)

for any D > 0. Since Hy = H and H; = A — S[M(7)], (3.68) implies that with over-
whelming probability

[Spec H N (=00, 7)| = [Spec(A — S[M(7)] — ) N (=00,0)| = N (1(—c00)(M(7))) ,

where the last identity used the the MDE (3.1) at z = 7. Now (3.6a) follows from the band
mass formula (3.65), i.e. from (1(_ o oy (M(7))) = [T o(X) dA.

It remains to show (3.68). We first consider the regime of values ¢ close to 1. Since 7
is separated away from supp g, and M (7) is bounded we conclude from (3.1) at z = 7 that
the spectrum of A — S[M (7)] is also separated away from 7. Moreover, applying Corollary
2.2.3t0 H = Wyields ||W|| < C with overwhelming probability as the corresponding self-
consistent density of states has compact support by Proposition 3.3.1(ii). Since therefore
Hy is a small perturbation of A — S[M(7)] as long as ¢ is close to 1, we conclude that the
spectrum of H; is bounded away from 7 as well for every fixed t > 1 — ¢ for some small
enough constant ¢ > 0. We are thus left with the regime ¢ < 1 — ¢, where the flatness
condition from Assumption (3.E) for H,; is satisfied. In this regime we use Corollary 2.2.3
again. Since dist(7, supp g¢) > 1 this corollary implies that the spectrum of H; is bounded
away from 7 with overwhelming probability for every fixed ¢ < 1 — c. Applying a discrete
union bound in ¢ together with the Lipschitz continuity of the eigenvalues in ¢ for the flow
(3.66) on the set ||| < C'yields (3.68).

Finally, (3.6b) follows from the optimal local law as in the proof of Theorem 3.2.6 and
Corollary 3.2.7 above. This time, however, (3.6a) ensures that there is no mismatch be-
tween location and label of eigenvalues close to internal edges. In the spectral bulk this
potential discrepancy between label and location does not matter as (3.6b) allows for an
N¢-uncertainty. At the spectral edge, however, neighbouring eigenvalues can lie on oppo-
site sides of a spectral gap and we need (3.6a) to make sure that each eigenvalue has, with
high probability, a definite location with respect to the spectral gap. O

Proof of Lemma 3.5.2. Note that M (2) is analytic and bounded away from the self-consistent
spectrum because it admits a Stieltjes transform representation (cf. Proposition 2.1 of [8]).
We consider MDE; (3.67) at a spectral parameter 7 + ¢ with some ¢ € H such that |(| < 1
and subtract it from MDE; at spectral parameter 7. Properly symmetrised the resulting

quadratic equation for A = A(¢) = My(7 + ¢) — M(7) takes the form

Bi[A] = ¢M? + g(MA + AM) + (1 —t)A[A, A, (3.69)
where M = M(7), Aisasin (3.43) and B; = Id — (1 —¢)CpsS is the stability operator. We
will see that equation (3.69) is linearly stable in the sense that HBt_ ! H <¢ 1 uniformly in ¢.

Note that the terms containing A on the right hand side are lower order. Thus we may apply
the implicit function theorem to show that A(() is an analytic function for sufficiently small

¢ with A(¢) = (B M2 4+ 0 (\C|2) In particular, it extends to small { € C. Since M =
M () is self-adjoint and B; ' preserves the cone of positive definite matrices, M + A(()
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coincides for any small ( € H with the unique solution to MDE; with positive definite
imaginary part. But since A(() is analytic in ¢ for any small enough ¢, even with negative
imaginary part, M;(z) can be analytically extended to a t-independent neighbourhood of 7
in C. Furthermore, since B; and R — A[R, R| preserve the space of self-adjoint matrices,
this extension takes self-adjoint values on the real line. Thus for every ¢ the density o =
% (M) vanishes in a neighbourhood of 7, i.e. dist(7, supp o¢) > 1.

To show the bound on B; ! we use the symmetrisation (3.23) with the self energy oper-
ator Sy = (1 — t)S to see that

S
sp 1—- (1 - t) H‘FHsp

|5 (i~ F)

Se
Sp

(3.70)

where U is unitary and F; = (1 —t)F with the self-adjoint operator F from (3.22). Exactly
as in the proof of Lemma 3.4.7 the boundedness of B; ! in the [[[|sp-norm also implies

HBt_ ! H < 1. Thus it remains to show that the right hand side of (3.70) is bounded. For this

purpose we apply the lower bound on 1 — || F{|;, > 1 from [13, Lemma 3.6], finishing the

proof of the lemma. O

Proof of Proposition 3.5.1. Let € :== dist(7, supp o) > 0. Again we make use of MDE; (3.67).
Recall that M (7) solves MDE; at spectral parameter 7, which stays away from the self-
consistent spectrum by Lemma 3.5.2.

Since My(z) is the Stieltjes transform of a matrix valued measure on supp g; it can
be analytically extended to C \ supp gy, a set that contains the spectral parameter 7 for
which My (1) = M(7) by the lemma. When ¢ and M (7) are replaced by g; and M;(7),
respectively, in (3.65) then clearly this identity holds at time ¢ = 1 since M;(z) = (A —
S[M(7)] — 2)7t = (7 + M(7)~! — 2)~ ! is the resolvent of the self-adjoint matrix 7 +
M (7)1, As My(7) = M (), it suffices to establish that the left-hand side of (3.65) with o
replaced by p; does not change along the flow.

To show that the left hand side is independent of ¢, we differentiate the contour integral

| etyae = - § 22 o).

—00 2mi

representation

where the contour encircles [min supp o, 7) counterclockwise, passing through the real line
only at 7 and to the left of inf; min supp g;. With M; = M;(z) we find

S o= fuet - s, si) - M)

dt
_ ]{ 0. ((MSIM (7)) — 5 (M,S[My]) )dz =0,

1

2
where the formula (CJ\_/Ii — &) [0:My] = S[M (1) — M|, used in the first identity, is ob-
tained by differentiating MDE; with data (3.66) with respect to ¢ and the formula (CJT/Ii -

St)[0.M;] = I, used in the second identity, follows from differentiating (3.67) with respect
to 2. O
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3.6 Proof of Universality

In order to prove Theorem 3.2.11, we define the Ornstein Uhlenbeck (OU) process starting
from H = Hy by

dH; = —%(Ht — A)dt +2?[dBy], Y[R] = EW Tr(WR), (3.71)

where B; is a matrix of, up to symmetry, independent (real or complex, depending on the
symmetry class of H) Brownian motions and $/2 is the square root of the positive definite
operator 3: CVXN — CNXN_ 'We note that the same process has already been used in
[DS3, 55, 8] to prove bulk universality. The proof now has two steps: Firstly, we will prove
edge universality for H; if t > N~/ and then we will prove that for t < N~'/6, the
eigenvalues of H; have the same k-point correlation functions as those of H = H.

3.6.1  Dyson Brownian Motion

'The process (3.71) can be integrated, and we have
t
Hy— A= e '2(Hy— A) + / 0251204 B ],
0
t
/ cSD2E12A B, ~ N (0, (1 — e D))
0

'The process is designed in such a way that it preserves expectation E H; = A and covariances
Cov(hl,, hl,;) = Cov(hgp, heq) along the flow. Due to the fullness Assumption (3.F)

there exists a constant ¢ > 0 such that (1 — e %)% — ctXGUE/GOE > ( for ¢ < 1, where

»GOE/GUE denotes the covariance operator of the GOE/GUE ensembles. It follows that
we can write

Ht = ﬁt + \/&U, Rt = K — CtK/GOE/GUE, E.Ert == A, U~ GOE/GUE,

where k; here denotes the cumulants of H, t,and U is chosen to be independent of fIt. Due
to the fact that Gaussian cumulants of degree more than 2 vanish, it is easy to check that
Hy, H; satisfy the assumptions of Theorem 3.2.6 uniformly in, say, t < N~/19, From now
on we fix t = N71/3%¢ with some small ¢ > 0.

Since the MDE is purely determined by the first two moments of the corresponding
random matrix, it follows that Gy == (H; — 2)~! is close to the same M in the sense of a

local law for all t. For Gy == (H; — )" we have the MDE
I + (Z —A + St[Mt])Mt = 0, St =8 — CtSGOE/GUE (3.72)

that can be viewed as a perturbation of the original MDE with ¢ = 0. The corresponding
self-consistent density of states is o(7) = lim,\ o S (M;(7 +in)) /7. The fact that M;
remains bounded uniformly in t < N0 follows from a similar (but much simpler)
argument as those leading to the local law in Section 3.3. The analogue of (3.9) with G
replaced by M;(2) is obtained by subtracting (3.1) from (3.72) and the analogue of the error
term D is trivially controlled by ¢. The details are presented in the MDE perturbation result
in [12, Proposition 10.1] with S = S, S; = S; and a; = A as the condition on S; in [12,
Eq. (10.1)] is obviously satisfied for this choice of S; due to HSGOE/ GUE [R]H < (R) for
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all positive semidefinite matrices R. In particular the shape analysis from Section 3.4 also
applies to M.

The Stieltjes transforms of the free convolutions of the empirical spectral density of
Hy and g; with the semicircular distribution generated by \/ctU are given implicitly as the
unique solutions to the equations

mf(2) = (Gelz + ctmf(2))),  mp(2) = (My(z + ctmi(2))) -

We denote the corresponding right-edges close to 79 by 7; and 7. By differentiating the
defining equations for m/, and m}. we find

() e TG s
1 —I—Ct(mfc)’(Z) — <Mt(£t( )))7 1+ ct(ﬁbfc)’(z) <Gt(£t( ))>’ (3 73a)
(mg)"(2) '

o+ elmyy P~ MHEED),

where &(z) == z + ctmf(z) and Ei(z) =z + ctmf (z). From the first two equalities in
(3.73a) we conclude

L=ct(M{(&(m)),  1=ct{G{&R))), (3.73b)

by considering the z — 7 and z — 7 limits and that (mf,)’, (mf.)’ blow up at the edge
due to the well known square root behaviour of the density along the semicircular flow. We
now compare the edge location and edge slope of the densities of, and gf, corresponding to
mé_and mf with that of M. Very similar estimates for deformed Wigner ensembles have
been used in [104]. We split the analysis into four claims.

Claim 1

|7t — 70| < t/N. Using that S6VE[R] = (R),SEOF[R] = (R)+R!/N and (3.72) evaluated
at {(z), we find using the boundedness of Mj,

I+ (2 — A+ S[M(&(2))]) Me(&(2))

- Ct(SGOE/GUE[Mt(ft(z))] — (My(&(2))) )Mt(&(z)) 0 <Ji7> ‘

It thus follows that M;(&;(2)) approximately satisfies the MDE for M at z. By using the
first bound in Proposition 3.3.1(iv) expressing the stability of the MDE against small additive
perturbations it follows that

¢ _ — M(z !
‘mfc(z) - (M(Z)>’ = [(M(&(2)) — M(2))] S N/ + dist(Rz, dsupp o)

t (3.74)
< .
~ N,/dist(Rz, dsupp o)

Suppose first that 79 = 7 + & for some positive § > 0. Then V& < (M (1 +6/2)) <
t/N /8, where the first bound follows from the square root behaviour of ¢ at the edge 7,
while the second bound comes from (3.74) at z = 7 + §/2 and Smk (7, + §/2) = 0. We
thus conclude § < ¢/N. If on the contrary 79 = 74 — ¢ for some § > 0, then with a similar
argument V6 < Smé (70 + 6/2) < t/N and we have § S /N also in this case and the
claim follows.
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Claim 2

v = < (t/N)Y4, where ¥ = 7edge from Definition 3.2.4. From the third equality
in (3.732) we can relate the edge-slope of mf. to M. Indeed, if 'yf /? denotes the slope,

ie. ok (z) = 7?/2\/ (1t — x)4+ /7 + o(1¢ — x), then using the elementary integrals
1/2/00(\/5/7T d il/2 . 3/2/00(\/5/7r d 182
0 0

= — 1
’ o x —in)3 8

li
111 77 T — 177)2 2 T]*)O

n—0

we obtain the precise divergence asymptotics of the derivatives (mf )'(z) and (mk)"(z) as
z = 7t + in — 7 and conclude

2L (P mh)" ()
B R et ()

We now use (3.74) at, say, z = = := 19 — /t/N. By Claim 1 we have , — 2 ~ /t/N and
thus

(M (&(m))) /2)

ct

= (Ct)g <Mtﬂ(‘ft(7t))> , Le. yp =

¥ = # +0 ((t/N)M) = w +0 ((t/N)'4)
_ & <7]—0\4'£1’;> +0 ((t/N)1/4> _ ’73/2 +0 ((t/N)1/4) ’

where we used Claim 1 again in the third equality. This completes the proof of the claim.

Claim 3

|7 — 7| < 1/Nt. Since M, has a square root edge at some 7y, it follows from the first
equality in (3.73b) that & (1) — 7; ~ t*. Using rigidity in the form of Corollary 3.2.9 for
the matrix H; to estimate G} from below at a spectral parameter outside of the support, we

have the bound s
Ct—|G/£tTt |_ '<’€t7't *Tt|/.

Consequently using the local law in the form of Lemma 3.A.1 it follows that
| (M{(&(7)) Y| =1/ct + O-(1/Nt) ~ 1/t

whence & (7;) — 7 ~ t2 where we again used the square root singularity of (M) at 7. We
can conclude, starting from (3.73b), that

0= (M{(&(m))) — <é;(gt(7~'t))> = (M;(&(m))) — <M£(gt(7~'t))> +((M] — é;)(é(ﬁ)))
~ &) — &R/ + O<(1/NtY),
where we used that | (M} (7; + rt?))| ~ ¢t73 for ¢ < r < C and the improved local law
(G = M') < 1/N&? at a distance r ~ ¢* away from the spectrum, as stated in Lemma
3.A.1. We thus find that [£(7;) — &(7)| < 1/Nt. It remains to relate this to an estimate
on |7 — 7¢|. We have
7 =7l S 1&(m) = &(F)| + timi () — mi (7)| + t](mf, — mf) (7)),
where we bounded the second term by t|(M; (&(7;)) — My(&(7)))| < 1/Nt using
[(M] (7 + rt2))| ~ 1/t

and the third term by [((M; — G;)(&(7)))| < 1/Nt using the local law #2 away from
supp g¢. Thus we can conclude that |7, — 74| < 1/Nt.
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Claim 4

|v¢ — ¢| < 1/Nt3. We first note that y; ~ 1 follows from |[(M]'(&:()))| ~ t 3. Therefore
it suffices to estimate

(MY (&) — G (E(T)))| < MY (Eu(r)) — MY (E(7)))]

+ UM (& (7)) = GYEFED) < 75
as follows from (M (7; + 7t?)) ~ t=° for ¢ < r < C and the local law from Lemma 3.A.1
at a distance of k ~ t? away from the spectrum. Thus we have |y — 3| < 1/Nt3.

We now check that H; is n.-regular in the sense of [122, Definition 2.1] for 7, =
N—2/3%¢_ Tt follows from the local law that co;(z) < S (Gy(2)) < Co(z) for some
constants ¢, C', whenever Sz > 7,.. Now (2.4)—(2.5) in [122] follow in high probability from
the assumption that o; has a regular edge at 7; . Furthermore, the absence of eigenvalues in
the interval [, + 7., 7t + ¢/2] with high probability follows directly from Corollary 3.2.7.
Finally, | H;|| < N with high probability follows directly from ||H;|| < (Tr|H;|?)/2. We
can thus conclude that with high probability, H; is 7. = N ~2/3+¢ regular for any positive
e> 0.

We denote the eigenvalues of H; = Hy+etU by At < --- < Al Then it follows from
[122, Theorem 2.2] that for N™¢ > t > N~2/3t€ with high probability for test functions
F: RFFL — Rwith ||F|| + |[VF||, <1 there exists some ¢ > 0 such that

B [F (R3O, = 7). NN — 7)) [H]

i0
(3.75)
- EF(NQ/?)(/’LN - 2)7 o '7N2/3(/’LN7]€ - 2))‘ < N~°.

By combining (3.75) with |79 — 7| < N~=2/37¢ |y —7;| < N~¢ from Claims 1—4, we obtain

‘E [F(7N2/3()\§O —70),--- ,7N2/3()\§0_k - To)ﬂ
(3.76)
- EF(N2/3(MN —2), .. NP (un_p — 2)) ‘5 N4 N~

for our choice of t = N—1/3+¢,

3.6.2 Green’s Function Comparison

It remains to prove that the local correlation functions of H; agree with those of H. We
want to prove that for any fixed z; € R,

lim P (N2/3(At. 1) > xz:Okz)

i0—1
N—o00 0

is independent of ¢ as long as, say, t < N —1/3+¢ We first note that the local law holds uni-
formly in ¢ also for Hy. This follows easily from the fact that the assumptions stay uniformly
satisfied along the flow because expectation and covariance are preserved while higher or-
der cumulants also remain unchanged up to a multiplication with a ¢t-dependent constant.
For | = N~2/3=¢/3 5y = N—2/3=¢ and smooth monotonous cut-off functions K; with
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Ki(z) =0forz <i—1and K;(z) = 1 for z > i we have

C\ N—2/3+6

- : o —€/9
EHKm i < /%N o Tr Gi(z + 10 + in) dx) O (N )

<P (N2/3(/\t —19) >z, 1 =0,. k) (3.77)

% 2/34e€ .
N - —¢/9
< E;:[OKZO_z (77 /ziN_Q/S—l TrGi(x + 710 +in)dz | + O (N ) )

We note that the strategy of expressing k-point correlation functions of edge-eigenvalues
through a regularized expression involving the resolvent was already used in [82, 118, 123, 104]
for proving edge universality. The precise formula (3.77) has been already used, for example,
in [104, Eq. (4.8)].

In order to compare the expectations in (3.77) at times t = 0 and ¢t =
claim that we have the bound

N_1/3+E, we

N72/3+e

Xy = %/ Tr G¢(o+2x+in) du,
yN—2/34]

dX;.
J

Eg( Xz, Xz,) T

5 N1/6+36 (378)

for any 0 < j < k and smooth function g. Assuming (3.78), it follows for the smooth
functions K and by Taylor expansion that that for t < N~1/3+¢,

N— 2/34+¢

| E H Kiy—i < /.N72/3ﬂ Tr Gi(z + 170 + i) dm)

N—2/3+e€

Q3 1
_ = i <
EHKm i < /IN o, Tr Go(z + 10 + in) dx) S N
Together with (3.77) we obtain for any k, z;
P (N3N = 70) > @i, i =0, k) )
379
=P (N30, = 70) > 25,0 =0,..., k) + O (N7,

Eq. (3.78) for g = 1 follows from Itd’s lemma in the form

p U _p [—Zwaaf )+ 2 z (o, 8) (0ads 1) (H >]

and the general neighbourhood cumulant expansion involving pre-cumulants, as introduced
in Proposition 2.3.2. This expansion formula was a key input to the Green’s function com-
parison argument in the spectral bulk in Corollary 2.2.6 for correlated matrix models under
Assumptions (3.CD). Given the local law, Theorem 3.2.6, the extension of this proof to the
edge is a routine power counting argument even for g # 1 and is left to the reader.

Proof of Theorem 3.2.11. 'The theorem follows directly from (3.76) and (3.79). d
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3.A Auxiliary results
Proof of Lemma 3.3.4. From (2.70a)—(2.70b) we have®

IMS[RIR|, S NVA|RIZ, MR, S NYVF|RI|,
and furthermore by a three term geometric expansion also

|89 <a+ial...

x (1 + €SIy + 103 S 1B Qs €S e )-

Since
(P, R)| ||BH
|PR * | * — Pi.a
IPIRIL = (g 1B < iy S
< IBIIERI. " HPH 1B
< P; R
< g o ie < b i,
it follows that |P|[,_,, < 1and thereforealso | Q||,_,, < 1. Now,since | R||,.. < [|R], <

| R[| and according to (2.73) also max{||S||yax— . + IS/} < 1, the lemma follows

together with | B~1Q||sp < 1 from Proposition 3.3.1(iv). O

Lemma3.A.x. Fixanye,§ > 0 and an integer k > 0. Under the assumptions of Theorem 3.2.6,
Jor the k~th derivatives of M and G we have the bound

(60 @) - M) < (3.50)

uniformly in z € D with k = dist(z,supp o) > N—2/3+e€

Proof. We will fix z = x + in throughout the proof. Let x: R — R be a smooth cut-
off function such that x(2’) = 1 for ' = dist(2,supp ) < /3 and x(2/) = 0 for
k' > 2r/3 and let X be a cut-off function such that (') = 1 for’ < 1 and (') =0
for ” > 2. We also assume that the cut-off functions have bounded derivatives in the sense
IVl S /81X oo S 1/62 and | ¥]lc < 1. We now define f(a') = (&' — 2) ()
and the almost analytic extension

FEE) = £ + i) = X)) + i f' (@),
0:7°() = () 1@y + LX) [£&!) + o P @],

It follows from the Cauchy Theorem and the absence of eigenvalues outside { x =1} in
the sense of Corollary 3.2.7 that with high probability

(G) - W) = 2 [ [ 0f5() (G - M) df da.

8C.f. Remark 3.3.2 for the applicability of these bounds in the present setup.
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Due to the fact that Y’ = 0 for i/ < 1 the second term in 95 f only gives a contribution
of 1/NkF*1 even by the local law and the ||-|| . bound for 9z f© and we now concentrate
on the first term. First, we exclude the integration regime 1’ < N =17 in which we cannot
use the local law but only the trivial bound (G — M) < 1/n/. For the contribution of this
regime to (3.80) we thus have to estimate

N7 / | ()| da’
R

_1 { L 1 L1 ] W< N
— < —
“ N Jp—a|>20/3 LK2 |1 — m’]k K|z m’|k+1 |z — x’\k+2 ~ Ngk+1
and we have shown that
N7
(GW (=) = MBI @) < 5
) X/(x,) X”(x/) / / N,
/ /]V 14~ [| / Z|k+2 |.I/ _ Z’k+1 + |$, - Z|k |<G(Z ) - M('Z )>| d77 da’.

We now use the local law of the form [(G — M)| < 1/N(x+n') and that in the second and
third term the integration regime is only of order  to obtain the final bound of N7 /N g*+1
for any v > 0. O



Cusp Universality for Random Matrices I: Local Law
and the Complex Hermitian Case 4

For complex Wigner-type matrices, i.e. Hermitian random matrices with independent,
not necessarily identically distributed entries above the diagonal, we show that at any
cusp singularity of the limiting eigenvalue distribution the local eigenvalue statistics are
universal and form a Pearcey process. Since the density of states typically exhibits only
square root or cubic root cusp singularities, our work complements previous results on the
bulk and edge universality and it thus completes the resolution of the
Wigner-Dyson-Mehta universality conjecture for the last remaining universality type
in the complex Hermitian class. Our analysis holds not only for exact cusps, but
approximate cusps as well, where an extended Pearcey process emerges. As a main
technical ingredient we prove an optimal local law at the cusp for both symmetry classes.
This result is also used in the companion paper [DS6] where the cusp universality for real
symmetric Wigner-type matrices is proven.

Published as L. Exdés, T. Kriiger, and D. Schréder, Cusp universality for random matrices
1: Local law and the complex Hermitian case, preprint (2018), arXiv: 1809.83971.

4.1 Introduction

The celebrated Wigner-Dyson-Mehta (WDM) conjecture asserts that local eigenvalue statis-
tics of large random matrices are universal: they only depend on the symmetry type of the
matrix and are otherwise independent of the details of the distribution of the matrix en-
semble. This remarkable spectral robustness was first observed by Wigner in the bulk of the
spectrum. The correlation functions are determinantal and they were computed in terms the
sine kernel via explicit Gaussian calculations by Dyson, Gaudin and Mehta [135]. Wigner’s
vision continues to hold at the spectral edges, where the correct statistics was identified by
Tracy and Widom for both symmetry types in terms of the Airy kernel [170, 171]. These
universality results have been originally formulated and proven [161, 74, 168, 75, 167, 41] for
traditional Wigner matrices, i.e. Hermitian random matrices with independent, identically
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distributed (i.i.d.) entries and their diagonal [123, 126] and non-diagonal [117] deforma-
tions. More recently they have been extended to Wigner-type ensembles, where the identical
distribution is not required, and even to a large class of matrices with general correlated
entries [9, DS4, 8]. In different directions of generalization, sparse matrices [72, 2, 103, 124],
adjacency matrices of regular graphs [26] and band matrices [160, 44, 46] have also been
considered. In parallel developments bulk and edge universal statistics have been proven
for invariant S-ensembles [62, 145, 64, 144, 156, 174, 155, 42, 41, 28, 119, 56] and even for their
discrete analogues [38, 108, 21, 93] but often with very different methods.

A precondition for the Tracy-Widom distribution in all these generalizations of Wigner’s
original ensemble is that the density of states vanishes as a square root near the spectral
edges. The recent classification of the singularities of the solution to the underlying Dyson
equation indeed revealed that at the edges only square root singularities appear [10, 12]. The
density of states may also form a cusp-like singularity in the interior of the asymptotic spec-
trum, i.e. single points of vanishing density with a cubic root growth behaviour on either
side. Under very general conditions, no other type of singularity may occur. At the cusp a
new local eigenvalue process emerges: the correlation functions are still determinantal but
the Pearcey kernel replaces the sine- or the Airy kernel.

'The Pearcey process was first established by Brézin and Hikami for the eigenvalues close
to a cusp singularity of a deformed complex Gaussian Wigner (GUE) matrix. They con-
sidered the model of a GUE matrix plus a deterministic matrix (“external source”) having
eigenvalues +1 with equal multiplicity [50, 49]. The name Pearcey kernel and the correspond-
ing Pearcey process have been coined by [172] in reference to related functions introduced by
Pearcey in the context of electromagnetic fields [146]. Similarly to the universal sine and
Airy processes, it has later been observed that also the Pearcey process universality extends
beyond the realm of random matrices. Pearcey statistics have been established for non-
intersecting Brownian bridges [4] and in skew plane partitions [140], always at criticality.
We remark, however, that critical cusp-like singularity does not always induce a Pearcey
kernel, see e.g. [66].

In random matrix theory there are still only a handful of rather specific models for which
the emergence of the Pearcey process has been proven. This has been achieved for deformed
GUE matrices [5,3, 52] and for Gaussian sample covariance matrices 95,97, 96] by a contour
integration method based upon the Brézin-Hikami formula. Beyond linear deformations,
the Riemann-Hilbert method has been used for proving Pearcey statistics for a certain zwo-
matrix model with a special quartic potential with appropriately tuned coefficients [87]. All
these previous results concern only specific ensembles with a matrix integral representation.
In particular, Wigner-type matrices are out of the scope of this approach.

'The main result of the current paper is the proof of the Pearcey universality at the cusps
for complex Hermitian Wigner-type matrices under very general conditions. Since the clas-
sification theorem excludes any other singularity, this is the third and last universal statistics
that emerges from natural generalizations of Wigner’s ensemble.

'This third universality class has received somewhat less attention than the other two,
presumably because cusps are not present in the classical Wigner ensemble. We also note
that the most common invariant S-ensembles do not exhibit the Pearcey statistics as their
densities do not feature cubic root cusps but are instead 1/2-Hoélder continuous for some-
what regular potentials [61]. The density vanishes either as 2k-th or (2k + 3 )-th power with
their own local statistics (see [57] also for the persistence of these statistics under small addi-
tive GUE perturbations before the critical time). Cusp singularities, hence Pearcey statistics,
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however, naturally arise within any one-parameter family of Wigner-type ensembles when-
ever two spectral bands merge as the parameter varies. The classification theorem implies
that cusp formation is the only possible way for bands to merge, so in that sense Pearcey
universality is ubiquitous as well.

The bulk and edge universality is characterized by the symmetry type alone: up to a
natural shift and rescaling there is only one bulk and one edge statistic. In contrast, the
cusp universality has a much richer structure: it is naturally embedded in a one-parameter
family of universal statistics within each symmetry class. In the complex Hermitian case
these are given by the one-parameter family of (extended) Pearcey kernels, see (4.5) later.
Thinking in terms of fine-tuning a single parameter in the space of Wigner-type ensembles,
the density of states already exhibits a universal local shape right before and right after
the cusp formation; it features a tiny gap or a tiny nonzero local minimum, respectively
[7, 12]. When the local lengthscale ¢ of these a/most cusp shapes is comparable with the
local eigenvalue spacing J, then the general Pearcey statistics is expected to emerge whose
parameter is determined by the ratio £/0. Thus the full Pearcey universality typically appears
in a double scaling limit.

Our proof follows the three step strategy that is the backbone of the recent approach
to the WDM universality, see [78] for a pedagogical exposé and for detailed history of the
method. The first step in this strategy is a Joca/ law that identifies, with very high probability,
the empirical eigenvalue distribution on a scale slightly above the typical eigenvalue spacing.
The second step is to prove universality for ensembles with a tiny Gaussian component.
Finally, in the third step this Gaussian component is removed by perturbation theory. The
local law is used for precise apriori bounds in the second and third steps.

'The main novelty of the current paper is the proof of the local law at optimal scale near
the cusp. To put the precision in proper context, we normalize the N x N real symmetric or
complex Hermitian Wigner-type matrix H to have norm of order one. As customary, the
local law is formulated in terms of the Green function G(z) := (H — 2z)~! with spectral
parameter z in the upper half plane. The local law then asserts that G(z) becomes determin-
istic in the large NV limit as long as 7 :== Sz is much larger than the local eigenvalue spacing
around Rz. The deterministic approximant M (z) can be computed as the unique solution
of the corresponding Dyson equation (see (4.2) and (4.9) later). Near the cusp the typical
eigenvalue spacing is of order N~3/4; compare this with the N1 spacing in the bulk and
N~2/3 spacing near the edges. We remark that a local law at the cusp on the non-optimal
scale N3/ has already been proven in [g]. In the current paper we improve this result to
the optimal scale N ~3/% and this is essential for our universality proof at the cusp.

'The main ingredient behind this improvement is an optimal estimate of the error term
D (see (4.12) later) in the approximate Dyson equation that G(z) satisfies. The difference
M — G is then roughly estimated by B~1(M D), where B is the linear stability operator
of the Dyson equation. Previous estimates on D (in averaged sense) were of order p/N1,
where p is the local density; roughly speaking p ~ 1 in the bulk, p ~ N~!/3 at the edge
and p ~ N~/% near the cusp. While this estimate cannot be improved in general, our
main observation is that, to leading order, we need only the projection of M D in the single
unstable direction of 5. We found that this projection carries an extra hidden cancellation
due to a special local symmetry at the cusp and thus the estimate on D effectively improves
to p?/Nn. Customary power counting is not sufficient, we need to compute this error term
explicitly at least to leading order. We call this subtle mechanism cusp fluctuation averaging
since it combines the well established fluctuation averaging procedure with the additional
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cancellation at the cusp. Similar estimates extend to the vicinity of the exact cusps. We
identify a key quantity, denoted by o(z) (in (4.13a) later), that measures the distance from the
cusp in a canonical way: o(z) = 0 characterizes an exact cusp, while |o(2z)| < 1 indicates
that z is near an almost cusp. Our final estimate on D is of order (p + |o|)p/Nn. Since the
error term D is random and we need to control it in high moment sense, we need to lift this
idea to a high moment calculation, meticulously extracting the improvement from every
single term. This is performed in the technically most involved Section 4.4 where we use a
Feynman diagrammatic formalism to bookkeep the contributions of all terms. Originally
we have developed this language in [DS3] to handle random matrices with slow correlation
decay. In the current paper we incorporate the cusp into this analysis. We identify a finite
set of Feynman subdiagrams, called o-ce/s (Definition 4.4.10) with value o that embody the
cancellation effect at the cusp. To exploit the full strength of the cusp fluctuation averaging
mechanism, we need to trace the fate of the o-cells along the high moment expansion. The
key point is that o-cells are local objects in the Feynman graphs thus their cancellation
effects act simultaneously and the corresponding gains are multiplicative.

Formulated in the jargon of diagrammatic field theory, extracting the deterministic
Dyson equation for M from the resolvent equation (H — 2)G(z) = 1 corresponds to a
consistent self-energy renormalization of GG. One way or another, such procedure is be-
hind every proof of the optimal local law with high probability. Our o-cells conceptually
correspond to a next order resummation of certain Feynman diagrams carrying a special
cancellation.

We remark that we prove the optimal local law only for Wigner-type matrices and not
yet for general correlated matrices unlike in [DS3, DS4]. In fact we use the simpler setup
only for the estimate on D (Theorem 4.3.7) the rest of the proof is already formulated for
the general case. 'This simpler setup allows us to present the cusp fluctuation averaging
mechanism with the least amount of technicalities. The extension to the correlated case
is based on the same mechanism but it requires considerably more involved diagrammatic
manipulations which is better to develop in a separate work to contain the length of this
paper.

Armed with the optimal local law we then perform the other two steps of the three step
analysis. The third step, relying on the Green function comparison theorem, is fairly standard
and previous proofs used in the bulk and at the edge need only minor adjustments. The
second step, extracting universality from an ensemble with a tiny Gaussian component can
be done in two ways: (i) Brézin-Hikami formula with contour integration or (ii) Dyson
Brownian Motion (DBM). Both methods require the local law as an input. In the current
work we follow (i) mainly because this approach directly yields the Pearcey kernel, at least
for the complex Hermitian symmetry class. In the companion work [DS6] we perform the
DBM analysis adapting methods of [122, 77, 121] to the cusp. The main novelty in the current
work and in [DS6] is the rigidity at the cusp on the optimal scale provided below. Once this
key input is given, the proof of the edge universality from [r21] is modified in [DS6] to the
cusp setting, proving universality for the real symmetric case as well. We remark, however,
that, to our best knowledge, the analogue of the Pearcey kernel for the real symmetric case
has not yet been explicitly identified.

We now explain some novelty in the contour integration method. We first note that a
similar approach was initiated in the fundamental work of Johansson on the bulk universality
for Wigner matrices with a large Gaussian component in [109]. This method was generalised
later to Wigner matrices with a small Gaussian component in [74] as well as it inspired the
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proof of bulk universality via the moment matching idea [167] once the necessary local law
became available. The double scaling regime has also been studied, where the density is
very small but the Gaussian component compensates for it [58]. More recently, the same
approach was extended to the cusp for deformed GUE matrices [52, Theorem 1.3] and for
sample covariance matrices but only for large Gaussian component [95, 97, 96]. For our cusp
universality, we need to perform a similar analysis but with a small Gaussian component. We
represent our matrix H as H + v/tU, where U is GUE and H is an independent Wigner-
type matrix. The contour integration analysis (Section 4.5.1) requires a Gaussian component
of size at least t > N~1/2,

'The input of the analysis in Section 4.5.1 for the correlation kernel of H is a very pre-
cise description of the eigenvalues of H just above N ~3/4, the scale of the typical spacing
between eigenvalues — this information is provided by our optimal local law. While in the
bulk and in the regime of the regular edge finding an appropriate H is a relatively simple
matter, in the vicinity of a cusp point the issue is very delicate. The main reason is that the
cusp, unlike the bulk or the regular edge, is unstable under small perturbations; in fact it typ-
ically disappears and turns into a small positive local minimum if a small GUE component
is added. Conversely, a cusp emerges if a small GUE component is added to an ensemble
that has a density with a small gap. In particular, even if the density function p(7) of H
exhibits an exact cusp, the density 5(7) of H will have a small gap: in fact p is given by the
evolution of the semicircular flow up to time ¢ with initial data p. Unlike in the bulk and
edge cases, here one cannot match the density of H and H by a simple shift and rescaling.
Curiously, the contour integral analysis for the local statistics of H at the cusp relies on an
optimal local law of H with a small gap far away from the cusp.

Thus we need an additional ingredient: the precise analysis of the semicircular flow

ps == pH péi) near the cusp up to a relatively long times s S N~Y2+¢; note that p; = p

is the original density with the cusp. Here pgﬁ) is the semicircular density with variance s
and B indicates the free convolution. In Sections 4.5.2—4.5.3 we will see that the edges of
the support of the density p, typically move linearly in the time s while the gap closes at a
much slower rate. Already s > N ~3/4 is beyond the simple perturbative regime of the cusp
whose natural lengthscale is N ~3/4. Thus we need a very careful tuning of the parameters:
the analysis of a cusp for H requires constructing a matrix H that is far from having a cusp
but that after a relatively long time ¢ = N~/2%¢ will develop a cusp exactly at the right
location. In the estimates we heavily rely on various properties of the solution to the Dyson
equation established in the recent paper [12]. These results go well beyond the precision of
the previous work [7] and they apply to a very general class of Dyson equations, including
a non-commutative von-Neumann algebraic setup.

Notations. We now introduce some custom notations we use throughout the paper. For
non-negative functions f(A, B), g(A, B) we use the notation f <j4 ¢ if there exist con-
stants C'(A) such that f(A, B) < C(A)g(A, B) for all A, B. Similarly, we write f ~4 g if
f <agand g <4 f. We do not indicate the dependence of constants on basic parameters
that will be called model parameters later. If the implied constants are universal, we instead
write f < gand f ~ g. Similarly we write f < gif f < cg for some tiny absolute constant
c> 0.

We denote vectors by bold-faced lower case Roman letters x,y € CV, and matri-
ces by upper case Roman letters A, B € CN¥*¥. The standard scalar product and Eu-
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clidean norm on C¥ will be denoted by (x,y) := N1 > ic[n] Tiyi and [|x||, while we also
write (A, B) == N~!Tr A*B for the scalar product of matrices, and (A) == N~! Tr A,
(x) = N1 >ac[N] Ta- We write diag R, diag r for the diagonal vector of a matrix 1 and
the diagonal matrix obtained from a vector r, and S ® R for the entrywise (Hadamard)
product of matrices R, S. The usual operator norm induced by the vector norm ||-|| will

be denoted by || A||, while the Hilbert-Schmidt (or Frobenius) norm will be denoted by
|All,s = v/ (A, A). For integers n we define [n] := {1,...,n}.

Acknowledgement. The authors are very grateful to Johannes Alt for numerous discussions
on the Dyson equation and for his invaluable help in adjusting [12] to the needs of the
present work.

4.2 Main results

4.2.1 'The Dyson equation

Let W = W* € CN*¥ be a self-adjoint random matrix and A = diag(a) be a determin-
istic diagonal matrix with entries @ = (a;)Y.; € RY. We say that W is of Wigner-type [9]
if its entries w;; for ¢ < j are centred, E w;; = 0,independent random variables. We define
the variance matrix or self-energy matrix S = (Sij)z]'?[jzl by

sij = B Jwy . (4.1)

This matrix is symmetric with non-negative entries. In [9] it was shown that as IV tends to
infinity, the resolvent G(z) := (H — 2) ™! of the deformed Wigner-type matrix H = A+ W

entrywise approaches a diagonal matrix
M(z) = diag(m(z)).

The entries m = (my ...,my): H — HY of M have positive imaginary parts and solve
the Dyson equation

1 N
-— :z—ai+25¢jmj(z), zeH:={2z€C|QSz2>0}, i€[N]. (4.2)
mi(z) i
We call M or m the self~consistent Green’s function. The normalised trace of M is the Stieltjes
transform of a unique probability measure on R that approximates the empirical eigenvalue
distribution of A + W increasingly well as N — oo, motivating the following definition.

Definition 4.2.x1 (Self-consistent density of states). The unique probability measure p on R,
defined through

1 d
(M(z)>:NTrM(z): /7)_(_2, z € H,
is called the self-consistent density of states (scDOS). Accordingly, its support supp p is called self-
consistent spectrum.
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4.2.2  Cusp universality
We make the following assumptions:

Assumption (4.A) (Bounded moments). The entries of the Wigner-type matrix VNW have
bounded moments and the expectation A is bounded, i.e. there are positive CY. such that

‘CL1'| < (Y, E ]wij|k < Ckakﬂ, ke N.
Assumption (4.B) (Fullness). If the matrix W = W* € CNxN belongs to the complex her-

mitian symmetry class, then we assume

( ERw;)?  E(Rwiy)(Swij) > > Sy,

E(Rwi;)(Swij) E(Swjj)? (4.3)

as quadratic forms, for some positive constant ¢ > 0. If W = WT ¢ RVxN belongs to the real
symmez‘ric symmez‘ry class, then we assume w?j > %

Assumption (4.C) (Bounded self-consistent Green’s function). In a neighbourhood of some
Jfixed spectral parameter T € R the self-consistent Green’s function is bounded, i.e. for positive C, Kk

we have
|mi(2)| < C, 2z €T+ (=K, k) +iRT.

We call the constants appearing in Assumptions (4.A)-(4.C) model parameters. All
generic constants C' in this paper may implicitly depend on these model parameters. De-
pendence on further parameters however will be indicated.

Remark 4.2.2. The boundedness of m in Assumption (4.C) can be ensured by assuming some
regularity of the variance matrix S. For more details we refer to [7, Chapter 6].

From the extensive analysis in [12] we know that the self-consistent density p is described
by explicit shape functions in the vicinity of local minima with small value of p and around
small gaps in the support of p. The density in such almost cusp regimes is given by precisely
one of the following three asymptotics:

() Exact cusp. There is a cusp point ¢ € R in the sense that p(¢) = 0 and p(c £ 6) > 0
for 0 # § < 1. In this case the self-consistent density is locally around ¢ given by

4/3
plctx) = @xl/z)’ {1 + 0O (w1/3) }, z>0 (4.42)
27
for some v > 0.

(ii) Small gap. There is a maximal interval [e_, e ] of size 0 < A :== ey —e¢e_ < 1 such
that p[(._ ) = 0. In this case the density around ¢ is, for some v > 0, locally given

by

V3(2)4/3A1/3

(gqfedge(x/m 140 (APWeye(w/A))]  (4.4b)
T

for x > 0, where the shape function around the edge is given by

B ) NEEDY )
edge I+ 220+ 2T T B+ (1420 —2/A0 F a2 +1 44

ples £a) =

for A>0
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(iii) Non-zero local minimum. There is a local minimum at m € R of p such that 0 <
p(m) < 1. In this case there exists some y > 0 such that

(m+2)= min 3Vl 140 (p(m)/? + ’
plm + ) = p(m) + p(m) ¥ ( ﬁw)[ ( = Y]

2(mp(m))? p(m)?
(4.4d)

for x € R, where the shape function around the local minimum is given by

V1+ A2
(VI+XN+ A28+ (VI+ A= N3 -1

We note that the parameter v in (4.4a) is chosen in a way which is convenient for the
universality statement. We also note that the choices for v in (4.4b)—(4.4d) are consistent
with (4.42) in the sense that in the regimes A < 2 < 1and p(m)? < |z| < 1 the respective
formulae asymptotically agree. Depending on the three cases (i)—(iii), we define the a/most
cusp point b as the cusp ¢ in case (i), the midpoint (e_ 4 ¢ )/2 in case (ii), and the minimum
m in case (iii). When the local length scale of the almost cusp shape starts to match the
eigenvalue spacing, i.e. if A < N73/4 or p(m) < N™Y4 then we call the local shape a
physical cusp. 'This terminology reflects the fact that the shape becomes indistinguishable
from the exact cusp with p(c) = 0 when resolved with a precision above the eigenvalue
spacing. In this case we call b a physical cusp point.

The extended Pearcey kernel with a real parameter « (often denoted by 7 in the litera-
ture) is given by

_apd 2 o 4 . 2
K<3«"y)—1./dz/dweXp( wi/A+ aw?/2 —yw + 27 /4 — az"/2 + x2)
(27T1)2 = P w— 2

\IJmin(A) =

-1, AeR. (4.4€)

9

(4-5)
where = is a contour consisting of rays from f0oel™* to 0 and rays from 0 to +coe™™/4,
and @ is the ray from —ioco to ico. The simple Pearcey kernel with parameter = 0 has
been first observed in the context of random matrix theory by [50, 49]. We note that (4.5) is

a special case of a more general extended Pearcey kernel defined in [172, Eq. (1.1)].

It is natural to express universality in terms of a rescaled k-point function p,(gN) which
we define implicitly by

1
N
<k> Z f()\il,...,)\ik):/Rkf(xl,...,xk)p,(cN)(ml,...,xk)dxl...da:k

{i1,-ik }CIN]
for test functions f, where the summation is over all subsets of k distinct integers from [N].

Theorem 4.2.3. Let H be a complex Hermitian Wigner matrix satisfying Assumptions (4.4)—(4.C).
Assume that the self-consistent density p within [T — k, T + K| from Assumption (4.C) has a phys-
ical cusp, i.e. that p is locally given by (4.4) for some v > 0 and p either (i) has a cusp point c,
or (ii) a small gap [e_,ey] of size A = ey —e_ S N3/ or (iii) a local minimum at m
of size p(m) S N “YA Then it Sfollows that for any smooth compactly supported test function
F: RN — R it holds that

Nk/4 (N) x1 Tk
— det(Ko(x, xmﬁjzl] dar...da| = O (W)
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where
¢ in case (i) 0 in case (i)
b:= < (ex +e¢_)/2 incase(ii) , =143 (’7A/4)2/3 N2 incase (ii)  (4.6)
m in case (iii) — (mp(m) /)2 NY2  in case (iii)

and c(k) > 0 is a small constant only depending on k.

4.2.3 Locallaw

We emphasise that the proof of Theorem 4.2.3 requires a very precise a priori control on the
fluctuation of the eigenvalues even at singular points of the scDOS. This control is expressed
in the form of a Jocal law with an optimal convergence rate down to the typical eigenvalue
spacing. We now define the scale on which the eigenvalues are predicted to fluctuate around
the spectral parameter 7.

Definition 4.2.4 (Fluctuation scale). We define the self-consistent fluctuation scale ng = ng(T)

through
Ui 1
p(T+w)dw = —

_ N’
nt
if T € supp p. If T & supp p, then 1y is defined as the fluctuation scale at a nearby edge. More
precisely, let I be the largest (open) interval withT € I C R\supp p and set A := min{|I|, 1}.
Then we define

(4.7)

AVO/N2B A > 1/N3/4,
TN, A< 1N

We will see later (cf. (4.126b)) that (4.7) is the fluctuation of the edge eigenvalue adjacent
to a spectral gap of length A as predicted by the local behaviour of the scDOS. The control

on the fluctuation of eigenvalues is expressed in terms of the following local law.

Theorem 4.2.5 (Local law). Let H be a deformed Wigner-type matrix of the real symmetric or
complex Hermitian symmetry class. Fix any 7 € R. Assuming (4.4)—(4.C) for any €, > 0 and
v € N the local law holds uniformly for all = = T+ in with dist(z, supp p) € [N ne(), N1

in the form
e [P(2) c
P[KU, (G(2) — M(2))v)| = N N [ull ||VH] SN (4.82)

Jforanyu, v € CN and

(4.8b)

P[KB(G(Z) - M(z) =

NeBl 1. ©
— N dist(z, supp p)

_W7

forany B € CN*N. Here p(2) := (IM (2)) /7 denotes the harmonic extension of the scDOS to
the complex upper half plane. The constants C > 0 in (4.8) only depends on €, (, v and the model
parameters.
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We remark that later we will prove the local law also in a form which is uniform in
7 € [-N10 N0 and 5 € [N~1H¢ N190] albeit with a more complicated error term,
see Proposition 4.3.11. The local law Theorem 4.2.5 implies a large deviation result for the
fluctuation of eigenvalues on the optimal scale uniformly for all singularity types.

Corollary 4.2.6 (Uniform rigidity). Lez H be a deformed Wigner-type matrix of the real sym-
metric or complex Hermitian symmetry class satisfying Assumptions (4.4)-(4.C) forT € int(supp p).

Then

. C
P[‘)\k(r) - 7" > N 77f(7_)] < N
forany € > 0 and v € N and some C = C\(€, V), where we defined the (self-consistent) eigen-
value index k(1) := [Np((—o00, T))]|, and where [x| = min{k € Z | k > z }.

In particular, the fluctuation of the eigenvalue whose expected position is closest to the
cusp location does not exceed N~3/4t¢ for any ¢ > 0 with very high probability. The
tollowing corollary specialises Corollary 4.2.6 to the neighbourhood of a cusp.

Corollary 4.2.7 (Cusp rigidity). Lez H be a deformed Wigner-type matrix of the real symmetric
or complex Hermitian symmetry class satisfying Assumptions (4.4)-(4.C) and T = ¢ a cusp loca-
tion. Then N p((—o00,¢)) = k¢ for some k. € [N, that we call the cusp eigenvalue index. For
anye > 0,v € Nand k € [N] with |k — k| < ¢N we have

N* < £
14 |k — k)/AN3/A] = N

P |>\k—'7k|2(

where C' = C(€,v) and 7y, are the self-consistent eigenvalue locations, defined through

Np((—o0, k) =k

We remark that a variant of Corollary 4.2.7 holds more generally for almost cusp points.
It is another consequence of Corollary 4.2.6 that with high probability there are no eigen-
values much further than the fluctuation scale 7 away from the spectrum. We note that the
following corollary generalises Corollary 3.2.7 by also covering internal gaps of size < 1.

Corollary 4.2.8 (No eigenvalues outside the support of the self-consistent density). Ler
T & supp p. Under the assumptions of Theorem 4.2.5 we have

P {EI/\ € Spec H N [T — ¢, T + ¢],dist(A, supp p) > Ngnf(’i')} <CN7V,

Jforany e, v > 0, where c and C are positive constants, depending on model parameters. The latter
also depends on € and v.

Remark 4.2.9. Theorem 4.2.5 and its consequences, Corollaries 4.2.6, 4.2.;7 and 4.2.8 also hold for
both symmetry classes if Assumption (4.B) is replaced by the condition that there exists an L € N
and ¢ > 0 such that min, j(ST);; > ¢/N. A variance profile S satisfying this condition is
called uniformly primitive (cf. [10, Eq. (2.5)] and [7, Eq. (2.11)]). Note that uniform primitiv-
ity is weaker than condition (4.B) on two accounts. First, it involves only the variance matrix
E |w;; |2 unlike (4.3) in the complex Hermitian case that also involves E ng Second, uniform
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primitivity allows certain matrix elements of W' to vanish. In order to keep the main body of the
proof conceptually simple, we will prove Theorem 4.2.5 in detail under Assumption (4.B) and we
explain the necessary changes to the proof in Appendix 4.B when assuming only uniform primi-
tivity of S.

4.3 Local Law

In order to directly appeal to recent results on the shape of solution to Matrix Dyson Equa-
tion (MDE) from [12] and the flexible diagrammatic cumulant expansion from [DS3], we
first reformulate the Dyson equation (4.2) for N-vectors m into a matrix equation that will
approximately be satisfied by the resolvent G. This viewpoint also allows us to treat diagonal
and off-diagonal elements of G on the same footing. In fact, (4.2) is a special case of

14+ (z—A+SM]))M =0, (4.9)

for a matrix M = M(z) € CN*¥ with positive definite imaginary part, SM = (M —
M*)/2i > 0. The uniqueness of the solution M with M > 0 was shown in [102]. Here
the linear (se/f~energy) operator S: CN*N — CN*N is defined as S[R] := EW RW and
it preserves the cone of positive definite matrices. Definition 4.2.1 of the scDOS and its
harmonic extension p(z) (cf. Theorem 4.2.5) directly generalises to the solution to (4.9), see
[12, Definition 2.2].

In the special case of Wigner-type matrices the self-energy operator is given by

S[R] = diag (Sr) + T & R', (4.10)

where r := (1;)N 1, S was defined in (4.1), T = (tij)f-yjzl € CN*N with t;; = Ew?j]l(i #
j) and ® denotes the entrywise Hadamard product. The solution to (4.9) is then given
by M = diag(m), where m solves (4.2). Note that the action of S on diagonal matrices
is independent of 7', hence the Dyson equation (4.2) for Wigner-type matrices is solely
determined by the matrix S, the matrix T plays no role. However, T" plays a role in analyzing
the error matrix D, see (4.12) below.

'The proof of the local law consists of three largely separate arguments. The first part
concerns the analysis of the stability operator

B:=1—-MS[|M (4.11)

and shape analysis of the solution M to (4.9). The second part is proving that the resolvent
G is indeed an approximate solution to (4.9) in the sense that the error matrix

D=1+ (z— A+ S[|G]))G = WG + S[G|G (4.12)

is small. In previous works [DS3, 9, DS4] it was sufficient to establish smallness of D in
an isotropic form (x, Dy) and averaged form (B D) with general bounded vectors/matrices
X,y, B. In the vicinity of a cusp, however, it becomes necessary to establish an additional
cancellation when D is averaged against the unstable direction of the stability operator B.
We call this new effect cusp fluctuation averaging. Finally, the third part of the proof consists
of a bootstrap argument starting far away from the real axis and iteratively lowering the
imaginary part 7 = Q2 of the spectral parameter while maintaining the desired bound on

G — M.
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Remark 4.3.1. We remark that the proofs of Theorem 4.2.5, and Corollaries 4.2.6, 4.2.8 use the
independence assumption on the entries of W only very locally. In fact, only the proof of a specific
bound on D (see (4.23) later), which follows directly from the main result of the diagrammatic
cumulant expansion, Theorem 4.3.7, uses the vector structure and the specific form of S in (4.10) at
all. Therefore, assuming (4.23) as an input, our proof of Theorem 4.2.5 remains valid also in the
correlated setting of [DS3, DSy], as long as S is flat (see (4.14) below), and Assumption (4.C) is
replaced by the corresponding assumption on the boundedness of || M ||.

For brevity we will carry out the proof of Theorem 4.2.5 only in the vicinity of almost
cusps as the local law in all other regimes was already proven in [9, DS4] to optimality.
Therefore, within this section we will always assume that z = 7 +inp = 79 + w +in € H
lies inside a small neighbourhood

Dewsp ={z€H ||z -1 <c},

of the location 7y of a local minimum of the scDOS within the self-consistent spectrum
supp p. Here c is a sufficiently small constant depending only on the model parameters.
We will further assume that either (i) p(79) > 0 is sufficiently small and 79 is the location of
a cusp or internal minimum, or (ii) p(79) = 0 and 79 is an edge adjacent to a sufficiently small
gap of length A > 0. The results from [12] guarantee that these are the only possibilities for
the shape of p, see (4.4). In other words, we assume that 79 € supp p is a local minimum of
p with a shape close to a cusp (cf. (4.4)). For concreteness we will also assume that if 7 is
an edge, then it is a right edge (with a gap of length A > 0 to the right) and w € (—¢, £].
The case when 79 is a left edge has the same proof.

We now introduce a quantity that will play an important role in the cusp fluctuation
averaging mechanism. We define

(SM)~V2(RM)(SM)~1/2 +i
- 3

o(2) = ((sgnRU)(SU/p)?), ~ (SM)2(RM)(SM)- 12 1+

where ®M := (M + M*)/2 is the real part of M = M(z). It was proven in [12, Lemma
5.5] that o(z) extends to the real line as a 1/3-Holder continuous function wherever the
scDOS p is smaller than some threshold ¢ ~ 1,i.e. p < c. In the specific case of S as in
(4.10) the definition simplifies to

o(z) = <Pf3> , f=—— p:=sgnfm, (4.132)

since M = diag(m) is diagonal. When evaluated at the location 7y the scalar o(7p) provides
a measure of how far the shape of singularity at 7y is from an exact cusp. In fact,if o(79) = 0
and p(79) = 0, then 79 is a cusp location. To see the relationship between the emergence of
a cusp and the limit o (79) — 0, we refer to [12, Theorem 7.7 and Lemma 6.3]. The analogues
of the quantities f, p and o in (4.13a) are denoted by f,,, s and o in [12], respectively. The
significance of ¢ for the classification of singularity types in Wigner-type ensembles was
first realised in [7]. Although in this paper we will use only [12] and will not rely on [7], we
remark that the definition of ¢ in [7, Eq. (8.11)] differs slightly from the definition (4.13a).
However, both definitions equally fulfil the purpose of classifying singularity types, since
the ensuing scalar quantities o are comparable inside the self-consistent spectrum. For the
interested reader, we briefly relate our notations to the respective conventions in [12] and
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[7]. The quantity denoted by f in both [12] and [7] is the normalized eigendirection of
the saturated self-energy operator F in the respective settings and is related to f from (4.13a)
via f = f/|f|| + O (n/p). Moreover, o in [7] is defined as (2 sgn Rm), justifying the
comparability to o from (4.13a).

4.3.1 Stability and shape analysis

From (4.9) and (4.12) we obtain the quadratic szability equation
B|G — M]=—-MD + MS[|G — M](G — M),

for the difference G — M. In order to apply the results of [12] to the stability operator 3, we
first have to check that the flatness condition [12, Eq. (3.10)] is satisfied for the self-energy
operator S. We claim that S is flat, i.e.

S[R] ~ (R)1 = (Tr R)L, (41

as quadratic forms for any positive semidefinite R € CV*. We remark that in the earlier
paper [9] in the Wigner-type case only the upper bound s;; < C'/N defined the concept of
flatness. Here with the definition (4.14) we follow the convention of the more recent works
[DS3, 12, DS4] which is more conceptual. We also warn the reader, that in the complex
Hermitian Wigner-type case the condition ¢/N < s;; < C'/N implies (4.14) only if ¢;; is
bounded away from —s;;.

However, the flatness (4.14) is an immediate consequence of the fullness Assumption
(4.B).Indeed, (4.B) is equivalent to the condition that the covariance operator ¥ of all entries
above and on the diagonal, defined as 3gp cq = E wqpweq, is uniformly strictly positive
definite. This implies that ¥ > ¢X ¢ for some constant ¢ ~ 1, where X is the covariance
operator of a GUE or GOE matrix, depending on the symmetry class we consider. This
means that S can be splitinto S = Sp+¢Sq, where Sg and Sy are the self-energy operators
corresponding to X and X — cX g, respectively. It is now an easy exercise to check that Sg
and thus & is flat.

In particular, [12, Proposition 3.5 and Lemma 4.8] are applicable implying that [12, As-
sumption 4.5] is satisfied. Thus, according to [12, Lemma 5.1] for spectral parameters z in a
neighbourhood of 7 the operator B has a unique isolated eigenvalue /3 of smallest modulus
and associated right B[V;] = BV; and left B*[Vi]] = BV eigendirections normalised such
that | V||« = (W1, Vi) = 1. We denote the spectral projections to V; and to its complement
by P := (W,-) Vi and Q := 1 — P. For convenience of the reader we now collect some
important quantitative information about the stability operator and its unstable direction
from [12].

Proposition 4.3.2 (Properties of the MDE and its solution). 7he following statements hold
true uniformly in z = 1o + w + in € Deusp assuming flatness as in (4.14) and the uniform
boundedness of || M || for z € 19 + (—k, k) + iR,

(i) The eigendirections V1, Vy are norm-bounded and the operator B~ is bounded on the com-
plement to its unstable direction, i.e.

|81, .+ Vil + Vil S 1. (4152)
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(ii) The density p is comparable with the explicit function p given by
p(to+w +in) ~ p(10 + w + i)
p(10) + (|| +m)'/2, ifTo = m,¢,

(4.15b)
=3 (Jwl + M)A+ |w[+m)7Y, ifro=e_, w e [—¢,0]
(A + |w| +n) V(|| + 1) 72, ifro=c_, w e [0,A/2].
(iii) The eigenvalue 3 of smallest modulus satisfies
81~ % + oo+ lo) (4.150)
and we have the comparison relations
(W, MS[V;]Vi)| ~ p+ o],
(4.15d)

(i, MS[V]BT' QIMSIViIVi] + MSB™' QIMSVi]Vi]V3)| ~ 1.

(iv) The quantities n/p + p(p + |o|) and p + |o| in (4.15¢)—(4.15d) can be replaced by the
Jfollowing more explicit auxiliary quantities

jwl + 2 (|w] + 7+ A)VS,

p(70) + (Jw] +1)/3)?,

_ A)L/3 o — e
§Q(TO+CU+177) = {(‘W|+n+ ) ’1/3 ?.}[TO o
p(10) + (lwl +m)"/°,  ifro =m,c.

&0 +w + in) = {(
(
(4.15¢)

which are monotonically increasing inn). More precisely, it holds thatn/p+p(p+|o|) ~ 51
and, in the case where Tg = ¢, M is a cusp or a non-zero local minimum, we also have that
p+ o]~ 52. For the case when To = e_ is a right edge next to a gap of size A\ there exists
a constant ¢, such that p + |o| ~ & in the regimew € [—c,c.A] andp+ |o| S Eo in the
regime w € [cx A\, A/2].

Proof. 'We first explain how to translate the notations from the present paper to the nota-
tions in [12]: The operators S, BB, Q are simply denoted by S, B, @ in [12]; the matrices V;, V;.
here are denoted by 1/(l, b), b there. The bound on B~1Q in (4.152) follows directly from [12,
Eq. (5.15)]. The bounds on W, V; in (4.152) follow from the definition of the stability opera-
tor (4.11) together with the fact that || M|| < 1 (by Assumption (4.C)) and ||8Hhs—>H~|| <1,
following from the upper bound in flatness (4.14). The asymptotic expansion of p in (4.15b)
follows from [12, Remark 7.3] and [7, Corollary A.1]. The claims in (iii) follow directly from
[12, Proposition 6.1]. Finally, the claims in (iv) follow directly from [12, Remark 10.4]. [

'The following lemma establishes simplified lower bounds on 51, §~2 whenever 7 is much
larger than the fluctuation scale 7;. We defer the proof of the technical lemma which dif-
ferentiates various regimes to the appendix.

Lemma 4.3.3. Under the assumptions of Proposition 4.3.2 we have uniformly in z = 19 + w +
in € Deusp withn > ng that

525];77+(]\¢77)1/2, ngé(PJr];n).
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We now define an appropriate matrix norm in which we will measure the distance be-
tween G and M. The ||-||,-norm is defined exactly as in [DS4] and similar to the one first
introduced in [DS3]. It is a norm comparing matrix elements on a large but finite set of
vectors with a hierarchical structure. To define this set we introduce some notations. For
second order cumulants of matrix elements k(wqp, Weq) = E wqpweq we use the short-hand
notation k(ab, cd). We also use the short-hand notation (xb, cd) for the x = (74)ae[n]-
weighted linear combination ), z4k(ab, cd) of such cumulants. We use the notation that
replacing an index in a scalar quantity by a dot (-) refers to the corresponding vector, e.g. Ag.
is a short-hand notation for the vector (Aqap)pec|n]- Matrices Rxy with vector subscripts X, y
are understood as short-hand notations for (x, Ry), and matrices Rx, with mixed vector
and index subscripts are understood as (x, Re,) with e, being the a-th normalized |le,|| = 1
standard basis vector. We fix two vectors x, y and some large integer K and define the sets
of vectors

Iy = {Xay} U { da- (Vi*)a- | a € [N] }7
Tpsr = Ip U{ Mu | w e I } U{ re((Mu)a, b), sa((Mu)a, -b) | u € Iy, a,b € [N] }.

Here the cross and the direct part k¢, kq of the 2-cumulants (-, -) refer to the natural
splitting dictated by the Hermitian symmetry. In the specific case of (4.10) we simply have
Ke(ab, ed) = dqq0pcSap and Kkq(ab, cd) = 04c0pqtap- Then the ||-||,-norm is given by

R.
IRl = RIS = 37 N R, 4 N2 ma 1l
Vi S5 T

R
|R||; == max [ Fuv| )
uvel [[ull [[v]|

We remark that the set Ij, hence also ||-||, depend on z via M = M(z). We omit this
dependence from the notation as it plays no role in the estimates.

In terms of this norm we obtain the following estimate on G — M in terms of its projec-
tion © = (W}, G — M) onto the unstable direction of the stability operator B. It is a direct
consequence of a general expansion of approximate quadratic matrix equations whose linear
stability operators have a single eigenvalue close to 0, as given in Lemma 4.A.1.

Proposition 4.3.4 (Cubic equation for ©). Fix K € N,x,y € CN anduse |||, = |-|X*.
For fixed 2 € Deysp and on the event that |G — M ||, +||D||, < N7/K the difference G — M
admits the expansion

G —M =0V, — B 'QIMD]+6*B ' Q[MS[V;|Vi] + E,

(4.162)
IE|l, < NK (1o + 0] DI, +|ID|3),

with an error matrix E and the scalar © = (Wi, G — M) that satisfies the approximate cubic
equation

03 + £,0% +£,0 =, (4.16b)

Here, the error €, satisfies the upper bound

le.] S N2/E(|DJ2 + |(R, D)]*?) + |(Vi, M D)

|
+|(Vi, M (S5 QUM D)) (B~ QM D)) (4169

)
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where R is a deterministic matrix with || R|| S 1 and the coefficients of the cubic equation satisfy
the comparison relations

131 ~g+p(p+\a!), o] ~ p+ |o]. (4.16d)

Progf. We first establish some important bounds involving the [|-||,-norm. We claim that
for any matrices R, Ry, R

IMS[RA|Ro|l, S N'V2R | Rall, | Rall,. | MRIl, S NVRRI,,

Qs S 1, HB_1QH*_>* <1, |V R)|<IRI,- (4.17)

'The proof of (4.17) follows verbatim as in Lemma 3.3.4 with (4.15a) as an input. Moreover, the
bound on (3, -) follows directly from the bound on Q. Obviously, we also have |||, < 2 |||
Next, we apply Lemma 4.A.1 from the appendix with the choices

A[Ry, Ry] = MS[Ri]R;, X =MD, Y :=G-M.

The operator B in Lemma 4.A.1 is chosen as the stability operator (4.11). Then (4.119) is
satisfied with \ := N1/2K according to (4.17) and (4.152). With § := N —25/4K e verify
(4.162) directly from (4.123), where © = (V}, G — M) satisfies

130® + 150% — 86 = —pg + (R, D) © + O (N~ |0 + N*/X|IDI}) . (4.18)

Here we used O] < |G — M|, S N~/K and |MD||, < N'/2K || D||,. The coefficients
[o, f2, i3 are defined through (4.122) and R is given by

R = M*(B~'Q)"[S[M" V'] + S[V'IM*Vi].

Now we bound (R, D)©| < N~V4K|Q|® + NV/8K|(R, D)|3/2 by Young’s inequality,
absorb the error terms bounded by N~'/4K |©|? into the cubic term,

/“L393 + O(N71/4K |®|3) _ ﬁ3®37

by introducing a modified coeflicient /i3 and use that |p3]| ~ 3| ~ 1 for any z € Deygp.
Finally, we safely divide (4.18) by ji3 to verify (4.16b) with {1 := — /i3 and &2 := pa/[i3. For
the fact |p3] ~ 1 on Deysp and the comparison relations (4.16d) we refer to (4.15¢)—(4.15d).

O]

4.3.2 Probabilistic bound

We now collect bounds on the error matrix D from Theorem 2.4.1 and Section 4.4. We first
introduce the notion of stochastic domination.

Definition 4.3.5 (Stochastic domination). Ler X = XM v = Y (V) g, sequences of non-
negative random variables. We say that X is stochastically dominated by'Y (and use the notation
X <Y)if

P[X > NY] < C(e,v)N7", N e N,

Jforany € > 0,v € N and some family of positive constants C (€, v) that is uniform in N and
other underlying parameters (e.g. the spectral parameter z in the domain under consideration,).
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It can be checked (see [73, Lemma 4.4]) that < satisfies the usual arithmetic properties,
e.g. if X7 <Y] and Xy < Yy, then also X7 + X2 < Y] + Y2 and X Xy < Y7Ys. Further-
more, to formulate bounds on a random matrix R compactly, we introduce the notations

IR| <A <= |Rxy| < Alx|||lyll uniformly forall x,y € C¥,
|R|,, <A << [(BR)|<A|B| uniformly for all B € CV*N

for random matrices R and a deterministic control parameter A = A(z). We also introduce
high moment norms

1p I(x, Ry)|
X = (E|X]P , R|| =sup ——— L
Ix1l, = (B[XP) IRl = sup =

for p > 1, scalar valued random variables X and random matrices R. To translate high
moment bounds into high probability bounds and vice versa we have the following easy
lemma, see Lemma 3.3.7.

Lemma 4.3.6. Let R be a random matrix, ® a deterministic control parameter such that ® >
N=C and |R|| < N for some C > 0, and let K € N be a fixed integer. Then we have the

equivalences

KXY 2 @ uniformly inx,y <= |R| < ® <= |R|, <pe N®,Ve>0,p>1.

Expressed in terms of the [|-||,-norm we have the following high-moment bounds on
the error matrix D. The bounds (4.192)—(4.19b) have already been established in Theorem
2.4.1; we just list them for completeness. The bounds (4.19¢)—(4.19d), however, are new and
they capture the additional cancellation at the cusp and are the core novelty of the present
paper. The additional smallness comes from averaging against specific weights p, f from

(4.132).

Theorem 4.3.7 (High moment bound on D with cusp fluctuation averaging). Under the
assumptions of Theorem 4.2.§ for any compact set D C { zeC | Sz > N1 } there exists a
constant C such that for anyp > 1,€ > 0, z € D and matrices/vectors B, X,y it holds that

D < N/ G “ 1<, cp
(%, DY), <ep Il Iyl Nowy (1 + 161, ) (1+ ) o o

6 51,
BD), e 1818 [u] (14161, ) (14 ) (419b)
VN
Moreowver, for the specific weight matrix B = diag(pf) we have the improved bound

1G]l
VN

Cp
(gD, <cp Noa[v-+ 5] (14 161,) (147 52) . (a9

and the improved bound on the off-diagonal component

Jitastot)r o 1] <o N [o 0] (1160, ) (14 150) 7 (g
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where we defined the following z-dependent quantities

IsGl,
= N7 ’ wq::HG_Man

0q = |0|+,0+¢+\/77 p+ g+

and ¢ = Cp3/e.

Theorem 4.3.7 will be proved in Section 4.4. We now translate the high moment bounds
of Theorem 4.3.7 into high probability bounds via Lemma 4.3.6 and use those to establish
bounds on G — M and the error in the cubic equation for ©. To simplify the expressions
we formulate the bounds in the domain

D¢ = { 2 € Deusp ‘ Sz > NH¢ } . (4.20)

Lemma 4.3.8 (High probability error bounds). Fix (,c > 0 sufficiently small and suppose
that |G — M| < A, |S(G — M)| < Zand |©| < 0 hold at fixed = € D¢, and assume that the
deterministic control parameters N, 2, 0 satisfy N+ Z+0 S N~C. Then for any sufficiently small
€ > 0 it holds that

3 2 2e 771/ p+ 1/2 IO—I_E —epn3
\@ + 60 +51@]<N p+|0|+ -+ F N3, (4.21a)
Nn Nn

as well as
p+E p+E
G-—M| =<0
]V‘77 ) ’ ’ + ]\]"77 M

where the coefficients §1, {o are those from Proposition 4.3.4, and werecall that© = (V;, G — M).

|G — M| <60+ (4.21b)

Progf. We translate the high moment bounds (4.192)—(4.19b) into high probability bounds
using Lemma 4.3.6 and |G| < ||M|| + A < 1 to find

+ 2 +E
p Y

D .
DI\ 1Dl <P

(4.22)

In particular, these bounds together with the assumed bounds on G — M guarantee the
applicability of Proposition 4.3.4. Now we use (4.22) in (4.16a) to get (4.21b). Here we used
(4.17), translated ||-|| -bounds into <-bounds on |||, and vice versa via Lemma 4.3.6, and
absorbed the N/K factors into < by using that K can be chosen arbitrarily large. It remains
to verify (4.21a). In order to do so, we first claim that

|(Vi, MD)| + [(Vi, M(SB™* QM D])(B~' Q[M D}))| (4.23)
1/2 =\ /2 = = 1/2
€ L p+= p+= 2 —€ pt+=
<N(\a\+p+ 1/2+A+<Nn> ) N +6 (N A+<Nn> )

for any sufficiently small € > 0.

Proof of (4.23). We first collect two additional ingredients from [12] specific to the vector
case.
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(a) The imaginary part Sm of the solution m is comparable Sm ~ (Sm) = 7p to its

average, and, in particular, m = ffm + O (p).
(b) The eigendirections V}, V; are diagonal and are approximately given by
W = cdiag(f/ |m|) + O (p+n/p), Vi=c diag(f|m|)+O(p+n/p) (4.24)
for some constants ¢, ¢’ ~ 1.

Indeed, (a) follows directly from [12, Proposition 3.5] and the approximations in (4.24) follow
directly from [12, Corollary 5.2]. The fact that V}, V} are diagonal follows from simplicity of
the eigendirections in the matrix case, and the fact that M = diag(m) is diagonal and that
B preserves the space of diagonal matrices as well as the space of off-diagonal matrices. On
the latter B acts stably as 1 + Ops_sns(N1). Thus the unstable directions lie inside the
space of diagonal matrices.

We now turn to the proof of (4.23) and first note that, according to (a) and (b) we have

M = diag(p[m[) + O (p),  Vi=cdiag(f/|m|)+ O (p+n/p) (4.25)
for some constant ¢ ~ 1 to see
(W, MD) = c({diag(pf) D) + O (p +n/p) (diag(w1)D) ,
where wi € CV is a deterministic vector with uniformly bounded entries. Since

p+E

(aiagw)D) | < “

by (4.22), the bound on the first term in (4.23) follows together with (4.19¢) via Lemma 4.3.6.
Now we consider the second term in (4.23). We split D = Dq + D, into its diagonal and
off-diagonal components. Since B and S preserve the space of diagonal and the space of
oft-diagonal matrices we find

(i, M(SB~'Q[MD])(B~*Q[MDY)))
B % > wijdidg; + (Vi, M(SB™'Q[M D,]) (B~ Q[M D)), (4.26)

1,

with an appropriate deterministic matrix u;; having bounded entries. In particular, the cross
terms vanish and the first term is bounded by

1 1 + =\ 3/2
‘m%:uijdiidjj‘ < miax|d7;7;] N Zj:uijdﬁ‘ =< <pN777) (4.27)

according to (4.22). By taking the oft-diagonal part of (4.16a) and using the fact that M and
V; and therefore also B~1Q[M S[V;]V;] are diagonal (cf. (b) above) we have

p+E)1/2+p+E’<N—602+Nep+E
N7

-1
‘B Q[MD,] + Go Ny S N7

<03+9<
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for any € such that § < N~¢ by Young’s inequality in the last step. Together with (4.25),
(4.22) and the assumption that |G,| = [(G — M ),| < A we then compute

(Vi, M(SB™'QIMD.))(B~ Q[M D))

= ¢ (diag(pf) (S5~ QD)) (B QUM DD} +0 ((p+ 1) 5=

N
— ¢ (diag(pE)S[Go]Go) !
+0 ((H Z)p;na . ((p;n5>1/2 ) [ +N6p;nED |

'Thus the bound on the second term on the lhs. in (4.23) follows together with (4.26)—(4.27)
by S[Go] =T ® G and (4.19d) via Lemma 4.3.6. This completes the proof of (4.23). [

With (4.22) and (4.23) the upper bound (4.16¢) on the error €, of the cubic equation
(4.16b) takes the same form as the rhs. of (4.23) if K is sufficiently large depending on
e. By the first estimate in (4.21b) we can redefine the control parameter A on |G — M]| as
A =0+ ((p+E)/Nn)'/? and the claim (4.21a) follows directly with (4.23), thus completing
the proof of Lemma 4.3.8. O

4.3.3 Bootstrapping

Now we will show that the difference G — M converges to zero uniformly for all spectral
parameters z € D¢ as defined in (4.20). For convenience we refer to existing bounds on
G — M far away from the real line to establish a rough bound on G — M in, say, D;. We
then iteratively lower the threshold on 7 by appealing to Proposition 4.3.4 and Lemma 4.3.8
until we establish the rough bound in all of D;. As a second step we then improve the rough
bound iteratively until we obtain Theorem 4.2.5.

Lemma 4.3.9 (Rough bound). For any { > 0 there exists a constant ¢ > 0 such that on the
domain D¢ we have the rough bound

|G —M| < N"“ (4.28)

Proof. 'The rough bound (4.28) in a neighbourhood of a cusp has first been established for
Wigner-type random matrices in [9]. For the convenience of the reader we present a stream-
lined proof that is adapted to the current setting. The lemma is an immediate consequence
of the following statement. Let (s > 0 be a sufficiently small szep size, depending on ¢. Then
for any No > k < 1/ on the domain Dy oy {1—c, ¢} We have

_q—k
|G — M| < N~4¢, (4.29)

We prove (4.29) by induction over k. For sufficiently small ¢ the induction start £ = 0 holds
due to the local law away from the self-consistent spectrum, e.g. Theorem 2.2.1.

Now as induction hypothesis suppose that (4.29) holds on Dy, = Dmax{1-k¢,¢}» and
in particular, |G| < 1, |G|, <cp N€ for any €, p according to Lemma 4.3.6. The mono-
tonicity of the function ) +— 1 [|G(7 + in)||,, (see e.g. the proof of Proposition 2.5.5) implies
1Gl, <ep Net6 < N%s and therefore, according to Lemma 4.3.6, that |G| < N2% on

Dy 1. This, in turn, implies |D| < N~¢/3 on Dy, by (4.19a) and Lemma 4.3.6, provided
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(s is chosen small enough. We now fix x,y and a large integer K as the parameters of
I, = H-H:’y’K for the rest of the proof and omit them from the notation but we stress
that all estimates will be uniform in x,y. We find sup.cp, .,  [[D(2)]], < N~=¢/3 by using
a simple union bound and [0, D|| < N¢ for some C' > 0. Thus, for K large enough, we
can use (4.16a), (4.16b), (4.16¢) and (4.17) to infer

‘@3+§2@2+§1@’ SNl/QKHDH* <N1/2K—(/3’

(4.30)
IG — M|, S |6 + NYX|DI|, < |©] + NV/E=/3,

on the event |G — M|, + ||D||, < N~'%K and on Dy41. Now we use the following

lemma [12, Lemma 10.3] to translate the first estimate in (4.30) into a bound on |©|. For

the rest of the proof we keep 7 = ¥z fixed and consider the coefficients &1, &2 and O as

functions of 7).

Lemma 4.3.10 (Bootstrapping cubic inequality). For0 < n. < n* < oolet&1,&2: [1x, "] —
C be complex valued functions and &1, &2, d: [y, n*| — R be continuous functions such that at
least one of the following holds true:

(i) 1&1] ~ El, |€a| ~ 52, andgg/d, E{’/dQ, E%/dgg are monotonically increasing, anddQ/gi)’ +
dé2 /& < Latn?,

(ii) |&1] ~ {1, |&2| < aﬂ, ana’gf/d2 is monotonically increasing.

Then any continuous function © : [0y, n*| — C that satisfies the cubic inequality |03 + £02% +
§10| < d on 1., 1*), has the property

) d1/2 d . ) d1/2 d .
If [©] < min {dl/37§/2’§1} atn”, then |©| < min {dl/g, 51/2751} on [N« "]
2 2

(4.31)

With direct arithmetics we can now verify that the coefficients £, &2 in (4.16b) and
the auxiliary coeflicients &1, & defined in (4.15¢) satisfy the assumptions in Lemma 4.3.10
with the choice of the constant function d = N4 "¢+9 for any 0 > 0, by using only
the information on 1, &2 given by the comparison relations (4.16d). As an example, in the
regime where 7 is a right edge and w ~ A, we have & ~ (74 A)%3 and & ~ (n+ A)'/3
and both functions are monotonically increasing in 7. Then Assumption (ii) of Lemma 4.3.10
is satisfied. All other regimes are handled similarly.

We now set n* :== N~ and

Ny = inf{ n e [N_(kﬂ)cs,n*} su>p |G(r+in) — M(r +1ir)]||, < N‘lO/K/2 } )
n'>n

By the induction hypothesis we have |©(n*)| < d < min{dl/?’,dl/?g;l/z, déT '} with
overwhelming probability, so that the condition in (4.31) holds, and conclude |O(7n)| <
d/3 = N-(U"=0/3 for gy € [N+, n*]. For small enough 6 > 0 the second bound in
(4.30) implies |G — M ||, < N By continuity and the definition of 7, we conclude
ne = N~F+TD6 finishing the proof of (4.29). O
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Proof of Theorem 4.2.5. 'The bounds within the proof hold true uniformly for z € D¢, unless
explicitly specified otherwise. We therefore suppress this qualifier in the following state-
ments. First we apply Lemma 4.3.8 with the choice = = A, i.e. we do not treat the imagi-
nary part of the resolvent separately. With this choice the first inequality in (4.21b) becomes
self-improving and after iteration shows that

1
yG—My<9+,/N%+N—n, (4.32)

and, in other words, (4.21a) holds with 2 = 0 + (p/N1)/? 4 1/Nn. This implies that if
|©] < 0 < N™¢ for some arbitrarily small ¢ > 0, then

6 + 607 + £10| S N¥d. + N~5(0° + £:67) (4.33)

holds for all sufficiently small € with overwhelming probability, where we defined

(P 1 1 5 \%?
Nn — (Nn)?)  (Nn)*  \Nn
For this conclusion we used the comparison relations (4.16d), Proposition 4.3.2(iv) as well

as (4.15b), and the bound \/n/p ~ \/1n/p < &o.

The bound (4.33) is a self-improving estimate on |0| in the following sense. For k € N
andl € NU {x} let

K A6 1/3 4% d
dk = maX{N— 6’N66d*}, gl ‘= min {dl ,,\,11/2,,‘,}.
S
Then (4.33) with |©| < 6, implies that

0° +£6% + 60| S N~d.

Applying Lemma 4.3.10 with d = N “Cdp,p* ~ 1, = N6 yields the improvement
|O| < Ok1. Here we needed to check the condition in (4.31) but at n* ~ 1 we have §; ~ 1,
so |©] < N=¢dj < di+1 ~ Opy1. After a k-step iteration until N~k becomes smaller
than N%d,, we find |O] < 6., where we used that € can be chosen arbitrarily small. We are
now ready to prove the following bound which we, for convenience, record as a proposition.

Proposition 4.3.11. For any > 0 we have the bounds

0 1 P 1 .

G—M| <0+ ,/—+—, G—-M|,, <0+ —+ in D¢, (4.35)
| | ]\777 NT] ‘ ‘a N’I7 (N77)2 ¢ 4.35
where 0, = min{d,lk/g, di/Q/gé/z, d*/gl}, and dy, p, 51, 52 are given in (4.34), (4.15b) and

(4.15€), respectively.

Progf. Using |©| < 6, proven above, we apply (4.32) with § = 6, to conclude the first
inequality in (4.35). For the second inequality in (4.35) we use the estimate on |G — M|,
from (4.21b) with § = 6, and Z = (p/Nn)*/? + 1/Nn. O
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'The bound on |G — M| from (4.35) implies a complete delocalisation of eigenvectors
uniformly at singularities of the scDOS. The following corollary was established already in
[9, Corollary 1.14] and, given (4.35), the proof follows the same line of reasoning.

Corollary 4.3.12 (Eigenvector delocalisation). Letu € CV be an eigenvector of H correspond-
ing to an eigenvalue X € Ty + (—c, ¢) for some sufficiently small positive constant ¢ ~ 1. Then
Jfor any deterministic X € CN we have
1
w,x)| < —= ||ul| [|x]|.
[{u, %) \/NH x|

The bounds (4.35) simplify in the regime 7 > NSn; above the typical eigenvalue spacing

to
G- M < L L G- M|, < — for 1> N¢ (4.36)
— — 4+ — - — or .
N’)’] N’]7 ) av ]\777 ) 77 — 77f 4 3

using Lemma 4.3.3 which implies 0, < d./& < 1/N7. The bound on |G — M|, is further
improved in the case when 79 = ¢_ is an edge and, in addition to > NCn;, we assume
N < w < A/2 for some § > 0, i.e.if w is well inside a gap of size A > N°*<p;. Then
we find A > N ~3/4 by the definition of gy = AY9/N?/3 in (4.7) and use Lemma 4.3.3 and
(4.15b), (4.15€) to conclude

p 1 52( p 1 )
0.+ L+ <2( L
AL/6 n 1 1 _ N-0/2 -37
e (Al/%l/? + Nn>N77 ~ TNy

In the last bound we used 1/Nw < N=9/Npand AYS/(Nnw'/?) < N=9/2, Using (4.37)

in (4.35) yields the improvement

N—6/2
Nn '’

|G — M]|,, < for T=¢_ +w, A/22w2N5n2NC+5nf. (4.38)

'The bounds on |G — M|, from (4.36) and (4.38), inside and outside the self-consistent
spectrum, allow us to show the uniform rigidity, Corollary 4.2.6. We postpone these argu-
ments until after we finish the proof of Theorem 4.2.5. The uniform rigidity implies that for
dist(z, supp p) > NSn¢ we can estimate the imaginary part of the resolvent via

n ‘<u>\7:x>|2 1 4
S (x,Gx) = E <n4+ = E <
I (x, Gx) a 2T (7o N i N = 2T (7o NE p(2),

(4.39)
for any normalised x € C", where u), denotes the normalised eigenvector corresponding
to A. For the first inequality in (4.39) we used Corollary 4.3.12 and for the second we applied
Corollary 4.2.6 that allows us to replace the Riemann sum with an integral as [? + (7o +
w—N?Y2 =]z =\ > N

Using with (4.39), we apply Lemma 4.3.8, repeating the strategy from the beginning of
the proof. But this time we can choose the control parameter = = p. In this way we find

|G — M| < 04 —i—,/]\%, |G — M]|,, <04+ Nin’ for dist(z,supp p) > Nn,

(4.40)
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where we defined

1/2 ~ ~ | 3/2
. [dy dgT 43 P
9#::m1n{£~1,g1/2,d } d#—§2+<N77) .

Note that the estimates in (4.40) are simpler than those in (4.35). The reason is that the
additional terms 1/N7, 1/(Nn)? and 1/(Nn)3 in (4.35) are a consequence of the presence
of Z in (4.21a), (4.21b). With = = p these are immediately absorbed into p and not present
any more. The second term in the definition of dyx can be dropped since we still have
52 2 (p/Nn)l/2 (this follows from Lemma 4.3.3 if n > N<n;, and directly from (4.15b),
(4.15¢) if w > NSn). This implies 0 < d;f/é;” < (p/Nn)Y/2, so the first bound in
(4.40) proves (4.8a).

Now we turn to the proof of (4.8b). Given the second bound in (4.36), it is sufficient
to consider the case when 7 = ¢ +wand n < w < A/2 with w > NCT]f. In this case
Proposition 4.3.2 yields 525/51 +p < nj/w ~ n/dist(z,supp p). Thus we have

<y P !
51 Nn ™~ N dist(z,supp p)

(9#+

and therefore the second bound in (4.40) implies (4.8b). This completes the proof of Theo-
rem 4.2.5. O

4.3-4 Rigidity and absence of eigenvalues

The proofs of Corollaries 4.2.6 and 4.2.8 rely on the bounds on |G — M]|,, from (4.36)
and (4.38). As before, we may restrict ourselves to the neighbourhood of a local minimum
To € supp p of the scDOS which is either an internal minimum with a small value of
p(10) > 0,a cusp location or a right edge adjacent to a small gap of length A > 0. All other
cases, namely the bulk regime and regular edges adjacent to large gaps, have been treated
prior to this work [9, DS4].

Proof of Corollary 4.2.8. Let us denote the empirical eigenvalue distribution of H by pg =
+ SN | 8y, and consider the case when 7 = ¢_ is a right edge, A > N for any § > 0
and ¢ = ne(e_) ~ AYON72/3, Then we show that there are no eigenvalues in e_ +
[N%n¢, A /2] with overwhelming probability. We apply [9, Lemma 5.1] with the choices

V1= p, Vo:i=pg, N :=1Ng:=¢€:= ]\,7477f7 Tm=¢_4+w, To:=¢_+w+ ]\,7477f7

for any w € [N°n, A/2] and some ¢ € (0,5/4). We use (4.38) to estimate the error
terms Ji, J2 and J3 from [9, Eq. (5.2)] by N2=0/2=1 and see that (py — p)([11,m2]) =
pr (11, 7)) < N%~9/2=1 showing that with overwhelming probability the interval [r1, 5]
does not contain any eigenvalues. A simple union bound finishes the proof of Corol-
lary 4.2.8. O

Proof of Corollary 4.2.6. Now we establish Corollary 4.2.6 around a local minimum 79 €
supp p of the scDOS. Its proof has two ingredients. First we follow the strategy of the
proof of [g, Corollary 1.10] to see that

(o= pr)(~o0,70 + )] < 7. (449
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for any |w| < ¢, i.e. we have a very precise control on pg. In contrast to the statement in
that corollary we have a local law (4.36) with uniform 1/Nn error and thus the bound (4.41)
does not deteriorate close to 79. We warn the reader that the standard argument inside the
proof of [9, Corollary 1.10] has to be adjusted slightly to arrive at (4.41). In fact, when inside
that proof the auxiliary result [9, Lemma 5.1] is used with the choice 13 = —10, 75 = 7,
no= 12 = N¢1 for some ¢ > 0, this choice should be changed to 71 = —C, » = T,
m=N"landn =N Sne(7), where C' > 0 is chosen sufficiently large such that 7 lies
far to the left of the self-consistent spectrum.

'The control (4.41) suffices to prove Corollary 4.2.6 for all T = 79 + w except for the case
when 7p = e_ is an edge at a gap of length A > Néneandw € [—Ncnf, 0] for some fixed
¢ >0andn = me(e ) ~ AY9/N?/3 ie. except for some N¢ eigenvalues close to the
edge with arbitrarily small ¢ > 0. In all other cases, the proof follows the same argument as
the proof of [9, Corollary 1.11] using the uniform 1/N-bound from (4.41) and we omit the
details here.

'The reason for having to treat the eigenvalues very close to the edge ¢_ separately is that
(4.41) does not give information on which side of the gap these N¢ eigenvalues are found.
To get this information requires the second ingredient, the band rigidity,

P[p((—o00,e— +w]) = pu((—o0,e- +w])] >1 - N7, (4-42)

for any v € N, A > w > NS and large enough N. The combination of (4.42) and (4.41)
finishes the proof of Corollary 4.2.6.

Band rigidity has been shown in case A is bounded from below in Corollary 3.2.9. We
will now adapt this proof to the case of small gap sizes A > N ¢=3/4 Since by Corollary 4.2.8
with overwhelming probability there are no eigenvalues in ¢ + [NSn¢, A/2], it suffices to
show (4.42) for w = A/2. As in the proof of Corollary 3.2.9 we consider the interpolation

Hy:=V1—tW+A—tSM(7), tel0,1],

between the original random matrix H = Hy and the deterministic matrix H; = A —
SM(7),for 7 = e_ + A/2. The interpolation is designed such that the solution M; of the
MDE corresponding to Hy is constant at spectral parameter 7, i.e. My(7) = M(7). Let
pt denote the scDOS of H;. Exactly as in the proof of Corollary 3.2.9 it suffices to show
that no eigenvalue crosses the gap along the interpolation with overwhelming probability,
i.e. that for any v € N we have

C(v)
Nv ©

P[a; € Spec(H;) for some ¢ € [0,1]] < (4.43)
Here t — a; € R\ supp p; is some spectral parameter inside the gap, continuously depend-
ing on t, such that ag = 7. In the proof of Corollary 3.2.9, a; was chosen independent of ¢,
but the argument remains valid with any other choice of a;. We call I; the connected com-
ponent of R \ supp p; that contains a; and denote A; = |I;| the gap length. In particular,
Ag=Aand 7 € [; forall t € [0, 1] by [12, Lemma 8.1(ii)]. For concreteness we choose a;
to be the spectral parameter lying exactly in the middle of I;. The 1/3-Hoélder continuity of
pt, hence I; and a; in ¢ follows from [12, Proposition 10.1(a)]. Via a simple union bound it
suffices to show that for any fixed ¢ € [0, 1] we have no eigenvalue in a; +[—N 100 N—100],

Since |W{| < 1 with overwhelming probability, in the regime ¢ > 1 — € for some
small constant € > 0, the matrix H; is a small perturbation of the deterministic matrix H;
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whose resolvent (H; — 7)1 = M (1) at spectral parameter 7 is bounded by Assumption

(4.C), in particular A; 2 1. By 1/3-Holder continuity hence A; 2 1, and Spec(H;) C
Spec(Hi) + [~Ce/3,Ce/3] for some C' ~ 1 in this regime with very high probability.
Since Spec(H;) C suppp: + [—Cel/g, 061/3] by [12, Proposition 10.1(a)] there are no
eigenvalues of H; in a neighbourhood of a;, proving (4.43) fort > 1 —e.

Fort € [e,1 — €] we will now show that Ay ~¢ 1 for any € > 0. In fact, we have
dist(7,supp pt) Ze 1. This is a consequence of [12, Lemma D.1]. More precisely, we use
the equivalence of (iii) and (v) of that lemma. We check (iii) and conclude the uniform
distance to the self-consistent spectrum by (v). Since My(7) = M(7) and ||M(7)|| < 1
we only need to check that the stability operator B; = t + (1 — t)B of H; has a bounded
inverse. We write B; = C(1— (1 —t)CF)C~" in terms of the saturated self-energy operator
F = CSC, where C[R] := |M(7)|Y? R|M(7)|"/? and C[R] = (sgn M (7)) R(sgn M (7).
Afterwards we use that ||F||, ~>hs < 1(cf. [8, Eq. (4.24)]) and Hg Ihs—hs = 1 to first show
the uniform bound || B ||, S 1/t and then improve the bound to ||B;|| < 1/t using
the trick of expanding in a geometric series from [8, Egs. (4.60)—(4.63)]. This completes the
argument that A; ~. 1. Now we apply Corollary 2.2.3 to see that there are no eigenvalues
of Hy around a; as long as ¢ is bounded away from zero and one, proving (4.43) for this
regime.

Finally, we are left with the regime ¢ € [0, €] for some sufficiently small € > 0. By [12,
Proposition 10.1(a)] the self-consistent Green’s function M; corresponding to H; is bounded
even in a neighbourhood of 7, whose size only depends on model parameters. In particular,
Assumptions (4.A)—(4.C) are satisfied for H; and Corollary 4.2.8, which was already proved
above, is applicable. Thus it suffices to show that the size A of the gap in supp p; containing
7 is bounded from below by A; > N¢=3/4 for some ¢ > 0. The size of the gap can be read
oft from the following relationship between the norm of the saturated self-energy operator
and the size of the gap: Let H be a random matrix satisfying (4.A)—(4.C) and 7 be well
inside the interior of the gap of length A € [0,¢] in the self-consistent spectrum for a
sufficiently small ¢ ~ 1. Then

n
L= [lF(7) g ns ~ lim

im — 1~ (A+dist(r, 1/6d-t : 1/2NA2/3,
N ) ( ist(7, supp p))"/" dist (7, supp p)

(4-44)
where in the first step we used [8, Eqs. (4.23)—(4.25)], in the second step (4.15b), and in
the last step that dist(7,suppp) ~ A. Applying the analogue of (4. 44) for H; with
Fi(7) and using that dist(7, pr) S A, we obtain 1 — || F(7) |lhemns S A 2/3  Combin-
1n§ this inequality with (4.44) and using that F;(7) = (1 — ¢)F(7) for t € [0 c] we have

>t+ (1 -t)A%3 ie. Ay > t3/2 + A, In particular, the gap size A never drops

below cA > N¢3/4 This completes the proof of the last regime in (4.43). O

4.4 Cusp fluctuation averaging and proof of Theorem 4.3.7

First we review some of the basic nomenclature from [DS3]. We consider random matrices
H = A+ W with diagonal expectation A and complex Hermitian or real symmetric zero

mean random component W indexed by some abstract set J of size |J| = N. We recall
that Greek letters «, 3, ... stand for labels, i.e. double-indices from I = J x J, whereas
Roman letters a, b, ... stand for single indices. If & = (a,b), then we set o’ = (b,a)

for its transpose. Underlined Greek letters stand for multisets of labels, whereas bold-faced
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Greek letters stand for tuples of labels with the counting combinatorics being their — for
our purposes — only relevant difference.

According to Proposition 2.3.2 with N'(a) = {a, a'} it follows from the assumed in-
dependence that for general (conjugate) linear functionals A*), of bounded norm ||A®)|| =

O (1)

~(0) AV Y,
EJ[ APD) =E]] <1 +Y > 11 A(zf)’* . +O(NTP),  (4.452)
kelp] lelp) By’ kefpl | Pt 8t, OO0
where we recall that
W ko1, B)
Yoy Yy MEA S g =0wls= 1 G
a,B; oy €1 1<m<6p B e{oy,al}m ) gllu--.ugfzgl

and that
Aoy...op = —(—1)FA(AMG ... A%Q),
A{al """ am} = Z Aad(l)""’ag(m)’ Aav{alv"'vam} = Z Aa’afr(l)""7aa(m)’

0E8m 0E8m (4-45¢)
A%é T Z AO@QU@\{O‘}’ §<k — |_| éj’ é>k — |_| éj‘
aca i<k >k

Some notations in (4.45) require further explanation. First, A@b) denotes the matrix of
all zeros except for an 1 in the (a, b)-th entry. The qualifier “if 3, ”is satisfied for those
terms in which ay, is a summation variable when the brackets in the product [;(1 + 3°)
are opened. The notation | | indicates the union of multisets.

For even p we apply (4.45) with A®)(D) := (diag(fp) D) for k < p/2 and A¥)(D) =
(diag(fp) D) for k > p/2. This is obviously a special case of A*¥)(D) = (BD) which was
considered in the so-called averaged case of [DS3] with arbitrary B of bounded operator
norm since ||diag(fp)|| = ||fp||, < C. It was proved in [DS3] that

(diag (D)D) S -
which is not good enough at the cusp. We can nevertheless use the graphical language
developed in [DS3] to estimate the complicated right hand side of (4.45).

4-4.1 Graphical representation via double index graphs

The graphs (or Feynman diagrams) introduced in [DS3] encode the structure of all terms
in (4.45). Their (directed) edges correspond to resolvents G, while vertices correspond to
A’s. Loop edges are allowed while parallel edges are not. Resolvents G and their Hermitian
conjugates G* are distinguished by different types of edges. Each vertex v carries a label v,
and we need to sum up for all labels. Some labels are independently summed up, these are
the a-labels in (4.45), while the -labels are strongly restricted; in the independent case they
can only be of the type a or o’. These graphs will be called “double indexed” graphs since
the vertices are naturally equipped with labels (double indices). Here we introduced the
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terminology “double indexed” for the graphs in [DS3] to distinguish them from the “single
indexed” graphs to be introduced later in this paper.

To be more precise, the graphs in [DS3] were vertex-coloured graphs. The colours en-
coded a resummation of the terms in (4.45): vertices whose labels (or their transpose) ap-
peared in one of the cumulants in (4.45) received the same colour. We then first summed up
the colours and only afterwards we summed up all labels compatible with the given colour-
ing. According to (2.49) for every even p it holds that

E|(diag(fp)D)P’ = Y Val(l) + O (N7), (4.462)
TeG(p.6p)

where G2(:%) is a certain finite collection of vertex coloured directed graphs with p con-
nected components, and Val(I'), the value of the graph I', will be recalled below. According
to [DS3] each graph T' € G¥(P9P) fulfils the following properties:

Proposition 4.4.1 (Properties of double index graphs). There exists a_finite set G*P-5P) of
double index graphs I such that (4.46) hold. Each T fulfils the following properties.

(a) There exist exactly p connected components, all of which are oriented cycles. Each vertex has
one incoming and one outgoing edge.

(b) Each connected component contains at least one vertex and one edge. Single vertices with a
looped edge are in particular legal connected components.

(c) Each colour colours at least two and at most 6p vertices.
(d) If a colour colours exactly two vertices, then these vertices are in different connected components.

(¢) The edges represent the resolvent matrix G or its adjoint G*. Within each component either
all edges represent G or all edges represent G*. Accordingly we call the components either G
or G* ~cycles.

(f) Within each cycle there is one designated edge which is represented as a wiggled line in the
graph. The designated edge represents the matrix G diag(pf) in a G-cycle and the matrix
diag(pf)G* in a G*-cycle.

(g) For each colour there exists at least one component in which a vertex of that colour is connected
to the matrix diag(fp). According to (f) this means that if the relevant vertex is in a G-cycle,
then the designated (wiggled) edge is its incoming edge. If the relevant vertex is in a G-cycle,
then the designated edge is its outgoing edge.

If V is the vertex set of I" and for each colour ¢ € C, V. denotes the c-coloured vertices
then we recall that

val(r) = (-)VIB( T TT 327 ,{Vaﬁ’ﬁv‘))

ceCveV, ay

< I

Cyc(v1,...,v5) €T

(G diag(fp) A1 G ... GA%x)

. (4.46b)
o) {(Aa”k G*...G*A% diag(fp)G*)

where the ultimate product is the product over all p of the cycles in the graph. By the
notation Cyc(vy, ..., vy) we indicate a directed cycle with vertices vy, . .., vk. Depending
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upon whether a given cycle is a G-cycle or G*-cycle, it then contributes with one of the
factors indicated after the last curly bracket in (4.46b) with the vertex order chosen in such
a way that the designated edge represents the G diag(fp) or diag(fp)G* matrix. As an
example illustrating (4.46b) we have

N2 Z k(a, B1)k(ag, Bo) (G diag(fp) AL GAP?) (AP1G* A2 diag(fp)G*)

a1,81

oz Ba (4-47)
= Val (@® D).

Actually in [DS3] the graphical representation of the graph I is simplified, it does not con-
tain all information encoded in the graph. First, the direction of the edges are not indicated.
In the picture both cycles should be oriented in a clockwise orientation. Secondly, the type
of edges are not indicated, apart from the wiggled line. In fact, the edges in the second
graph stand for G*, while those in the first graph stand for G. To translate the pictorial rep-
resentation directly let the striped vertices in the first and second cycle be associated with
a1, B1 and the dotted vertices with v, $2. Accordingly, the wiggled edge in the first cycle
stands for G diag(fp), while the wiggled edge in the second cycle stands for diag(fp)G*.
The reason why these details were omitted in the graphical representation of a double index
graph is that they do not influence the basic power counting estimate of its value used in

[DS3].

4-4.2 Single index graphs

In [DS3] we operated with double index graphs that are structurally simple and appropriate
for bookkeeping complicated correlation structures, but they are not suitable for detecting
the additional smallness we need at the cusp. The contribution of the graphs in [DS3]
were estimated by a relatively simple power counting argument where only the number
of (typically off-diagonal) resolvent elements were recorded. In fact, for many subleading
graphs this procedure already gave a very good bound that is sufficient at the cusps as well.
The graphs carrying the leading contribution, however, have now to be computed to a higher
accuracy and this leads to the concept of “single index graphs”. These are obtained by a
certain refinement and reorganization of the double index graphs via a procedure we will
call graph resolution to be defined later. The main idea is to restructure the double index
graph in such a way that instead of labels (double indices) o = (a, b) its vertices naturally
represent single indices a and b. Every double indexed graph will give rise to a finite number
of resolved single index graphs. The double index graphs that require a more precise analysis
compared with [DS3] will be resolved to single index graphs. After we explain the structure
of the single index graphs and the graph resolution procedure, double index graphs will not
be used in this paper any more. Thus, unless explicitly stated otherwise, by graph we will
mean single index graph in the rest of this paper.

We now define the set G of single index graphs we will use in this paper. They are
directed graphs, where parallel edges and loops are allowed. Let the graph be denoted by I'
with vertex set V' (I') and edge set E(I"). We will assign a value to each I" which comprises
weights assigned to the vertices and specific values assigned to the edges. Since an edge may
represent different objects, we will introduce different types of edges that will be graphically
distinguished by different line style. We now describe these ingredients precisely.
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Vertices.

Eachvertex v € V(I) is equipped with an associated index a,, € J. Graphically the vertices
are represented by small unlabelled bullets s, i.e. in the graphical representation the actual
index is not indicated. It is understood that all indices will be independently summed up
over the entire index set J when we compute the value of the graph.

Vertex weights.

Each vertex v € V(T') carries some weight vector w(*) € C” which is evaluated W((;;) at
the index a,, associated with the vertex. We generally assume these weights to be uniformly
bounded in N, i.e. sup y|[w(”)||s < c0. Visually we indicate vertex weights by incoming
arrows as in w —e. Vertices without explicitly indicated weight may carry an arbitrary
bounded weight vector. We also use the notation 1 —»e to indicate the constant 1 vector as
the weight, this corresponds to summing up the corresponding index unweighted

G-edges.

The set of G-edges is denoted by GE(I') C E(I"). These edges describe resolvents and there
are four types of G-edges. First of all, there are directed edges corresponding to G’ and G* in
the sense that a directed G or G*-edge e = (v, u) € F initiating from the vertex v = i(e)
and terminating in the vertex u = t(e) represents the matrix elements G, 4, or respectively
G, q, evaluated in the indices a,, a, associated with the vertices v and u. Besides these two
there are also edges representing G — M and (G — M)*. Distinguishing between G and
G — M, for practical purposes, is only important if it occurs in a loop. Indeed, (G — M)q,
is typically much smaller than G4, while (G — M)y, basically acts just like G, when a, b

are summed independently. Graphically we will denote the four types of G-edges by
G:o—>—o, G*:r——>1, G—M:0—9—>—0, G*—M*:r67>a

where all these edges can also be loops. The convention is that continuous lines represent
G, dashed lines correspond to G*, while the diamond on both types of edges indicates the
subtraction of M or M*. An edge e € GE(I") carries its type as its attribute, so as a short

. . . *
hand notation we can simply write G, for Gai(e)@t(e), Gai(e)vat(e)’ (G — M)ai(e)vat(e) and
(G — M), ():0e(e) depending on which type of G-edge e represents. Due to their special

role in the later estimates, we will separately bookkeep those G — M or G* — M* edges that
appear looped. We thus define the subset GE,_,;, C GE as the set of G-edges e € GE(I")
of type G — M or G* — M* such that i(e) = t(e). We write g — m to refer to the fact that
looped edges are evaluated on the diagonal (¢ — m),, of (G — M )q,a,-

(G-)edge degree.

For any vertex v we define its in-degree deg™ (v) and out-degree deg™ (v) as the number
of incoming and outgoing G-edges. Looped edges (v, v) are counted for both in- and out-
degree. We denote the total degree by deg(v) = deg™ (v) + deg™ (v).
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Interaction edges.

Besides the G-edges we also have interaction edges, IE(I"), representing the cumulants x.

(e)

A directed interaction edge e = (u,v) represents the matrix R(¢) = (r}} >a,b < given by

the cumulant

r(u’v) = —1 K
“ (deg(u) —1)!
deg™ (u) times deg™ (u) times
1 (b - ) (4.48)
Rk ao,...,a a, ... a ).
(deg(v) _ 1)! b ) b ) )

(ab,...,ab, ba,... ba)

degt (v) times deg™ (v) times

This relation is indeed compatible with exchanging the roles of u and v since deg™ (u) =
deg™ (v) and vice versa. For the important case when deg(u) = deg(v) = 2 it follows that
the interaction from w to v is given by S if u has one incoming and one outgoing G-edge
and T if u has two incoming G'-edges, i.e.

Sap = K(ab, ba) tap = k(ab, ab).
Visually we will represent interaction edges as
R=e 12 o and more specifically by S=e 50 T=e 7T

Although the interaction matrix R(®) is completely determined by the in- and out-degrees
of the adjacent vertices i(e), t(e) we still write out the specific S and T' names because
these will play a special role in the latter part of the proof. As a short hand notation we
shall frequently use R, := gf.?ew +(e) to denote the matrix element selected by the indices
Qi(e), Ay(e) associated with the initial and terminal vertex of e. We also note that we do not

indicate the direction of edges associated with S as the matrix .S is symmetric.

Generic weighted edges.

Besides the specific G-edges and interaction edges, additionally we also allow for generic
edges reminiscent of the generic vertex weights introduced above. They will be called generic
weighted edges, or weighted edges for short. To every weighted edge e we assign a weight
matrix K(¢) = (k((;))a,be J which is evaluated as kfli?e),at(e) when we compute the value of
the graph by summing up all indices. To simplify the presentation we will not indicate the
precise form of the weight matrix K () but only its entry-wise scaling as a function of N.
A weighted edge presented as o ! o represents an arbitrary weight matrix K(¢) whose

entries scale like |k((£)| < eN~!. We denote the set of weighted edges by WE(T"). For a

given weighted edge ¢ € WE we record the entry-wise scaling of K(¢) in an exponent
l(e) > 0 in such a way that we always have |kéz)| < eN—He),
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Graph value.
For graphs I' € G we define their value

Val(I') = (—1)/CE@)] < I > w )( I1 Téfze),aﬂe))

veV (D) ayeJ ecIE(T)
(4.49)
(e)
X ( H k Aj(e)s at(e)) ( H GE)’
eeWE(T eeGE(T)

which differs slightly from that in (4.46b) because it applies to a different class of graphs.

4-4.3 Single index resolution

There is a natural mapping from double indexed graphs to a collection of single indexed
graphs that encodes the rearranging of the terms in (4.46b) when the summation over labels
v, is reorganized into summation over single indices. Now we describe this procedure.

Definition 4.4.2 (Single index resolution). By the single index resolution of a double vertex
graph we mean the collection of single index graphs obtained through the following procedure.

(i) For each colour, the identically coloured vertices of the double index graph are mapped into a
pair of vertices of the single index graph.

(ii) The pair of vertices in the single index graph stemming from a fixed colour is connected by an
interaction edge in the single index graph.

(iii) Ewvery (directed) edge of the double index graph is naturally mapped to a G-edge of the single
index graph. While mapping equally coloured vertices x1, . . ., xy, in the double index graph
to vertices w, v connected by an interaction edge e = (u, v) there are k — 1 binary choices of
whether we map the incoming edge of xj to an incoming edge of u and the outgoing edge of
xj to an outgoing edge of v or vice versa. In this process we are free to consider the mapping
of x1 (or any other vertex, for that matter) as fixed by symmetry of u < v.

(iv) If a wiggled G-edge is mapped to an edge from u to v, then v is equipped with a weight
of pf. If a wiggled G*-edge is mapped to an edge from u to v, then u is equipped with
a weight of pf. All vertices with no weight specified in this process are equipped with the
constant weight 1.

We define the set G (p) C G as the set of all graphs obtained from the double index graphs Gev(p,6p)

via the single index resolution procedure.
Remark 4.4.3.

(i) We note some ingredients described in Section 4.4.2 for a typical graph in G will be absent
Sor graphsT' € G(p) C G. For example, WE(I') = GEg—,(T") = 0 for allT € G(p).

(ii) We also remark that loops in double index graphs are never mapped into loops in single index
graphs along the single index resolution. Indeed, double index loops are always mapped to
edges parallel to the interaction edge of the corresponding vertex.
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A few simple facts immediately follow from the the single index construction in Defi-
nition 4.4.2. From (i) it is clear that the number of vertices in the single index graph is twice
the number of colours of the double index graph. From (ii) it follows that the number of
interaction edges in the single index graph equals the number of colours of the double index
graph. Finally, from (iii) it is obvious that if for some colour ¢ there are k = k(c) vertices in
the double index graph with colour c, then the resolution of this colour gives rise to 2#(¢)~1
single indexed graph. Since these resolutions are done independently for each colour, we
obtain that the number of single index graphs originating from one double index graph is

H 2k(c)71

Since the number of double index graph in G2'(P-6P) is finite, so is the number of graphs in
G(p).

Let us present an example of single index resolution applied to the graph from (4.47)
where we, for the sake of transparency, label all vertices and edges. I is a graph consisting
of one 2-cycle on the vertices x1, y2 and one 2-cycle on the vertices 22, y1 as in

(450

with 21, y1 and x2, y2 being of equal colour (i.e. being associated to labels connected through
cumulants). In order to explain steps (i)-(iii) of the construction we first neglect that some
edges may be wiggled, but we restore the orientation of the edges in the picture. We then fix
the mapping of x; to pairs of vertices (u;, v;) for i = 1,2 in such a way that the incoming
edges of z; are incoming at u; and the outgoing edges from x; are outgoing from v;. It
remains to map y; to (u;, v;) and for each ¢ there are two choices of doing so that we obtain
the four possibilities

€2 €4 () €4
el €es €1 €3
(ODY N u U Nu2\ DY Yo\ Uy Y u2\
U AN A A2 W A2 N\0A_A\V2/ (0
€2 €4 €92 €4
which translates to
V2
f?Z »’% r’ﬁ/ “1/‘#8%3 (4.51)
el € >

\ _ \# 7#‘;3’/”/
f;’ ’\% : w/ Ty

in the language of single index graphs where the S, T" assignment agrees with (4.48). Finally
we want to visualize step (iv) in the single index resolution in our example. Suppose that in
(4.50) the edges e and ey are G-edges while e3 and e4 are G* edges with ez and e4 being
wiggled (in agreement with (4.47)). According to (iv) it follows that the terminal vertex of
ez and the initial vertex of e4 are equipped with a weight of pf while the remaining vertices
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are equipped with a weight of 1. The first graph in (4.51) would thus be equipped with the

weights

V2
o< pf

A -
u}! IU2
}'T /&Q

vy €
pf ] 11

Single index graph expansion.
With the value definition in (4.49) it follows from Definition 4.4.2 that

E |(diag(fp)D)|P = NP Z Val(T') + O (N7P). (4-52)
reg(p)

We note that in contrast to the value definition for double index graphs (4.46), where each
average in (4.46b) contains an 1/N prefactor, the single index graph value (4.49) does not
include the NP prefactor. We chose this convention in this paper mainly because the ex-
ponent p in the prefactor N P cannot be easily read off from the single index graph itself,
whereas in the double index graph p is simply the number of connected components.

We now collect some simple facts about the structure of these graphs in G(p) which directly
follow from the corresponding properties of the double index graphs listed in Proposition

4.4.1.

Fact 4.x. The interaction edges IE(T') form a perfect matching of T', in particular |V| = 2 |IE|.
Moreover, 1 < |IE(I")| < p and therefore the number of vertices in the graph is even and sat-
isfies 2 < |V(I')| < 2p. Finally, for (u,v) = e € IE(T) we have deg™ (u) = deg™(v),
deg™ (u) = deg™ (v) and consequently also deg(e) = deg(u) = deg(v). The degree further-
more satisfies the bounds 2 < deg(e) < 6p for each e € IE(T).

Fact 4.2. The weights associated with the vertices are some non-negative powers of fp in such a
way that the total power of all fp’s is exactly p. “The trivial zeroth power, i.e. the constant weight 1
is allowed. Furthermore, the fp weights are distributed in such a way that at least one non-trivial
fp weight is associated with each interacting edge (u,v) = e € IE(T).

4-4.4 Examples of graphs

We now turn to some examples explaining the relation the of double index graphs from
[DS3] and single index graphs. We note that the single index graphs actually contain more
information because they specify edge direction, specify weights explicitly and differentiate
between G and G* edges. These information were not necessary for the power counting
arguments used in [DS3], but for the improved estimates they will be crucial.

We start with the graphs representing the following simple equality following from
k(o B) = Ewawg

N?’EY k(a, B) (diag(fp) A G) (G* A’ diag(fp)*)
B

= Z Sab(pf)?b E GbaG:b + Z tab(pf)a(pf)b E GbaGZa
a,b a,b
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which can be represented as

N2Val(%§%§) Val( )2%®€1>+Val<pf»®epf>.

We now turn to the complete graphical representation for the second moment in the
case of Gaussian entries,

E |(diag(fp) D)|* = E (diag(fp) D) (D* diag(fp)) (4-53)
= Val ( %% ) + Val (@m0 @)
= Z ) (diag(fp)A“G) (G* AP diag(fp)*)

+ 50 ke, Bi)w az,ﬁzw<d1ag<fp>A°“GM2G> (G*APLG* A2 diag(fp)*)

a1,B1 az,B2

where we again stress that the double index graphs hide the specific weights and the fact
that one of the connected components actually contains G* edges. In terms of single index
graphs, the rhs. of (4.53) can be represented as the sum over the values of the six graphs

N2E |(diag(fp) D)[* = Val ( (pf)? >« Ze< 1 ) + Val ( pf >aZi=n< pt )

+ Val

+ Val /ZA (4.54)

'The first two graphs were already explained above. The additional four graphs come from the
second term in the rhs. of (4.53). Since (a1, 1) is non-zero only if ag = 31 or a; = f3i,
there are four possible choices of relations among the « and 3 labels in the two kappa factors.
For example, the first graph in the second line of (4.54) corresponds to the choice o = 31,
aly = Bo. Written out explicitly with summation over single indices, this value is given by

+ Val

Z Z (pf)th (pf)b25a1b1 Sagby B Ga2a1 GbleGzlaQGZle

a1,b1 az,b2

where in the picture the left index corresponds to a1, the top index to b, the right one to
as and the bottom one to b.

We conclude this section by providing an example of a graph with some degree higher
than two which only occur in the non-Gaussian situation and might contain looped edges.
For example, in the expansion of N2 E |(diag(fp)D)|? in the non-Gaussian setup there is
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the term

D TarbySazhy, B (diag(fp) A GAM U GAP®G) (GF A" G* A" diag(fp)*)

a1,b1
az,b2

where 74, = Kk(ab, ba, ba)/2 and s,, = k(ab, ba), in accordance with (4.48).

4-4.5 Simple Estimates on Val(I")

In most cases we aim only at estimating the value of a graph instead of precisely computing
it. The simplest power counting estimate on (4.49) uses that the matrix elements of G and
those of the generic weight matrix K are bounded by an O (1) constant, while the matrix
elements of R(®) are bounded by N~ deg(€)/2 Thus the naive estimate on (4.49) is

( H N)( H N—deg(e)/Q)

veV (I) e€IE(T)

_ H N2-deg(e)/2 < H N < NP
e€IE(T) ecIE(T)

[ Val(I')]

A

(4.55)

where we used that the interaction edges form a perfect matching and that deg(e) > 2,
[IE(T')| < p. The somewhat informal notation < in (4.55) hides a technical subtlety. The
resolvent entries Gy are indeed bounded by an O (1) constant in the sense of very high
moments but not almost surely. We will make bounds like the one in (4.55) rigorous in a
high moments sense in Lemma 4.4.8.

The estimate (4.55) ignores the fact that typically only the diagonal resolvent matrix
elements of G are of O (1), the off-diagonal matrix elements are much smaller. This is
manifested in the Ward-identity

. G—GCY SC
S Gwl* = (G*G)y, = ( 5; Job _ o (4.562)
acJ m n

'Thus the sum of off-diagonal resolvent elements G4, is usually smaller than its naive size of
order N, at least in the regime 1 > N ~1. This is quantified by the so called Ward estimates

3G 1/2
(Gl = NSRS NG YD (Gul SN b= (”) C (4s6b)

acJ acJ N’f]

Similarly to (4.55) the inequalities < in (4.56b) are meant in a power counting sense ignoring
that the entries of IG might not be bounded by p almost surely but only in some high
moment sense.

As a consequence of (4.56b) we can gain a factor of ¢ for each oft-diagonal (that is,
connecting two separate vertices) G-factor, but clearly only for at most two G-edges per
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adjacent vertex. Moreover, this gain can obviously only be used once for each edge and not
twice, separately when summing up the indices at both adjacent vertices. As a consequence
a careful counting of the total number of ¢)-gains is necessary, see Section 2.4.3 for details.

Ward bounds for the example graphs from Section 4.4.4. From the single index graphs
drawn in (4.54) we can easily obtain the known bound E |(diag(fp)D)|* < *. Indeed,
the last four graphs contribute a combinatorial factor of N* from the summations over four
single indices and a scaling factor of N =2 from the size of S, T'. Furthermore, we can gain a
factor of v for each G'-edge through Ward estimates and the bound follows. Similarly, the
first two graphs contribute a factor of N = N2~! from summation and S/7 and a factor
of 1% from the Ward estimates, which overall gives N~/ < 1%, As this example shows,
the bookkeeping of available Ward-estimates is important and we will do so systematically
in the following sections.

4-4.6 Improved estimates on Val(I'): Wardable edges

For the sake of transparency we briefly recall the combinatorial argument used in [DS3],
which also provides the starting point for the refined estimate in the present paper. Com-
pared to [DS3], however, we phrase the counting argument directly in the language of the
single index graphs. We only aim to gain from the G-edges adjacent to vertices of degree
two or three; for vertices of higher degree the most naive estimate |Ggp| < 1 is already
sufficient as demonstrated in [DS3]. We collect the vertices of degree two and three in the
set V3 3 and collect the G-edges adjacent to V5 3 in the set Fs 3. In Section 2.4.3 a specific
marking procedure on the G-edges of the graph is introduced that has the following proper-
ties. For each v € V3 3 we put a mark on at most two adjacent G-edges in such a way that
those edges can be estimated via (4.56b) while performing the a, summation. In this case
we say that the mark comes from the v-perspective. An edge may have two marks coming
from the perspective of each of its adjacent vertices. Later, marked edges will be estimated
via (4.56b) while summing up a,. After doing this for all of V5 3 we call an edge in Ey 3
marked effectively if it either (7) has two marks, or (7i) has one mark and is adjacent to only
one vertex from V3 3. While subsequently using (4.56b) in the summation of a,, forv € V3 3
(in no particular order) on the marked edges (and estimating the remaining edges adjacent
to v trivially) we can gain at least as many factors of ¢ as there are effectively marked edges.
Indeed, this follows simply from the fact that effectively marked edges are never estimated
trivially during the procedure just described, no matter the order of vertex summation.

Fact 4.3. For eachT’ € G(p) there is a marking of edges adjacent to vertices of degree at most 3
such that there are at least 3 cipry (4 — deg(e)) effectively marked edges.

Proof: On the one hand we find from Fact 4.1 (more specifically, from the equality deg(e) =
deg(u) = deg(v) for (u,v) = e € IE(T")) that

Bl Y des)= Y degle). (47

vEVa 3 e€lE(T),deg(e)€{2,3}

On the other it can be checked that for every pair (u,v) = e € IE(I") with deg(e) = 2 all
G-edges adjacent to u or v can be marked from the u, v-perspective. Indeed, this is a direct
consequence of Proposition 4.4.1(d): Because the two vertices in the double index graph
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being resolved to (u, v) cannot be part of the same cycle it follows that all of the (two, three
or four) G-edges adjacent to the vertices with index u or v are not loops (i.e. do not represent
diagonal resolvent elements). They are cyclically marked and can thereby bounded by using
(4.56b). Similarly, it can be checked that for every edge (u,v) = e € IE(T") with deg(e) = 3
at most two G-edges adjacent to u or v can remain unmarked from the w, v-perspective. By
combining these two observations it follows that at most

> (2deg(e) — 4) (4.59)

e€IE(T"),deg(e)e{2,3}

edges in F» 3 are ineffectively marked since those are counted as unmarked from the per-
spective of one of its vertices. Subtracting (4.58) from (4.57) it follows that in total at least

> (4—deg(e))y = > (4 — deg(e))

ecIE(T) e€lE(T),deg(e)€{2,3}
edges are marked effectively, just as claimed. O

In [DS3] it was sufficient to estimate the value of each graph in G(p) by subsequently
estimating all effectively marked edges using (4.56b). For the purpose of improving the
local law at the cusp, however, we need to introduce certain operations on the graphs of G(p)
which allow to estimate the graph value to a higher accuracy. It is essential that during those
operations we keep track of the number of edges we estimate using (4.56b). Therefore we
now introduce a more flexible way of recording these edges. We first recall a basic definition

[129] from graph theory.

Definition 4.4.4. Fork > Lagraphl’ = (V, E) is called k-degenerate if any induced subgraph
has minimal degree at most k.

It is well known that being k-degenerate is equivalent to the following sequential prop-
erty’. We provide a short proof for convenience.

Lemma 4.4.5. 4 graph I = (V, E) is k-degenerate if and only if there exists an ordering of
vertices {v1, ..., vn} = V such that for eachm € [n] := {1,...,n} it holds that

degrifv,,...om)) (vm) <k (4.59)
where for V! C V, L[V denotes the induced subgraph on the vertex setV'.

Progf. Suppose the graph is k-degenerate and let n := |V|. Then there exists some ver-
tex v, € V such that deg(v,) < k by definition. We now consider the subgraph in-
duced by V' := V' \ {v,,} and, by definition, again find some vertex v,_1 € V' of degree
degpy/)(vn—1) < k. Continuing inductively we find a vertex ordering with the desired
property.

Conversely, assume there exists a vertex ordering such that (4.59) holds for each m. Let
V' C V be an arbitrary subset and let m := max { [ € [n] | V1 € V' }. Then it holds that

degrpy(vm) < degpigy,,.. vy (Um) <k

and the proof is complete. O

"This equivalent property is commonly known as having a colouring numéber of at most k + 1, see e.g. [84].
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'The reason for introducing this graph theoretical notion is that it is equivalent to the
possibility of estimating edges effectively using (4.56b). A subset GE’ of G-edgesin " € G
can be fully estimated using (4.56b) if and only if there exists a vertex ordering such that we
can subsequently remove vertices in such a way that in each step at most two edges from
GE’ are removed. Due to Lemma 4.4.5 this is the case if and only if I = (V,GE') is
2-degenerate. For example, the graph I'.g = (V, GE.f) induced by the effectively marked
G-edges GEf is a 2-degenerate graph. Indeed, each effectively marked edge is adjacent to
at least one vertex which has degree at most 2 in I'og: Vertices of degree 2 in (V, GE) are
trivially at most of degree 2 in I, and vertices of degree 3 in (V, GE) are also at most of
degree 2 in I'.f as they can only be adjacent to 2 effectively marked edges. Consequently
any induced subgraph of I'.¢ has to contain some vertex of degree at most 2 and thereby
It is 2-degenerate.

Definition 4.4.6. For a graph I' = (V,GEUIEUWE) € G we call a subset of G-edges
GEw C GE Wardable if the subgraph (V, GEyy) is 2-degenerate.

Lemma 4.4.7. ForeachT' € G(p) there exists a Wardable subset GEy C GE of size

GEw| = 3 (4 deg(e))+- (4.60)

eclE

Proof. 'This follows immediately from Fact 4.3, the observation that (V, GE.g) is 2-degenerate
and the fact that sub-graphs of 2-degenerate graphs remain 2-degenerate. O

For each I' € G(p) we choose a Wardable subset GEw(I') C GE(I") satisfying (4.60).
At least one such set is guaranteed to exist by the lemma. For graphs with several possible
such sets, we arbitrarily choose one, and consider it permanently assigned to I'. Later we
will introduce certain operations on graphs I' € G(p) which produce families of derived
graphs IV € G D G(p). During those operations the chosen Wardable subset GEwy (T") will
be modified in order to produce eligible sets of Wardable edges GEw (I"”) and we will select
one among those to define the Wardable subset of I”. We stress that the relation (4.60) on
the Wardable set is required only for I € G(p) but not for the derived graphs I".

We now give a precise meaning to the vague bounds of (4.55), (4.56b). We define the
N-exponent, n(I'), of a graph I' = (V, GEUIE U WE) as the effective N-exponent in its
value-definition, i.e. as

n(@) =[V|-= 3 deg;e) — 3 ie).
eclkE eeWE

We defer the proof of the following technical lemma to the appendix.

Lemma 4.4.8. LetI' = (V,GEUIEUWE) € G be a graph with Wardable edge set GEy C
GE and at most |V | < cp vertices and at most |GE| < cp? G-edges. Then there exists a constant
0 < C < 00 such that for each 0 < € < 1 it holds that

Val(D)| <. NP(1+ |G, )" W-Est(T), (4.612)
where
W-Est(T) = N0 (0 4+ 0) T g +0)) g = CpPe (q6)
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Remark 4.4.9.

(i) We consider € and p as fixed within the proof of Theorem 4.3.7 and therefore do not explicitly
carry the dependence of them in quantities like W-Est.

(ii) We recall that the factors involving GEg_,, and WE do not play any role for graphs I' €
G(p) as those sets are empty in this restricted class of graphs (see Remark 4.4.3).

(iii) Ignoring the difference between 1) and 1/41, g and the irrelevant order O (NP) factor in
(4.61), the reader should think of (4.61) as the heuristic inequalit
quastry

[Val(T)| < Nyl CEwl+GEg—m|
Using Lemma 4.4.7, N2 <o < 1,|V| = 2|IE| < 2p and deg(e) > 2 (from Fact

4.1) we thus find
N_p\Val(F)] < NIEI=p H Nl—deg(e)/2¢(4—deg(e))+
eclE (4.62)
< ¢2|IE|—2;D H ¢deg(e)—2+(4—deg(e))+ < wgp
eclE

foranyT' = (V,GEUIE) € G(p).

4-47 Improved estimates on Val(I") at the cusp: o-cells

Definition 4.4.10. For I' € G we call an interaction edge (u,v) = e € IE(I") a o-cell if the
Jfollowing four properties hold: (i) deg(e) = 2, (ii) there are no G-loops adjacent to w or v, (iii)
precisely one of u, v carries a weight of P while the other carries a weight of 1, and (iv), e is not
adjacent to any other non GE—edges. Pictorially, possible o~cells are given by

1 pf pf 1
Pf}t R 1<1 , & - & , § { but not by Oif{% of -
u v u v

ForT' € G we denote the number of o-cells in " by o (T").

Next, we state a simple lemma, estimating W-Est(I") of the graphs in the restricted class
I' € G(p).

Lemma 4.4.11. ForeachT = (V,IEUGE) € G(p) it holds that

_ p—o(T) _des(e
NPIW-Est(D)| <, (yu/p) @+ [ NP2,

deg(e)>4

Progf. We introduce the short-hand notations IE;, := { e € IE | deg(e) = k } andIE>, :=
Uisk IE;. Starting from (4.61b) and Lemma 4.4.7 we find

NP |W-Est(T')| gN(pIIEI)< 11 (¢+%)2>< I 1/}\;%/1;)

e€lEsy e€lE3

1 2—deg(e)/2
( 0 N)( M~ |
e€lE>y e€lE>y
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Using N~1/2 = 4/n/p < C4) it then follows that

p—|1E|
NP |W-Est(T)| <, [ZW] ( I1 (¢+¢;)2>

eclEq

X (¢+¢ > ( N2—deg(e)/2 )
<e€g>3 \/; €€£[>4

It remains to relate (4.63) to the number o (I") of o-cells in I'. Since each interaction edge
which is not a o-cell has an additional weight pf attached to it, it follows from Fact 4.2 that
[IE| — o(I') < p — |IE|. Therefore, from (4.63), |IE2| < |IE| and n7/p < C we have that

(4.63)

p—[TE[+|IE 55 |+[TEs|—o(T)

NP IW-EsH(T)| <, [y/n/p(6 + 0]
y [(w N 1/);)2} a(T) ( H N2deg(e)/2> ’

GEIE24
proving the claim. O

Using Lemma 4.4.8 and \/n/p < 0, the estimate in Lemma 4.4.11 has improved the
previous bound (4.62) by a factor o§ —o(D (ignoring the irrelevant factors). In order to prove
(4.19¢), we thus need to remove the —o(I") from this exponent, in other words, we need to
show that from each o-cell we can multiplicatively gain a factor of o,. This is the content

of the following proposition.

Proposition 4.4.12. Let ' € G be a single index graph with at most cp vertices and cp? edges
with a o-cell (u,v) = e € IE(T"). Then there exists a finite collection of graphs {5} U Gr with
at most one additional vertex and at most 6p additional G-edges such that

Val(I') = o Val(I'y) + Y Val(I') + O (N7P),
IVeGr (4.64)
W-Est([,) = W-Est(T), W-Est(I") <, 0, W-Est(T"), I'€Gr

and all graphs I'; and IV € Gr have exactly one o~cell less than I

Using Lemma 4.4.8 and Lemma 4.4.11 together with the repeated application of Propo-
sition 4.4.12 we are ready to present the proof of Theorem 4.3.7.

Proof of Theorem 4.3.7. We remark that the isotropic local law (4.19a) and the averaged local
law (4.19b) are verbatim as in Theorem 2.4.1. We therefore only prove the improved bound
(4.19¢)—(4.19d) in the remainder of the section. We recall (4.52) and partition the set of
graphs G(p) = Go(p) U G>1(p) into those graphs Go(p) with no o-cells and those graphs
G>1(p) with at least one o-cell. For the latter group we then use Proposition 4.4.12 for some
o-cell to find

E|(diag(pf)D)’ = N7 3" Val(T) (4.69)
I'eGo(p)
+N7P Y (Uval )+ 3 Val( >+O(N—2P),
reg>i(p) I"egr
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where the number of o-cells is reduced by 1 for ', and each I'" € G as compared to I'. We
note that the Ward-estimate W-Est(I") from Lemma 4.4.11 together with Lemma 4.4.8 is
already sufficient for the graphs in Go(p). For those graphs G; (p) with exactly one o-cell
the expansion in (4.65) is sufficient because o < ¢, and, according to (4.64), each I" € Gp
has a Ward estimate which is already improved by o,. For the other graphs we iterate the
expansion from Proposition 4.4.12 until no sigma cells are left.

It only remains to count the number of G-edges and vertices in the successively derived
graphs to make sure that Lemma 4.4.8 and Proposition 4.4.12 are applicable and that the
last two factors in (4.19c) come out as claimed. Since every of the o(I") < p applications
of Proposition 4.4.12 creates at most 6p additional G-edges and one additional vertex, it
follows that |GE(T")| < C’'p?, |[V| < C’p also in any successively derived graph. Finally,
it follows from the last factor in Lemma 4.4.11 that for each e € IE with deg(e) > 5 we
gain additional factors of N~1/2. Since [IE| < p, we easily conclude that if there are more
than 4p G-edges, then each of them comes with an additional gain of N ~1/2 Now (4.19¢)
follows immediately after taking the p-th root.

We turn to the proof of (4.19d). We first write out

(diag(pf)[T © G'1G) = - 30 alar GG
a,b

and therefore can, for even p, write the p-th moment as the value
E |(diag(pf)[T © ¢'|G)|" = N7 Val(T'y)
of the graph I'g = (V, GEUIE) € G which is given by p disjoint 2-cycles as

F:pf 1 pf 1 pf 1 pf
R S S S S

where there are p/2 cycles of G-edges and p/2 cycles of G* edges. It is clear that (V, GE)
is 2-degenerate and since |GE| = 2p it follows that

W-Est(Fo) < NP(¢) + )%

On the other hand each of the p interaction edges in I'g is a o-cell and we can use Proposition
4.4.12 p times to obtain (4.19d) just as in the proof of (4.19¢). O

4-4.8 Proof of Proposition 4.4.12
It follows from the MDE that

G =M - MS[M|G - MWG = M — GS[M|M — GW M,

which we use to locally expand a term of the form G.,G7,, for fixed a,x,y further. To
make the computation local we allow for an arbitrary random function f = f(W), which
in practice encodes the remaining G-edges in the graph. A simple cumulant expansion
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shows

6p
> BaEGuGiyf = EMuGhyf = >3 3 #(ba, Bma B s GG, f]
b

k=2 b Belk

+ Z st B [Gaalg — m) Gy + Garlg — M),y — GGy Oub| [+ O (NP)
Z tbama { xb G M) bG + waGZbGZy - waGZyaba} f (466)

where 8, = 8,,, and introduced the stability operator B := 1 — diag(|m|*)S. The stability
operator B appears from rearranging the equation obtained from the cumulant expansion
to express the quantity E GGy, f. In our graphical representation, the stability operator
is a special edge that we can also express as

Val(i, B Z)zVal(x y)—Val<|m|2*; 5 ;) (4.67)

An equality like (4.67) is meant locally in the sense that the pictures only represent subgraphs
of the whole graph with the empty, labelled vertices symbolizing those vertices which con-
nect the subgraph to its complement. Thus (4.67) holds true for every fixed graph extending
x,y consistently in all three graphs. The doubly drawn edge in (4.67) means that the exter-
nal vertices x, y are identified with each other and the associated indices are set equal via a

Oaq,a, function. Thus (4.67) should be understood as the equality

Val (@) = Val (iﬁ}) — Val ( @) (4.68)

where the outside edges incident at the merged vertices x, y are reconnected to one common
vertex in the middle graph. For example, in the picture (4.68) the vertex x is connected to
the rest of the graph by two edges, and the vertex y by one.

In order to represent (4.66) in terms of graphs we have to define a notion of differential
edge. First, we define a fargeted differential edge represented by an interaction edge with a red
0-sign written on top and a red-coloured zarget G-edge to denote the collection of graphs

u v U
o Qro u v u v °
= o—»o/{o—>o7o<—o/{o<—o s v v
o—>o0 x Yy Yy x
x Yy 13

(4.69)
The second picture in (4.69) shows that the target G-edge may be a loop; the definition
remains the same. This definition extends naturally to G* edges and is exactly the same for
G — M edges (note that this is compatible with the usual notion of derivative as M does not
depend on W). Graphs with the differential signs should be viewed only as an intermediate
simplifying picture but they really mean the collection of graphs indicated in the right hand
side of (4.69). They represent the identities

Z I{(UU, a)aquxy = _Squvauy - tquzquy,

«

Z H(U’U, a)aqu:m: = —5uwGr0Guz — tuwGouGog

«
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In other words we introduced these graphs only to temporary encode expressions with
derivatives (e.g. second term in the rhs. of (4.66)) efore the differentiation is actually per-
formed. We can then further define the action of an untargeted differential edge according
the Leibniz rule as the collection of graphs with the differential edge being targeted on all
G-edges of the graph one by one (in particular not only those in the displayed subgraph),

i.e. for example

OO oo - L)

= |_| |_| e (4.70)
O—>»O0—>»O0 O—>»0—>»0
x Yy =z r Yy =z Ty =z

Here the union is a union in the sense of multisets, i.e. allows for repetitions in the resulting
set (note that also this is compatible with the usual action of derivative operations). The LI . . .
symbol on the rhs. of (4.70) indicates that the targeted edge cycles through a// G-edges in
the graph, not only the ones in the subgraph. For example, if there are & G-edges in the
graph, then the picture (4.70) represents a collection of 2k graphs arising from performing
the differentiation

Z (uv, @) O |Gy Gy= f]

Z k(uv, @) [OuwGay) yzf+z k(uv, @) Gay [OuwGyz] [ + fo(uv,a)GzyGyz [Ouw f]

« «

= —Sww [vaGuyGyzf + GacyGvauzf + GacyGyz( vuf)]
— tuy [quGvyGyzf + nyGquvzf + nyGyz (auvf)]>

where f = f(W) represents the value of the G-edges outside the displayed subgraph.

Finally we introduce the notation that a differential edge which is targeted on all G-
vertices except for those in the displayed subgraph. This differential edge targeted on the
outside will be denoted by d.

Regarding the value of the graph, we define the value of a collection of graphs as the
sum of their values. We note that this definition is for the collection of graphs encoded by
the differential edges also consistent with the usual differentiation.

Written in a graphical form (4.66) reads

£ Y m 6p 1 m
Val | o>de 1 | = Val Y o =D val b | ro(T)
r B pu y —o ( ’Z

oa a T a
T mﬂo 4 I m
+ Val K +va1%>"<*1 + Val gﬂ

1 m 1 m
+Val k) | —Valf 4§ 5 Y (4.71)
r “a vy x a vy

where the ultimate graph encodes the ultimate terms in the last two lines of (4.66).
We worked out the example for the resolution of the quantity E G, Gy, f, but very
similar formulas hold if the order of the fixed indices (x,y) and the summation index a
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changes in the resolvents, as well as for other combinations of the complex conjugates. In
graphical language this corresponds to changing the arrows of the two G-edges adjacent
to a, as well as their types. In other words, equalities like the one in (4.71) hold true for
other any degree two vertex but the stability operator changes slightly: In total there are
16 possibilities, four for whether the two edges are incoming or outgoing at a and another
tour for whether the edges are of type G or of type G*. The general form for the stability

operator is
B:=1— diag(m”'m"?)R, (4.72)

where R = S if there is one incoming and one outgoing edge, R = T if there are two
outgoing edges and R = T" otherwise, and where #1, #2 represent complex conjugations
if the corresponding edges are of G* type. Thus for, for example, the stability operator in a
for G3,G5, is 1 — diag(m?®)T". Note that the stability operator at vertex with degree two
is exclusively determined by the type and orientation of the two G-edges adjacent to a. In
the sequel the letter B will refer to the appropriate stability operator, we will not distinguish
their g possibilities (R = S, T, T* and m*'1m#2 = ]m|2 ,m?,m?) in the notation.

Lemma 4.4.13. Let I' € G be a single index graph with at most cp vertices and cp? edges and
let a € V(') be a vertex of degree deg(a) = 2. The insertion of the stability operator B (4.72) at
a as in (4.71) produces a finite set of graphs with at most one additional vertex and 6p additional
edges, denoted by Gr, such that

Val(l) = Y Val(I') + O (N77),
Iegr

and all of them have a Ward estimate

W-Est(I") <, (p+ ¥ +n/p+ by + ¢y ) W-Est(I') <, 0 W-Est("), I € Gr.

Moreover all o~cells in T, except possibly a o~cell adjacent to a, remain o~cells also in each TV

Proof. As the proofs for all of the g cases of B-operators are almost identical we prove the
lemma for the case (4.71) for definiteness. Now we compare the value of the graph

O0—>0- >0

F::x a Y

with the graph in the lhs. of (4.71), i.e. when the stability operator B is attached to the vertex
a. We remind the reader that the displayed graphs only show a certain subgraph of the
whole graph. The goal is to show that W-Est (I') < (p + % +n/p + ¢y, + ;) W-Est(T')
for each graph I occurring on the rhs. of (4.71). The forthcoming reasoning is based on
comparing the quantities |V, |GEw|, |GE¢g—p| and }_ c1p deg(e)/2 defining the Ward
estimate W-Est from (4.61b) of the graph I' and the various graphs I'" occurring on the
ths. of (4.71).

(a) We begin with the first graph and claim that

->0 — P

m
W-Est | < % W-Est(T') = £ W-Est(T").
r a y Nip
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(b)

(c)

(d)

Due to the double edge which identifies the z and a vertices it follows that |V (I')| =
|V (I')| — 1. The degrees of all interaction edges remain unchanged when going from I
to I'". As the 2-degenerate set of Wardable edges GEw (I") we choose GEw(I") \ N (a),
i.e. the 2-degenerate edge set in the original graph except for the edge-neighbourhood
N(a) of a, i.e. those edges adjacent to a. As a subgraph of (V, GEw(I')) it follows
that (V \ {a}, GEw(I")) is again 2-degenerate. Thus |GEw(I')| > |GEw(I")| >
|GEw(T')| — 2 and the claimed bound follows since |GEg_p, (I')| = |GE4—,(I")| and

W-Est(I") 1 _ 1
W-Est(T) — N(tp + ¢)IGEwDI-IGEwI] = N2

Next, we consider the third and fourth graph and claim that
x mﬂo v z A v
W-Est | o> +W-Est | 9 1 | =2(¢ + o), + ¢)) W-Est(T).

1 m —aa
e @
Here there is one more vertex (corresponding to an additional summation index),
VI = V(D) +1,

whose effect in (4.61b) is compensated by one additional interaction edge e of degree
2. Hence the N-exponent n(I') remains unchanged. In the first graph we can simply
choose GEw(I") = GEw(T'), whereas in the second graph we choose GEw(I") =
GEw(D)\{(z,a), (a,y)}U{(z,b), (b,y)} which is 2-degenerate as a subgraph of a 2-
degenerate graph together with an additional vertex of degree 2. Thus in both cases we
can choose GEw(I") (if necessary, by removing excess edges from GEwy (I") again) in
such a way that |GEw(I")| = |GEw(T")| but the number of (¢ — m)-loops is increased
by 1,i.e. |[GEg—mn(I")| = |GEg—m (T')| + 1.

Similarly, we claim for the fifth and sixth graph that
1 m 1 m
W-Est Lod oo | FW-Est | Yy | =200 4 ¢y W-Est(T).
T p a y z pa vy !

There is one more vertex whose effect in (4.61b) is compensated by one more interaction
edge of degree 2, whence the number N-exponent remains unchanged. The number of
Wardable edges can be increased by one by setting GEw/(I") to be a suitable subset of
GEw(I) \{(z,a), (a,y)} U{(x,b), (a,b), (a,y)} which is 2-degenerate as the subset
of a 2-degenerate graph together with two vertices of degree 2. The number of (g —m)-
loops remains unchanged.

For the last graph in (4.71), i.e. where the derivative targets an outside edge, we claim
that
1 m
W-Est i 5 i—)o <p (Y + w; + wg) W-Est(T).
T a y
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(e)

Here the argument on the lhs., I, stands for a whole collection of graphs but we es-
sentially only have to consider two types: The derivative edge either hits a G-edge or a
(g — m)-loop, i.e.

u v
O——>—0

or

o—>e () o->0 & o0->0
T a y a y

which encodes the graphs

v arY u
>/; and o/"/&&
X CKO’LL z Ba\XOy

as well as the corresponding transpositions (as in (4.69)). In both cases the N-size of
W-Est remains constant since the additional vertex is balanced by the additional degree
two interaction edge. In both cases all four displayed edges can be included in GEyy(I").
So |GEw/| can be increased by 1 in the first case and by 2 in the second case while the
number of (¢ — m)-loops remains constant in the first case is decreased by 1 in the
second case. The claim follows directly in the first case and from

W-Est(I') . (¥ + %)2 / "
W-Est(T) % + ¢, + ¢l S VRt

in the second case.

It remains to consider the second graph in the rhs. of (4.71) with the higher derivative
edge. We claim that for each k£ > 2 it holds that

1 m
W-Est | 4oy oo | Sp (¥ + ) W-Est(I).
x a vy

We prove the claim by induction on k starting from & = 2. For any k > 2 we write
OF = 9F=19. For the action of the last derivative we distinguish three cases: (i) action
on an edge adjacent to the derivative edge, (ii) action on a non-adjacent G-edge and
(iii) an action on a non-adjacent (¢ — m)-loop. Graphically this means

u
o—>e)f LHo-»o0 @ ( )
° oo, , or 473
Y o—>e)" LHo-»o0 o—>e)" Lo >0
€z a 'y T a y

We ignored the case where the derivative acts on (a, y) since it is estimated identically
to the first graph. We also neglected the possibility that the derivative acts on a g-loop,
as this is estimated exactly as the last graph and the result is even better since no (g—m)-
loop is destroyed. After performing the last derivative in (4.73) we obtain the following
graphs I”

Yy u

C>b k1 o o—>e oo Y 1 Y d
o a , s %> a an b
j\} T} a y b x u fm*ﬁé

(4.74)
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where we neglected the transposition of the third graph with «, v exchanged because
this is equivalent with regard to the counting argument. First, we handle the second,
third and fourth graphs in (4.74). In all these cases the set GEw(I") is defined simply
by adding all edges drawn in (4.74) to the set GEw(T') \ {(z,a), (a,v)}. The new set
remains 2-degenerate since all these new edges are adjacent to vertices of degree 2.
Compared to the original graph, I', we thus have increased |GEw| + |GE4_,,| by at
least 1.

We now continue with the first graph in (4.74), where we explicitly expand the action of
another derivative (notice that this is the only graph where k£ > 2 is essentially used).
We distinguish four cases, depending on whether the derivative acts on (i) the b-loop,
(i) an adjacent edge, (iii) a non-adjacent edge or (iv) a non-adjacent (g — m)-loop, i.e.

graphically we have

u v

Yo y40 @u
b,/.,) 74 b Py 7 d 4oy
@) —{)ﬁ{? Omo! ~dd‘€, b yp an Deot-oda
x x OUY?_OY b
T
T

After performing the indicated derivative, the encoded graphs I" are

Yo o r U
. h>2 %a ; Sy s , b (»y)k \_% and W °,
b @ e ) Ly

(4.76)
where we again neglected the version of the third graph with u, v exchanged. We note
that both the first and the second graph in (4.75) produce the first graph in (4.76). Now
we define how to get the set GEw(I"”) from GEw(I') \ {(z, a), (a,y)} for each case.
In the first graph of (4.76) we add all three non-loop edges to GEw(I"), in the second
graph we add both non-loop edges, in the third and fourth graph we add the non-looped
edge adjacent to b as well as any two non-looped edges adjacent to a. Thus, compared
to the original graph the number |GEw| + |GEg_,| is at least preserved. On the other
hand the N-power counting is improved by N~1/2. Indeed, there is one additional
vertex b, yielding a factor IV, which is compensated by the scaling factor N =3/2 from
the interaction edge of degree 3.

(4.75)

To conclude the inductive step we note that additional derivatives (i.e. the action of
0%=2) can only decrease the Ward-value of a graph. Indeed, any single derivative can
at most decrease the number |GEw(I")| + |GEy_,| by 1 by either differentiating a
(g—m)-loop or differentiating an edge from GEw. Thus the number |GEw|+|GE4_, |
is decreased by at most k& — 2 while the number |GE4_,,| is not increased. In particular,
by choosing a suitable subset of Wardable edges, we can define GEw/(I") in such a
way that |GEw| + |GEg_,,| is decreased by exactly £ — 2. But at the same time each
derivative provides a gain of cN~1/2 < ¢p <) + 1)y since the degree of the interaction
edge is increased by one. Thus we have

W-Est(I')

< 1Yk 14| GEy ()| 4] GEg - ()] ~ | GEy (1) |~ |GE g ()] _ /
WoEs(r) = (¢ g T
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just as claimed. O

Lemma 4.4.13 shows that the insertion of the B-operator reduces the Ward-estimate by
at least p. However, this insertion does not come for free since the inverse

B~ = (1 — diag(m#'m#2)R) !
is generally not a uniformly bounded operator. For example, it follows from (4.2) that
Sm = 7 |m|* 4 |m|* SSm

and therefore (1 — diag(|m|*)S)~! is singular for small 77 with 3m being the unstable
direction. It turns out, however, that B is invertible on the subspace complementary to
some bad direction b(5). At this point we distinguish two cases. If B has a uniformly
bounded inverse, i.e. if ||B_1||OOHOO < C for some constant C' > 0, then we set Pg := 0.
Otherwise we define Pp as the spectral projection operator onto the eigenvector bB) of B
corresponding to the eigenvalue 5 with smallest modulus:

Pp = ﬂb(B) Qp=1—-Pp (4.77)
(1B) b(B)) ’ ’ '
where (v, w) == N~ Tw, denotes the normalized inner product and 15) is the cor-
responding left eigenvector, (B* — 3)15) = 0.
Lemma 4.4.14. For all g possible B-operators in (4.72) it holds that
HB”QBH < (<o (4.78)

oc0—00

for some constant C' > 0, depending only on model parameters.

Proof- First we remark that it is sufficient to prove the bound (4.78) on B~1Qp as an oper-
ator on CV with the Euclidean norm, i.e. |B -10Q B|| < C. For this insight we refer to [7,
Proof of (5.28) and (5.40a)]. Recall that R = S, R = T or R = T", depending on which
stability operator we consider (cf. (4.72)). We begin by considering the complex hermitian
symmetry class and the cases R = T'and R = T". We will now see that in this case B has
a bounded inverse and thus Qg = 1. Indeed, we have
1
A e L
L By
where F)w := |m| R(|m| w). The fullness Assumption (4.B) in (4.3) implies that |t;;]| <
(1—c)s;; for some constant ¢ > 0 and thus || F(®)|| < (1—c) HF(S)H <l-cforR=T,T".

Here we used HF (8) H < 1,a general property of the saturated self-energy matrix F(%) that
was first established in [10, Lemma 4.3] (see also [8, Eq. (4.24)] and [12, Eq. (4.5)]). Now we
turn to the case R = S for both the real symmetric and complex hermitian symmetry classes.
In this case B is the restriction to diagonal matrices of an operator 7 : CN*N — CN*N|
where 7 € {Id — M*S[-|M,1d — MS[|M,1d — M*S[-|M*}. All of these operators were
covered in [12, Lemma 5.1] and thus (4.78) is a consequence of that lemma. Recall that the

flatness (4.14) of S ensured the applicability of the lemma. O

77
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We will insert the identity 1 = Pp + BB ~1Qp, and we will perform an explicit calcu-
lation for the P component, while using the boundedness of B~1Q) p in the other compo-
nent. We are thus left with studying the effect of inserting B-operators and suitable projec-
tions into a o-cell. To include all possible cases with regard to edge-direction and edge-type
(i.e. G or G*), in the pictures below we neither indicate directions of the G-edges nor their
type but implicitly allow all possible assignments. We recall that both the R-interaction
edge as well as the relevant B-operators (cf. (4.72)) are completely determined by the type
of the four G-edges as well as their directions. To record the type of the inserted B, Pg, QR
operators we call those inserted on the rhs. of the R-edge B’, Pj and Qg in the following
graphical representations. Pictorially we start first decompose the o-cell subgraph of some

graph I as

Val(I') = Val ( pf}i R t{l )

pf pf

— x z x z
= Val 1 >PI>’& R 1 + Val 1 >(2/3& R < 1]’
Y w Y w

where we allow the vertices z, y to agree with z or w. With formulas, the insertion in (4.79)
means the following identity

Z(pf)aGyaGacaRabiwaz = Z(pf>cGyaGaca (Pac + Qac)Rchbwaz

ab abc

(4.79)

since Py + Qae = Jac. We first consider with the second graph in (4.79), whose treatment
is independent of the specific weights, so we already removed the weight information. We
insert the B operator as

x z y P T z
V1>(2;-;<: — Val e dghe <o R :V1> <
a<y11w> a<>m-]P JF rw<> a(y/f\ <

and notice that due to Lemma 4.4.14 the matrix K = (B~1)? ', R, assigned to the weighted
edge in the last graph, is entry-wise |kq,| < ¢ N1 bounded (the transpositions compensate
for the opposite orientation of the participating edges). It follows from Lemma 4.4.13 that

Val <>z.(z,;. R :<> — Val <>; Bre N~ K) = ¥ Val(l) + O (N?),  (480)

IVeGr

where all IV € Gr satisfy W-Est(I) <, 0, W-Est(I") and all o-cells in T" except for the
currently expanded one remain o-cells in I'. We note that it is legitimate to compare the
Ward estimate of IV with that of I' because with respect to the Ward-estimate there is no
difference between I' and the modification of ' in which the R-edge is replaced by a generic
N~ !-weighted edge.

We now consider the first graph in (4.79) and repeat the process of inserting projections
PL + Q' to the other side of the R-edge to find

pf pf 1 z w
X z — 20 R ol 4
Val 1}_%& i <1 Val >”.17>,iﬁfp;f”< + Val <>ym A 3HZ<>,
Yy w Yy z

(4.81)
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where we already neglected those weights which are of no importance to the bound. The
argument for the second graph in (4.81) is identical to the one we used in (4.80) and we find
another finite collection of graphs Gf- such that

Val<>-F>,./,.(2, ) Va1<>\ 1.})’<> 3 Val(I') + O (N7?),

Iegl,

where the weighted edge carries the weight matrix K = PLRQp B'~!, which is accord-
ing to Lemma 4.4.14 indeed scales like |ky,| < ¢N~1. The graphs IV € G} also satisfy
W-Est(I") <, 04 W-Est(T') and all o-cells in I" except for the currently expanded one
remain o-cells in I

It remains to consider the first graph in (4.81) in the situation where B does not have a
bounded inverse. We compute the weight matrix of the P§ RP}; interaction edge as

Lo p_ (P ) s (1)
Pp diag(pf) RPp = (Wl dlag(pf)RWb

B (b(B)pf(Rb(B))) <1(B) )1(3)
@By QW) bEY)

which we separate into the scalar factor

(bPpf(Rb(F)) 1P, 1(5))
(b(B) 1B)) (1B b(B/)>

and the weighted edge o
0. )1
(1B 1(B))

(4.82)

which scales like |kqp| < ¢N 1. Thus we can write

pf 1 b®B pf(RbEN)) (1B) 1(B) Y w
Val [ag | | wel| = < i(i ) . >Val >A\' ! . (4.83)
>y"“' R r-z< (b®), 18)) (1B, b)) AR

Note that the B and B’ operators are not completely independent: According to Fact 4.1
it follows that for an interaction edge e = (u, v) associated with the matrix R the number
of incoming G'-edges in u is the same as the number of outgoing G-edges from v, and vice
versa. Thus, according to (4.72), the B-operator at u comes with an S if and only if the
B’-operator at v comes also with an S. Furthermore, if the B-operator comes with an 7',
then the B’-operator comes with an 7", and vice versa. The distribution of the conjugation
operators to B, B in (4.72), however, can be arbitrary. We now use the fact that the scalar
factor in (4.83) can be estimated by |o| + p + 1/p (cf. Lemma 4.A.2). Summarising the
above arguments, from (4.79)—(4.83), the proof of Proposition 4.4.12 is complete.

4.5 Cusp universality

The goal of this section is the proof of cusp universality in the sense of Theorem 4.2.3. Let
H be the original Wigner-type random matrix with expectation A := E H and variance
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matrix S = (Sij) with Sij = E |hij — aij|23nd T = (tij) with tij = ~E(hm — aij)z. We
consider the Ornstein Uhlenbeck process { H; | t > 0 } starting from Hy = H,i.e.

~ 1 ~
dH, = — (Hy — A)dt + »12[dB)],  X[R]:=EW Tr(WR) (4.84)

which preserves expectation and variance. In our setting of deformed Wigner-type matrices

the covariance operator ¥ : CNV*N — CV*N is given by

YR=SoOR+ToR.

'The OU process effectively adds a small Gaussian component to Ht along the flow in the
sense that H; = A + et/ 2(H—-A)+ Ut in distribution with Ut being and independent
centred Gaussian matrix with covariance COV(U ) = (1 — e7*/?)%. Due to the fullness
Assumption (4.B) there exist small ¢, ¢, such that U; can be decomposed as U, = VetU +U]/
with U ~ GUE and U/ Gaussian and independent of U for ¢t < t,. Thus there exists a
Wigner-type matrix H; such that

H, = H + VU, 8 =38 — ctSCUE,
1 (4.85)
EH,=A, U~GUE, S®B[R]=(R)= IR
with U independent of H;. Note that we do not define H; as a stochastic process and we
will use the representation (4.85) only for one carefully chosen ¢t = N —1/2+¢ We note
that H; satisfies the assumption of our local law from Theorem 4.2.5. It thus follows that
Gy = (H; — z)~! is well approximated by the solution M; = diag(M;) to the MDE

N .
M7 = AL SIM). (B = i S MUE ),
7\0 T

In particular, by setting t = 0, My well approximates the resolvent of the original matrix
H and py = p is its self-consistent density. Note that the Dyson equation of H; and
hence its solution as well are independent of ¢, since they are entirely determined by the
first and second moments of Hj that are the same A and S for any ¢. Thus the resolvent
of Hj is well approximated by the same My and the self-consistent density of Hy is given
by po = p for any t. While H and H; have identical self-consistent data, structurally they
differ in a key point: H; has a small Gaussian component. Thus the correlation kernel of
the local eigenvalue statistics has a contour integral representation using a version of the
Brézin-Hikami formulas, see Section 4.5.2.

'The contour integration analysis requires a Gaussian component of size at least ct >
N~1/2 and a very precise description of the eigenvalues of H; just above the scale of the
eigenvalue spacing. This information will come from the optimal rigidity, Corollary 4.2.6,
and the precise shape of the self-consistent density of states of H;. The latter will be anal-
ysed in Section 4.5.1 where we describe the evolution of the density near the cusp under an
additive GUE perturbation /sU. We need to construct H; with a small gap carefully so
that after a relatively long time s = ct the matrix H; + \/ctU develops a cusp exactly at
the right location. In fact, we the process has two scales in the shifted variable v = s — ct
that indicates the time relative to the cusp formation. It turns out that the /ocations of the
edges typically move linearly with v, while the length of the gap itself scales like (—l/)i/ 2

i.e. it varies much slower and we need to fine-tune the evolution of both.
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To understand this tuning process, we fixt = N —1/2+¢ and we consider the matrix flow
s — Hi(s) .= Hy + /sU for any s > 0 and not just for s = ct. It is well known that
the corresponding self-consistent densities are given by the semicircular flow. Equivalently,
these densities can be described by the free convolution of p; with a scaled semicircular
distribution py. In short, the self-consistent density of Hy(s) is given by pgc = pr B/Spsc,
where we omitted ¢ from the notation pf since we consider ¢ fixed. In particular we have
pgc = pt, the density of H; and pgct = p, the density of H; = H; + \/ctU as well as that of
H. Hence, as a preparation to the contour integration, in Section 4.5.1 we need to describe
the cusp formation along the semicircular flow. Before going into details, we describe the
strategy.

Since in the sequel the densities p'* and their local minima and gaps will play an impor-
tant role, we introduce the convention that properties of the original density p will always
carry p as a superscript for the remainder of Section 4.5. In particular, the points ¢, e, m
and the gap size A from (4.4) and Theorem 4.2.3 will from now on be denoted by ¢, ¢, , m”
and AP. In particular a superscript of p never denotes a power.

Proof strategy.

First we consider case (i) when p, the self-consistent density associated with H, has an exact
cusp at the point ¢” € R. Note that ¢” is also a cusp point of the self-consistent density of
H, for any t.

We set t := N~1/2+¢_ Define the functions

AW) = (202w/3*2  and  p"M(v) = 2Vi/r

for any v > 0. For s < ct denote the gap in the support of pf close to ¢” by [e5, ¢S] and
its length by A := ¢} — ¢, . In Section 4.5.1 we will prove that if p has an exact cusp in ¢”
as in (4.4a), then pf has a gap of size Ay = A(ct — s),and, in particular, p; = pgc has a gap
of size Ag =~ A(ct) ~ t3/2, only depending on ¢, t and 7. The distance of ¢” from the gap
is &~ const - t. This overall shift will be relatively easy to handle, but notice that it must be
tracked very precisely since the gap changes much slower than its location. For s > ct with
s — ct = o(1) we will similarly prove that p* has no gap anymore close to ¢” but a unique
local minimum in m; of size p(m,) ~ p™"(s — ct).

Now we consider the case where p has no exact cusp but a small gap of size A > 0. We
parametrize this gap length via a parameter t¥ > 0 defined by A? = A(¢”). It follows from
the associativity (4.86b) of the free convolution that p; has a gap of size Ag =~ A(ct + t*).

Finally, the third case is where p has alocal minimum of size p(m”). We parametrize it as
p(mP) = p™in(tP) with 0 < ¥ < ct then it follows that p; has a gap of size Ag ~ A(ct—t°).

Note that these conclusions follow purely from the considerations in Section 4.5.1 for
exact cusps and the associativity of the free convolution. We note that in both almost cusp
cases t” should be interpreted as a time (or reverse time) to the cusp formation.

In the final part of the proof in Sections 4.5.2—4.5.3 we will write the correlation kernel
of Hy + +/ctU as a contour integral purely in terms of the mesoscopic shape parameter 7y
and the gap size A of the density p; associated with Hy. If Ag &~ A(ct), then the gap closes
after time s &~ ct and we obtain a Pearcey kernel with parameter o = 0. If Ay ~ A(ct +1t*)
and t# ~ N~1/2 then the gap does not quite close at time s = ct and we obtain a Pearcey
kernel with a > 0, while for Ag &~ A(ct — t°) with t# ~ N~1/2 the gap after time s = ct
is transformed into a tiny local minimum and we obtain a Pearcey kernel with o < 0. The
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(a) Free semicircular flow around cusp. (b) Location of &, within the gap.

Ficure 4.1: Figure 4.1(a) illustrates the evolution of pf¢ along the semicircular flow at two
times 0 < s < t, < s before and after the cusp. We recall that p* = pgc and p = pgi
Figure 4.1(b) shows the points &(eF) as well as their distances to the edges e(?

precise value of « in terms of A” and p(m?) are given in (4.6). Note that as an input to the
contour integral analysis, in all three cases we use the local law only for Hy, i.e. in a situation
when there is a small gap in the support of p;, given by A¢ defined as above in each case.

4.5.1 Free convolution near the cusp

In this section we quantitatively investigate the free semi-circular flow before and after the
formation of cusp. We first establish the exact rate at which a gap closes to form a cusp, and
the rate at which the cusp is transformed into a non-zero local minimum. We now suppose
that p* is a general density with a small spectral gap [¢* , ¢’ | whose Stieltjes transform m*
can be obtained from solving a Dyson equation. Let psc(x) := /(4 — 2?)1 /27 be the
density of the semicircular distribution and let s > 0 be a time parameter. The free semicir-
cular convolution pf€ of p* with \/sps. is then defined implicitly via its Stieltjes transform

mi(2) = m*(&(2)) = m*(z + smi(2)), &(2) =z +smi(z), z,mi(z) € H.
(4.86a)
It follows directly from the definition that s + mS is associative in the sense that
mgc_,_sl(z) =ms(z+ Slm£C+S/(Z)), s,8 > 0. (4.86b)

Figure 4.1(a) illustrates the quantities in the following lemma. We state the lemma for
scDOSs from arbitrary data pairs (A, S ) satistying the conditions in [12], i.e.

[A < C, e(R) < SR < C(R) (4.87)

for any self-adjoint R = R* and some constants ¢, C' > 0.

Lemma 4.5.x. Let p* be the density of a Stieltjes transform m™* = (M.,) associated with some
Dyson equation

—1 = (2 — As + S:[M.]) M.,

with (A, Si) satisfying (4.87). Then there exists a small constant c, depending only on the con-
stants in Assumptions (4.87) such that the following statements hold true. Suppose that p* has an
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initial gap [¢* | ¢*] of size A* = ¢* —¢* < c. Then there exists some critical timet, < (A*)2/3

such that m}ti has exactly one exact cusp in some point ¢* with |¢* —eX | < ty, and that /)/Z is locally

around ¢* given by (4.4a) for some vy > 0. Considering the time evolution [0,2t,] > s — m/;C
we then have the following asymptotics.

(i) After the cusp. Fort, < s < 2t,, p/: has a unique non-zero local minimum in some point
mg such that

phtm) =V (s - 1)172),

g (S - t*)3/2+1/4.

(4.88a)
‘ms — ¢+ (s— t*)%m’j(ms)

Furthermore, g can approximately be found by solving a simple equation, namely there
exists My such that

Mg— P+ (s—t)RmE (M) = 0,  |[my—tng| < (s—)32TV4 pf(m,) ~ /5 — L.
(4.88b)

(ii) Before the cusp. For 0 < s < t,, the support ofp/;[ has a spectral gap [e; e of size
Ag = el — ¢ near ¢ which satisfies

ty — S

A, = (27)2(7)3/ "M+ O((t, — )3, (4.88¢)

In particular we find that the initial gap N* = A is related to t, via

A = (29)2(t:/3)**[L + O((t: — 9)'?)].

Progf. Within the proof of the lemma we rely on the extensive shape analysis from [12]. We
are doing so not only for the density p* = pf and its Stieltjes transform, but also for p'®
and its Stieltjes transform m for 0 < s < 2t,. The results from [12] also apply here since
mie(2) = (M,(£5(2))) can also be realized as the solution

~M(65(2)) 7 = 2+ 5 (Mi(&5(2))) — As + Sc[Mu(é5(2))]
=z — Au + (S + s8E) ML (&(2))]

to the Dyson equation with perturbed self-energy S, +sSEVE. Since ¢, < 1 it follows that
the shape analysis from [12] also applies to pf for any s € [0, 2t,].

We begin with part (i). Set v := s — t,, then for 0 < v < t, we want to find z, such
that 3 has a local minimum in m, = ¢* 4 z,, near ¢*, i.e.

Ty, = arg minx %mgc(c* + 33), |xlj| 5 v.

First we show that ,, with these properties exists and is unique by using the extensive shape
analysis in [12]. Uniqueness directly follows from [12, Theorem 7.2(ii)]. For the existence,
we set

ay(z) = SmL(c* + ), by(z) =RmE(F +12), a,=a,(2,), b, =0b,(2,).
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Set § := Kv with a large constant K. Since ag(z) = Smy, (¢* + z) ~ ||/, we have
ag(£6) ~ 6'/3 and ag(0) = 0. Recall from [12, Proposition 10.1(a)] that the map s — mf
is 1/3-Holder continuous. It then follows that a, (£d) ~ §'/3 + © (1/1/3>,while a,(0) <
v'/3. Thus a, necessarily has a local minimum in (—6,d) if K is sufficiently large. This
shows the existence of a local minimum with |z, | < Kv ~ v.

We now study the function f,(z) = = + vb,(x) in a small neighbourhood around 0.
From [12, Egs. (7.62), (5.43)—(5.45)] it follows that

Cl(x) +0 (au(x))
—ica(x)ay (z) + ap(x)? 4+ O (a,(x)3)
c1(x)

ca(2)? + ay(x)? +0 (cz(:c) —11- al,(x))

b (z) =R +0(1)

(4.89)

whenever a, () < 1, with appropriate real functions® ¢ (z) ~ 1 and ca(x) > 0. Moreover,
|c2(0)] < 1 since ¢* is an almost cusp point for m for any s € [0, 2t.]. Thus it follows that
b, (x) > 0 whenever a, () + ca(2) < 1. Due to the 1/3-Halder continuity3 of both a, ()
and ca(x) and a, (0) + |c2(0)| < 1, it follows that b],(z) > 0 whenever |z| < 1. We can
thus conclude that f,, satisfies f}, > 1in some 0(1)-neighbourhood of 0. As | f,,(0)| < v we
can conclude that there exists a root T, f,(Z,) = 0 of size |Z,| < v. Withm, == ¢* + 7,
we have thus shown the first equality in (4.88b).
Using (4.4a), we now expand the defining equation

a,(x) = %mﬁ(c* + x + vb,(z) + iva,(zx))

for the free convolution in the regime for those x sufficiently close to Z, such that |z +
vb,(z)| < vay,(x) to find

By A0 (IAP7)
a(@) = o vay (@ /R()\—x—yb,,(:z))Q—i-(l/ay(x))? dA

_ V3P (vay ()3 N2 /

= /R()\—[x—i—ybl,(x)]/yay(x))Q—&—ld)\+0<(yay(x))2 3)

= (va,(z))Y/3~4/3 1 a:+y7bl,(x) ’ 73:—1—1/[)'/(:6) ' va,(x 1/3>]

— (va, () [1+9( o) +o<< L)+ e ) |
e[y L (pErb(@))? ( b @\ 1/3>r/2

(@) = v/ 1 g (FEAD) o ((FLAE) o)) .

(4.90)
Note that (4.90) implies that va, (z,) ~ 13/2 i.e. the last claim in (4.88b). We now pick
some large K and note that from (4.90) it follows that a, (Z, + Kv"/4) > a,(%,). Thus
the interval [Z, — Kv7/* &, + Kv7/4] contains a local minimum of a, (z), but by the

7/4

uniqueness this must then be z,,. We thus have |z, — Z,,| < Kv'/%, proving the second

*We have ¢1 = 7/1), ca = 20 /1) with the notations ¢, o in [12], where ¢ ~ 1 and |o| < 1 near the
almost cusp, but we refrain from using these letters in the present context to avoid confusions.
3See [12, Lemma 5.5] for the 1/3-Holder continuity of quantities ¢, o in the definition of ¢z.
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claim in (4.88b). By r/3-Hélder continuity of a, () and by a,,(Z,)) ~ v'/? from (4.90), we
conclude that a,, = a, (x,) ~ v'/? aswell. Using that Z,,+vb,(%,) = 0and b/, < 1/v from
(4.89) and a, () > /v, we conclude that |z, + vb,(z,)| < v7/4, ie. the second claim in
(4.88a). Plugging this information back into (4.90), we thus find a,, = v*\/v(1+0O (Vl/Q) )
and have also proven the first claim in (4.88a).

We now turn to part (ii). It follows from the analysis in [12] that pf exhibits either a
small gap, a cusp or a small local minimum close to ¢*. It follows from (i) that a cusp is
transformed into a local minimum, and a local minimum cannot be transformed into a cusp
along the semicircular flow. Therefore it follows that the support of pf has a gap of size
A = ¢} — ¢ between the edges eX. Evidently ¢, = ¢;” = ¢*,¢f —¢g = A, ¢f = ¢
and for s > 0 we differentiate (4.86a) to obtain

(m&)'(2)

W =ml(z + smfc(z)) and conclude m/,(&,(eF)) =1/s (4.97)

s

by considering the z — ¢ limit and the fact that pf¢ has a square root at edge (for s < t.)
hence (M)’ blows up at this point. Denoting the d / ds derivative by dot, from

A fepty e oy (s g fef ok d & i)_éét+mgc(e§t) d g+
Ems (es ) - m*(gs(es )) (es +my (es ) + ngs (es ) - f—i_&ms (es )
we can thus conclude that ¢& = —m/®(eF). This implies that the gap as a whole moves with

linear speed (for non-zero mi(ef)),and, in particular, the distance of the gap of p* to ¢* is
an order of magnitude larger than the size of the gap. It follows that the size Ag := ¢ — ¢
of the gap of p satisfies

By =mi¥(e) = mi(e) = [ [ - =] o(a)da

T — g xr — eg
fc
Ps ()
:—A/ s dz.
Jaw—e)@—et)

We now use the precise shape of pf€ close to eF according to (4.4b) which is given by

YEICAIRALY
2
X (14 O((te = 1)) Weage 3/ ) + O (A2 W2y, (3/A,)))

pE(es ) = (4-92)

where Weqqe defined in (4.4¢) exhibits the limiting behaviour lima_,¢ A3 Vedge(z/A) =
|13 2473, Using (4.92), we compute

\/3(2’}/)4/3A;/3 /oo \Iledge(x) d
xr
o z(l+x) (4.93)
= 7328013 [14 O((t. — 5)/* + AV3)]

Ay =—1+0((t, — 5)'/3)

™

where the (1 + O((t, — 5)'/3)) factor in (4.92) encapsulates two error terms; both are due
to the fact that the shape factor 7, of Pl from (4.4b) is not exactly the same as v, i.e. the one
for s = t,. To track this error in v we go back to [12]. First, |o| in [12, Eq. (7.52)] is of size
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(t. — 5)'/3 by the fact that o vanishes at s = t, and is 1/3-Hoélder continuous according
to [12, Lemma 10.5]. Secondly, according to [12, Lemma 10.5] the shape factor I' (which is
directly related to +y in the present context) is also 1/3-Holder continuous and therefore we
know that the shape factors of p* at eF- are at most multiplicatively perturbed by a factor of
(1 + O((t« — 5)'/3)). By solving the differential equation (4.93) with the initial condition
A, = 0, the claim (4.88¢c) follows. O

Besides the asymptotic expansion for gap size and local minimum we also require some
quantitative control on the location of &, (¢*), as defined in (4.86a), and some slight pertur-
bations thereof within the spectral gap [e* , ¢/, | of p*. We remark the the point £* == &, (¢*)
plays a critical role for the contour integration in Section 4.5.2 since it will be the critical
point of the phase function. From (4.88c) we recall that the gap size scales as #2/% which
makes it natural to compare distances on that scale. In the regime where t' < ¢, all of the
following estimates thus identify points very close to the centre of the initial gap.

Lemma 4.5.2. Suppose that we are in the setting of Lemma 4.5.1. We then find that &, (¢*) is
wvery close to the centre of [¢* , ¢ | in the sense that

8 + Q
Furthermore, for 0 < t' < t, we have that
I WA + et 3/241/9
‘ft*—t/( 5 ) ‘ tx
(4.94D)

¢ + et 3/2,,1/12
’&*th' (Mg, 4pr) — +T‘ = £ (t*/ + (' /t)1?).

Progf. We begm with provmg (4.94a). For s < t, we denote the distance of &(ef) to
the edges ¢ by DF = +(ef — &(ef)), cf. Figure 4.1(b). We have, by differentiating

ml, (&s(ef)) = 1/s from (4.91) that
DE=FL6(6d), g = mi(Eet)) bled) (499

and by differentiating (4.86a),

()"

fey/ 1 (e’ " 1l " . \Is)
(m ) =m (§8)§37 és(ms) =m (58)(53) ( s) ER m*(és) - (1+8(m£c)/)3‘

‘We now consider z = e;t + in with  — 0 and compute from (4.92), for any s < ¢,

4/3A1/3 oo @ A
lim /n(m ) = lim \f/ d:p = lim V321 A / edge(x/ ) dx
(x — 2)? 0

n\0 n\0 n\0 2T (:L’ — i’l7)2
B ( )4/3 00 1'1/2 e — (2,.04/3%
= 1/6 (x —1)2 r= 1/6
2V3A/ " Jo (T 4v/3As
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and

lim 7%/2(m®)"(2) = lim 3/22/
fL' — Z

7\0 7 \0
o VI 7)4/%;/3 [ Baslelde
n\0 T 0 (x —in)3
_ (2,},)4/3 /oo .'12‘1/2 4o — (27)4/313/2 .
V3AY S Jo (x 1) 8v/3ALE

Here we used that fact that the error terms in (4.92) become irrelevant in the 7 — 0 limit.
We conclude, together with (4.95), that

, C3@A)E ’ s
my, (gs(e§)> = iw, D;t = i(32m*(€s(e§t))) 1 —_ Wm

Since Dy = DJ = 0and D; ~ D7 it follows that, to leading order, D ~ D7 and more
precisely

[1+0E?)).

3/2
2647 — s/t — 8 — 2tun/Ts —
Df =+* u 33/32 1+ 0@,
In particular it follows that ‘e(jf — &, (c*)’ =[1+ O(t*)1/3]272t3/2/33/2. Together with
the s = 0 case from (4.88c) we thus find

e +e*
R

proving (4.94a).

We now turn to the proof of (4.94b) where we treat the small gap and small non-zero
minimum separately. We start with the first inequality. We observe that (4.94a) in the
setting where (p*, t,) are replaced by (p{i _ s, t') implies

+ p—
T8y

. < (¢)"/0 (4-96)

¢t t'mi (%) —

Furthermore, we infer from the definition of £ and the associativity (4.86b) of the free con-
volution that

S (¢ FEME()) = & HEmE () + (e — )mE_y (¢ + mE () = &.(")

and can therefore estimate

o () ()] = [gn () (e v ()

< @ ()8 S 2
just as claimed. In the last step we used (4.96) and the fact that

€5(a) — &(D)] S la— b+ sla— b3, (4.97)

which directly follows from the definition of ¢ and the 1/3-Holder continuity of m/.
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Finally, we address the second inequality in (4.94b) and appeal to Lemma 4.5.1(i) to
establish the existence of my,, such that

¢ — My, = URME L (W) (4.98)

It thus follows from (4.88b) that |my, y — my, 4| < (¢ )7/ 4 and therefore from (4.97) that
_ 19/12
€ (W) — Epoper ()] S ()7 6080712 < 0702,

Using (4.98) twice, as well as the associativity (4.86b) of the free convolution and %m{i (¢*) =
0 we then further compute

o (M) — &, (¢F) = My 4y + (te + )Ml (M ppr) — ¢ = tomic (c*)

fc

- %{ (IS \gmt S (M) = med (c )} +i(ts +1 )\smg (Mg, 4y7). (499)

By Hélder continuity we can, together with (4.94a) and Sy, 4y (M, 1p) ~ (t')1/2 from
(4.88b), conclude that

e 4 e*
‘Et*—&—t’ (my,4pr) — = 9
< ~ - . e} + et
€, (M) — Epuqrer (Mg o) |+ 1&g 1o (M, q0r) — &, ()] + ‘ft* (") — 5

S I (0 (@) 80 BP0 (¢ /)12).

In the first term we used (4.97) and the second estimate of (4.88b). In the second term
we used (4.99) together with Smy, (W, ) ~ ()12 from (4.88b) and 1/3-Holder
continuity of mf° . Finally, the last term was already estimated in the exact cusp case, i.e. in

(4.942). O

4.5.2 Correlation kernel as contour integral

We denote the eigenvalues of H; by A1, ..., Ay. Following the work of Brézin and Hikami
(see e.g. [50, Eq. (2.14)] or [74, Eq. (3.13)] for the precise version used in the present context)
the correlation kernel of H; = H; + v/ctU can be written as

= N
K} =
n(u,v) (2mi)2ct
2 _ 2 _ .2 2 )\
x/dz/dweXp(N[w 20w + v* — 2* + 2zu u]/QCt)Hw ;\17
w—z La—N

where T is any contour around all \;, and I is any vertical line not intersecting Y. With
this notation, the k-point correlation function of the eigenvalues of H; is given by

N L =
pé )(:1;1, ..., x) = det (NKfV(xi,xj))ijE[k].
Due to the determinantal structure we can freely conjugate Ky with v — eV (Gv—v?/2)/ct
for € := £ (b) to redefine the correlation kernel as

N
Kiv(u,0) = G o5
exp (N [w? — 2v(w — &) — 2% 4+ 2u(z — &)] /2ct) rrw — N
xAdzAdw w— 2 Hz—)\i'

)
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This redefinition K'%; does not agree point-wise with the previous definition K 47, but gives
rise to the same determinant, and in particular to the same k-point correlation function.
Here b is the base point chosen in Theorem 4.2.3. The central result concerning the correla-
tion kernel is the following proposition.

Proposition 4.5.3. Under the assumptions of Theorem 4.2.3, the rescaled correlation kernel

t — ¢
Ky(z,y) = N3/4'yKN (b + 3/47,[1 + N3/4'7) (4.100)

around the base point b chosen in (4.6) converges uniformly to the Pearcey kernel from (4.5) in the

sense that

Kiv(a,y) - Kale,y)| < ON"

forx,y € [—R,R|. Here R is an arbitrary large threshold, c > 0 is some universal constant,
C > 0 is a constant depending only on the model parameters and R, and o is chosen according to

(4.6).

Proof. We now split the contour Y into two parts, one encircling all eigenvalues A; to the
left of £ = b + ¢t (M (b)), and the other one encircling all eigenvalues \; to the right of
&, which does not change the value of K%,. We then move the vertical " contour so that it
crosses the real axis in €. This does also not change the value K¥%; as the only pole is the one
in 2 for which the residue reads

We now perform a linear change of variables z — & + Agz, w — £ + Apw in (4.100)
to transform the contours Y, I" into contours

= (' — &)/ Ao, T .= (T —&)/Ag (4.101)
to obtain
A N1/4 TZ—Yyw NA2 f(w)f(z))
KY(z,y) = Mg / / dwexp ( i G P (4.102)
N\ Y (27r1 ctry w— 2z e
where

~ 22 ct E+Aoz
fer=% - (Gl — ) du
Here Ay = ¢j — ¢, indicates the length of the gap [¢g, ¢l ] in the support of p;. From
Lemma 4.5.1 with p* = p; and t, = ct we infer Ag ~ t3/2 ~ N73/4t3¢/2_ In order
to obtain (4.102) we used the relation £ — b = ctmfS(b) = ct (M;(b + ctmfS(b))) =
ct (My(£)).

We begin by analysing the deterministic variant of f(z),

z ct

E+Aoz
ﬂ@=2—M4 (My(1r) — My(€)) du.
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We separately analyse the large- and small-scale behaviour of f(z). On the one hand, using
the 1/3-Hoélder continuity of u — (M (u)), eq. (4.88c) and

£+Apz 4/3
& )~ daentan s TR <o,

AF Je ~ 2
we conclude the large-scale asymptotics
2
z
J&) =5 +0 (1), > (4.103)

We now turn to the small-scale |2] < 1 asymptotics. We first specialize Lemma 4.5.1
and Lemma 4.5.2 to p* = p; and collect the necessary conclusions in the following Lemma.

Lemma 4.5.4. Under the assumptions of Theorem 4.2.3 it follows that py has a spectral gap
[eg , ed] of size

0 in case (i)

Ag = ef —ey = A(ct£tP) [1 +0 (t1/3)} L P = L 3(AP)23)(29)3  in case (ii)
—72p(mP)? /o4 in case (iii).
(4.1042)

Furthermore, in all three cases we have that § is is very close to the centre of the gap in the support
of pt in the sense that

+ —
¢p + ¢

-

=0 (t3/2N_6/2> ) (4.104b)

Proof: We prove (4.104a)—(4.104b) separately in cases (i), (ii) and (iii).

(i) Here (4.104a) follows directly from (4.88c) with p* = p¢, s = ct, s = 0 and ¢* = ¢”.
Furthermore (4.104b) follows from (4.94a) with p* = p;, t. = ct and ¢* = ¢”.

(i) We apply (4.88¢) with p* = p = pl, t. = t?, s = 0 to conclude that AP =
(27)2(t7/3)3/2[1 + O((t?)*/3)], and that pfS,,, has an exact cusp in some point c.
Thus (4.104a) follows from another application of (4.88c) with p* = p4, t. = ct + t”,
s = 0 and ¢* = c¢. Furthermore, (4.104b) follows again from (4.94b) but this time
with p* = py, tx = ct +t*,t' = t” and ei_t, = ¢/, and using that ti/g < N2 for
sufficiently small e.

(iii)) From (4.88a) with p* = p;, t. = ct — t’, s = ct to conclude p(m?) = [1 +
O((tp)1/2)]72ﬁ/w, and that p.t—t» has an exact cusp in some point ¢. Finally,
(4.104b) follows again from (4.94b) but with p* = py, t. = ¢t — t°, ¢’ = t” and
my, ¢ = m?, and using t'/t, < t°/ct S N~€ and 12 < N=€/2 for sufficiently
small e. O

Equipped with Lemma 4.5.4 we can now turn to the small scale analysis of f(z) and
write out the Stieltjes transform to find

E+Aoz _
f(2) =Z2 // x_l; 5—5) (2) dudz
2
:%_7// pt§+A0x)dudx
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Note that these integrals are not singular since p;(§ + Agz) vanishes for |z| < 1/2. We
now perform the v integration to find

22 ct
f(Z)ZQ_Ao/]R

By using the precise shape (4.92) (with s = 0) of p; close to the edges ¢, and recalling the
gap size from (4.104a) and location of £ from (4.104b) we can then write

logx — log(z — z) — ;] pe(§ + Aox) da. (4.105)

F(2) = 1+ 0 )5(z) + 0 (2] #1%) (4.106)
with
2’2 z
9(z) = 3~ 27?(13:|:\/i/ct)/R {bgff —log(z — 2) — :J Vedge (2] = 1/2) 115512 dz

being the leading order contribution. Here + indicates that the formula holds for all three
cases (i), (ii) and (iii) simultaneously, where ¢ = 0 in case (i). The contribution of the error
term in (4.92) to the integral in (4.105) is of order O(|z|* t'/2) using that log z — log(z —
z) — z/x = O(|z/z|*) and that |z| > 1/2 on the support of p; (£ + Agz). By the explicit
integrals

3\/§ o0 \Pedge (.%') d 1 3\/§ o0 \I}edge(x) 8

== doe = —
or Jo (@+1/22°7 2 2w Jo (@12t 27

and a Taylor expansion of the logarithm log(x — 2) we find that the quadratic term 2%/2
almost cancels and we conclude the small-scale asymptotics

ct 2 27

g(z) = ( —~ ) (1 +0 (tp/t)) TG) (\z|5) .zl <1 (4.107)

4-.5.3 Contour deformations

We now argue that we can deform the contours T, I" and thereby via (4.101) the derived
contours T I,ina way which bounds the sign of g away from zero along the contours.
Here g(z) is the N-independent variant of g(z) given by

z
“ o ke [logz —log(x — 2) — p Wedge(|z] — 1/2)L 3512 d2
—(2)+ 0 (N*G \2\2) .

The topological aspect of our argument is inspired by the approach in [95, 97, 96].

(4.108)

Lemma 4.5.5. For all sufficiently small 6 > O there exists K = K () such that the following
holds true. The contours X', I" then can be deformed, without touching (supp pr + [—1,1]) \ {¢{}
or each other, in such a way that the rescaled contours Y, r defined in (4.101) satisfy Rg > K on
YN {|z| > 6} and Rg < —K on T N {|z| > 8}. Furthermore, locally around O the contours
can be chosen in such a way that

TN{zeC|l|z| <8} =(-id,if),

. ) . ) . (4.109)
TA{zeC||2] <5} = (=6e™/*, 5e™/4) U (—ge /4, 5e=im/4). ?
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— ! - fY/
| o~
I > I"/
A
: . 0
+ + ‘
N22=0 L
—Rg(2) =0 1
e 0 _ :
(a) Large scale level set analysis of fg. (b) Contours Y and T
>
Q%

(c) Small scale level set analysis of Rg where + represents the sign of Rg(z).

FiGurE 4.2: Representative cusp analysis. Figures 4.2(c) and 4.2(a) show the level set
Rg(z) = 0. On a small scale g(z) ~ z*, while on a large scale g(z) ~ 2. Figure 4.2(b)
shows the final deformed and rescaled contours Y’ and T". Figure 4.2(c) furthermore shows
the cone sections O and 5, where we for clarity do not indicate the precise area thresh-
olds given by § and R. We also do not specifically indicate Q2 for k = +1,+2, +3 as then
ce(Q) = ce(€2y), cf. Claims 45 in the proof of Lemma 4.5.5.

Progf. Just as in (4.107) we have the expansion

42’4 5
9(z) = “o7 + O (’Z’ ) ; 2| < 1. (4.110)

It thus follows that for some small 6 > 0, and

Q,f::{zE(C |z| <4,

km
argz—4' <5}

we have Q5,055 € Q4 = {Rg>0}and Q5,053,057 € Q- = {Rg<0}in
agreement with Figure 4.2(c). For large z, however, it also follows from (4.103) together
with (4.108) and (4.106) that for some large R, and

Q,?::{ZG(C |z]>R,(k;_1)7r+5<argz<(k+41)W+5}

4

we have Q7 , Q7 C Q4 and Q7, C Q_, in agreement with Figure 4.2(a). We denote the
connected component of {21 containing some set A by cc(A).
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Claim 1 - cc(€7 ), cc(€27 ) are the only two unbounded connected components of 2. : Sup-
pose there was another unbounded connected component A of .. Since 2, C Q_
we would be able to find some zp € A with arbitrarily large |Rzg|. If Rzg > 0, then
we note that the map « — Rg(29 + ) is increasing, and otherwise we note that the
map z — Rg(zo — z) is increasing. Thus it follows in both cases that the connected
component A actually coincides with cc(£27 ) or with cc(§27), respectively.

Claim 2 — cc(27,) are the only two unbounded connected components of 2_: This fol-
lows very similarly to Claim 1.

Claim 3 —cc(25,), cc(25,), cc(255) are unbounded: We note that the map z — Rg(z)
is harmonic on C \ ([1/2, 00) U (—00, —1/2]) and subharmonic on C. Therefore it
follows that cc(25,), cc(253) C Q4 are unbounded. Since these sets are more-
over symmetric with respect to the real axis it then also follows that cc(€42) N
((=00,—1/2] U [1/2,00)) = 0. This implies that Rg(z) is harmonic on cc(23,)
and consequently also that cc(£25,) are unbounded.

Claim 4 — cc(Q7) = cc(Q5,) = ce(7) and cc(Q25) = cc(Q=3) = cc(27): This follows

from Claims 1—3.
Claim 5-cc(Q5) = cc(Q3) and cc(Q2=,) = cc(27,): This also follows from Claims 1-3.

'The claimed bounds on Rg now follow from Claims 4—5 and compactness. The claimed
small scale shape (4.109) follows by construction of the sets (5. O

From Lemma 4.5.5 and Lemma 4.2.8 it follows that K% and thereby also K L remain,
with overwhelming probability, invariant under the chosen contour deformation. Indeed,
K only has poles where z = w or z = \; for some i. Due to self-adjointness and Lemma
4.5.5, 2 = A; can only occur if \; = £ or dist(\;,supp pt) > 1. Both probabilities are
exponentially small as a consequence of Lemma 4.2.8, since for the former we have 7¢ () ~
N—3/4+¢/6 according to (4.7), while dist (€, supp py) ~ N—3/443¢/2,

For z € T UT it follows from (4.109) that we can estimate

()= o) = Ato (Gonlu) — My(u)) du| <

~ = |z| N72.
¢ Nerag ~ e P

/ e tholzl |2

(4.111)
Indeed, for (4.111) we used (4.109) to obtain dist(Ru, supp p) = 3/2 50 that

[(Ge(u) = Me(u))| < 1/NEY2

follows from the local law from (4.8b).

We now distinguish three regimes: |2| < N~¢/2, N=</2 < |z| < 1 and finally |2| > 1
which we call microscopic, mesoscopic and macroscopic. We first consider the latter two
regimes as they only contribute small error terms.

Macroscopic regime.

If either |2| > § or |w| > 4, it follows from Lemma 4.5.5 that ®g(w) < —K and/or

Rg(z) > K, and therefore together with (4.106),(4.108) and (4.111) that Rf(w) < —K
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and/or §Rf(z) 2 K with overwhelming probability. Using Ag ~ N —3/443¢/2 from (4.104a),
we find that NAZ/ct ~ N?¢ and A0N1/4/ct’y ~ N¢/2 50 that the integrand in (4.102) in
the considered regime is exponentially small.

Mesoscopic regime.

If either § > |2 > N=?or § > |w| > N~/2, then Rg(w) ~ —|w|* < —N—%
and/or Rg(z) ~ \2\4 > N72¢ from (4.110). Thus it follows from (4.106) and (4.108) that
also Rf(w) < —N~% and/or Rf(z) > N 2¢ and by (4.111) that with overwhelming
probability Rf (w) < —N~2¢ and/or Rf(z) > N2 Since 1/ |w — 2| is integrable over
the contours it thus follows that the contribution to K 4 (z,y),as in (4.102), from 2, w with
either |z| > N2 or |w| 3> N~¢/? is negligible.

Microscopic regime.

We can now concentrate on the important regime where | z|4|w| < N~¢/2 and to do so per-
form another change of variables z — ct'yz/AoNl/4 ~ N2 0w ct'yw/AoNl/4 ~
N ~¢/24 which gives rise to two new contours

f/ A0N1/4

~ o,  AgNV4_
T, T = =0 T
cty cty

)

as depicted in Figure 4.2(b), and the kernel

NAZ 5 .
: / dz dwexp (m —ywt g [f(Ath’\y/ﬁU/‘*) B f(Aﬁim)])
Y I )

f(fjt\/('% y) = (27‘(‘1)2

w—z

(4.112)
We only have to consider w, z with |w| + |2| < 1 in (4.112) since t/AgN/* ~ N=¢/2 and
the other regime has already been covered in the previous paragraph before the change of
variables.

We now separately estimate the errors stemming from replacing f(z) first by f(2), then
by §(z) and finally by +t°2% /2ct — 42*/27. We recall that Ag ~ t3/2 = N=3/4+3¢/2 from
(4.1042), t? < N2 from the definition of ¢* in (4.104a), and that t = N—/2+¢ which
will be used repeatedly in the following estimates. According to (4.111), we have

NAZ |~/ ctyz ctyz NAZ ¢ » )
- ~ A _— € < €/2
ct f(AoNl/4> f<AON1/4) = A0N1/4N |z] SN2 (4.1130)
Next, from (4.106) we have
NA% f( Ct’YZ )_§<ﬂ> <t1/3 ct’yz 2NA(2)+t1/3NA(2)
ct AgN1/4 AgN/A/) |~ AGNVA| et -

< N-1/6+Te/3
Finally, we have to estimate the error from replacing g(z) by its Taylor expansion with (4.107)
and find

NAZ
ct

~< ctyz ) :I:tp< ctyz )2 4( ctyz )4

(= == < —c/2
g A0N1/4 2ct A0N1/4 27 A0N1/4 N . (4II3b)

~
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Finally, from (4.104a) and the definition of « from (4.6) we obtain that

+t* ctyz \? 4 ctyz \? S22 A X
o\ avit) — o (i) | = o - 7 | R oEP)] G

2ct (A0N1/4> 27 <A0N1/4) o 5 1 14+ 0t7°)]. (4113¢)
From (4.113) and the integrability of 1/ |z — w| for small z, w along the contours we can
thus conclude

NAZ
ct

1
) (27i)?
exp (a:z —yw + 24 /4 — az?/2 —wt /4 + ozw2/2)
X /A dz [ dw .
/ T/ w—z
Furthermore, it follows from (4.109) that,as N — 0o, the contours Y , I are those depicted

in Figure 4.2(b), i.e.
T = (—e™*00, €™ *00) U (—e™ ™ 400, e "1™ 4x0), I’ = (~ioo,i00).

f(/}f\;(x,y) =(1+0O(N"°
(4.114)

We recognize (4.114) as the extended Pearcey kernel from (4.5).

It is easy to see that all error terms along the contour integration are uniform in z,y
running over any fixed compact set. This proves that K4 (z,y) converges to K (2, ) uni-
formly in x, y in a compact set. This completes the proof of Proposition 4.5.3. O

4.5.4 Green function comparison

We will now complete the proof of Theorem 4.2.3 by demonstrating that the local k-point
correlation function at the common physical cusp location 7 of the matrices H, does not
change along the flow (4.84). Together with Proposition 4.5.3 this completes the proof of
Theorem 4.2.3. A version of this continuity of the matrix Ornstein-Ublenbeck process with re-
spect to the local correlation functions that is valid in the bulk or at regular edges is the third
step in the well known three step approach to universality [78]. We will present this argu-
ment in the more general setup of correlated random matrices, i.e. in the setting of [DS3].
In particular, we assume that the cumulants of the matrix elements wy, satisty the decay
conditions (2.C)—(2.D), an assumption that is obviously fulfilled for deformed Wigner-type
matrices.

We claim that the k-point correlation function p,g, Vof H = H, 0 and the corresponding
k-point correlation function ﬁk t) of H; stay close along the OU-flow in the sense that

F(X){Nk/4pl(€N)<b+ X ) 134}5?([)4— N3/4>}dx1...dxk

—oW),

RE
(4.115)
for e > 0, < N~Y/4=¢ smooth functions F and some constant ¢ = c(k, €), where b is the
physical cusp point. The proof of (4.115) follows the standard arguments of computing ¢-
derivatives of products of traces of resolvents G(*) = (H; — z) at spectral parameters z just
below the fluctuation scale of eigenvalues, i.e. for Sz > N~¢n;(Rz). Since the procedure
detailed e.g. in [78, Chapter 15] is well established and not specific to the cusp scaling, we
keep our explanations brief.
'The only cusp-specific part of the argument is estimating products of random variables

X, = Xy(x) = NV (SGD (b + 4 IN "3/ 4 iN73/476))
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and we claim that i

k
E {H Xi(zy) - [] Xo(xj)} <N°° (4.116)
j=1 j

as long as t < N~1/4=¢ for some ¢ = c(k, €, ¢). For simplicity we first consider k = 1 and
find from Ité’s Lemma that

dx,

EW = {—Zwaﬁ Xi+ - Z B)0 @,BXt} (4.117)

which we further compute using a standard cumulant expansion, as already done in the bulk
regime in the proof of Corollary 2.2.6 and in the edge regime in Section 3.6.2. We recall
that x(a, ), and more generally x(«, 51, . . ., B ) denote the joint cumulants of the random
variables wq, wg and W, wg, , . . . , W, , respectively, which accordingly scale like N1 and
N—(+1)/2 Here greek letters o, 3 € [N]? are double indices. After cumulant expansion,
the leading term in (4.117) cancels, and the next order contribution is

Z H(Oé, /817 52) E [aaaﬁl 8,32Xt] ?
a,B1,82

with N—3/2 being the size of the cumulant x(«, 51, 32). With a = (a, b) and ; = (a;, b;)

we then estimate

N_3/4 Z Z | (ab albl, agbg | E ’G balél()?agél()?c

a,b,c ay,b1,a2,b2

< N73/473/2+2+3/4+C H%é(t) ||3 Hé(t) ng

where we used the Ward-identity and that max, -5 5, k(c, 81, 82) S N—3/2. We now

use that according to the proof of Propos1t10n 2.5.5, 7 — n||GP||, and similarly n —
77H\9G () || » are monotonically increasing with 7/ = N=3/44C to find | SG®) ||, <, N3¢—1/4
and ||G( )|, <p N3 from the local law from Theorem 4.2.5 and the scaling of p at 7/’. Since
all other error terms can be handled similarly and give an even smaller contribution it follows
that

k

d
< NY4CC and more generally |E 1 H Xi(z;)
j=1

‘ e < NVATORE - (4118)

At

for some constant C' > 0. Now (4.116) and therefore (4.115) follow from (4.118) as in [78,
Theorem 15.3] using the choice t = N~1/2+¢ < N~1/4=¢ and choosing ¢ sufficiently small.

4.A  Technical lemmata

Lemma 4.A.1. Let CN*N be equipped with a norm |-||. Let A: CN*N x CNXN — CN*N
be a bilinear form and let BB : CNXN s CNXN g linear operator with a non-degenerate isolated
eigenvalue 3. Denote the spectral projection corresponding to 3 by P and by Q the one correspond-
ing to the spectral complement of 3, i.e.

. 1 dw
P'__l%zmj{agemﬁ—w =)V Q=1-7,
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where Vy is the eigenmatrix corresponding to 3 and (Vi,-) a linear functional. Assume that for
some positive constant X\ > 1 the bounds

AL+ B2 + 16, I+ Vil < A, (4.119)

are satisfied, where we denote the induced norms on linear operators, linear functionals and bilinear

Sforms on CN*N by the same symbol ||-||. Then there exists a universal constant ¢ > O such that for
any§ € (0,1) and any Y, X € CVN*N wigh ||V || + || X|| < A that satisfies the quadratic
equation

BlY]-A[Y,Y]|+ X =0, (4.120)
the following holds: The scalar quantity
©:=(,Y),
Sfulfils the cubic equation
130" 4 120”1 + po = A0 (510 + 10" +67* | XIP) . (4a2)
with coefficients

s = (i, A[Vi, BTLQAIV,, Vi]] + AB 1 QA[V;, Vi], Vi)
p2 = (Vi, A[V;, Vi])

p = — Vi, A[B~'Q[X], i] + A[Vi, BT Q[X]]) — 3

po = (Vi, AB~1Q[X], B~ Q[X]] - X).

(4.122)

Furthermore,

Y =0V, — B-'QX] + OB QAW Vi] + 7O (|0 + (6] | X]| +[|X ) . (4x23)
Here, the constants implicit in the O-notation depend on c only.
Proof. We decompose Y as

Y=Y1+Y,, Y1=0V,-B1Q[X], Y,=Q[Y]+B1Q[X].
'Then (4.120) takes the form
OBV; + P[X] + BO[Ys] = A[Y,Y]. (4.124)
We project both sides with Q, invert B and take the norm to conclude
IYall = NO(IY1]1* + [Ya]*),

Then we use the smallness of Y5 by properly choosing § and the definition of Y] to infer
Yy = A5, where we introduced the notation

O, = O0(l]" + [IX]|).
Inserting this information back into (4.124) and using |©| + || X || = O(A?) reveals

Yy = BTLQA[Y1, V1] + N O3. (4.125)
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In particular, (4.123) follows. Plugging (4.125) into (4.124) and applying the projection P
yields

OBV, + P[X] = P[A[Yl, V1] + A[Y1, Ya] + A[Yz, Yl]] +AMO,

= PAY, Yi] + A1, BT QAL Vi) + A[BT QA Vi), Vi) | + A Oy,

For a linear operator K; and a bilinear form /Cy with ||y || + || KC2|| < 1 we use the general
bounds

OK3[R, R < 003 + 672 |R|?,  ©2Ki[R] <60 +462|R|?,

for any R € CV*¥ and § > 0 to find

OBV: + PIX] = P[A[OV; — B~1QIX], 0V, — B~ QIX]] + ©*A[V,, B~ QAIV;, 4]

+ O ABTQAV,, Vi, Vi]] + AP0 (5|0 + X*[e]* + 572 | X,

which proves (4.121). O

Proof of Lemma 4.3.3. Due to the asymptotics
\Ijedge ~ min{)‘l/27 )‘1/3}7 \Ilmin ~ min{)\2, ‘)\’1/3}

and the classification of singularities in (4.4), we can infer the following behaviour of the
self-consistent fluctuation scale from Definition 4.2.4. There exists a constant ¢ > 0 only
depending on the model parameters such that we have the following asymptotics. First of
all, in the spectral bulk we trivially have that 7¢(7) ~ N1 as long as 7 is at least a distance
of ¢ > 0 away from local minima of p. In the remaining cases we use the explicit shape
formulae from (4.4) to compute 7 directly from Definition 4.2.4.

(a) Non-zero local minimum or cusp. Let T be the location of a non-zero local minimum
p(T) = po > 0oracusp p(1) = po = 0. Then

1/(N max{po, |w[/3}), max{po, [w|"/*} > N~V/4,

1262
N34, mac{po, o]/} < N1, 41269

ne(T +w) ~ {

forw € (—¢,c).

(b) Edge. LetT = ¢4 be the position of a left/right edge at a gap in supp pN(e+ —k, e+ +k)
of size A € (0, k] (cf. (4.4b)). Then

N_3/4, w < A < N_3/4,
A1/6/w1/2N, AI/Q/N2/3 <w <A,
nf(e:lz + w) ~ A1/9/N2/3’ w < Al/g/N2/3, A > N73/4, (4.126b)
N—3/4, A<w< N3/
1/w1/3N, w>N3M4 w> A,

forw € [0, ¢).



4.A. Technical lemmata

The claimed bounds in Lemma 4.3.3 now follow directly from (4.15¢) and (4.126) by distin-
guishing the respective regimes. O

Proof of Lemma 4.4.8. We start from (4.49) and estimate all vertex weights w(®), interaction
matrices R(®) and weight matrices K (¢ trivially by

W <C, < oNTEDR ED < oNTO, vab

to obtain

Val(I)| < CV|+|IE+|WE|Nn<F>—VH( s ) 1] G.

veEV ayeJ’ eeGE

1

We now choose the vertex ordering V' = {v1,...,v;,} as in Lemma 4.4.5. In the first step
we partition the set of G-edges into three parts GE = E1UE;UE3: the edges not adjacent to
Um, E1 = GE\N (v, ), the non-Wardable edges adjacent to vy, E2 = GENN (vp,) \ GEw
and the Wardable edges adjacent to v,,, E3 = GEw NN (vp,). By the choice of ordering it
holds that |E3] < 2. We introduce the shorthand notation G, = [[.cp, Ge and use the
general Holder inequality for any collection of random variables {X 4} and {Y4} indexed
by some arbitrary index set A

1 1 1
Soxaval| <X Xall| 1AYemax |Val,,, S =+
AcA q AcA ¢ AeA ® 9 q g2

to compute

Z |GE1’Z|GE2GE3’
vy s Qo g Qv q
< Nm=Dfel |GE1|\ , max ( > |Gyl Nlﬂq?rgax|rGE2\2q2>,
ql geeey ’L)Tn/_ (],,Um vm,

2q2

Qv 5oy g

where we choose 1/qg = 1/q1 + 1/¢o in such a way that g2 > p/ce. Since |E3| < 2 we can
use (4.56a) to estimate

Z ‘GE?, ’
vy,

< N (hgy)1 < N (9 + 9, )1
2q2

and it thus follows from

EoNGE,— Eo\GE,_—
1G B, lag, < TT 1Gellopimigy = IG = Ml Gl Yo
ecFEo

that

Z |GE1’Z|GE2GE3’

Qv yeQupy g Qv

Z ‘GE1|

Ay seeyQupy

(4127)
q

< Ne/c

N () + )V E3l (3 + gl + ) F2NCBomml (1 4 |G )12

q1
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for ¢ > 2¢2 |GE|. By using (4.127) inductively m = |V'| < ¢p times it thus follows that

(nx)

veEV ayeJ’ ecGE

<NP6N'V'<w+w NGB (4 4t )Gl (1 1)1

proving the lemma. O

Lemma 4.A.2. For the coefficient in (4.83) we have the expansion

(bP)pf(Rb(F))) (15 1(B))
(b(B), 1(B)) (1(B") b(B)

= co | F|| {jm[~*£2) + O(p +1/p). (4.128)

Jor some |c| ~ 1, provided 1B~ | cos00 > C for some large enough constant C' > 0.

Proof. Recall from the explanation after (4.83) that R = S, T, T" if R = S, T", T, respec-
tively. As we saw in the proof of Lemma 4.4.14, in the case R = T,T" in the complex
Hermitian symmetry class, the operator B as well as B’ has a bounded inverse. Since we
assume that || B7!|oo 00 is large, we have R = R’ = S, which also includes the real
symmetric symmetry class. In particular, we also have ||(B’)™!||co—s00 > C and all subse-
quent statements hold simultaneously for B and B’. We call (%) the normalised eigenvec-
tor corresponding to the eigenvalue Wlth largest modulus of FS) .= |M| S |M], recalling
M = diag(m). Since B = |[M| (1 — F%) 4+ O(p)) |M| ™" we can use perturbation theory
of F(5) to analyse spectral properties of B. In particular, we find

B = 1M|£S) +0(p), 1P =M+ O(p),
B7'Qp = M| (1 - FO) (1 = Pysy) [M| " + O(p),

where Pps) is the orthogonal projection onto the f(%) direction. The error terms are mea-
sured in [|-|| ,-norm. For the expansions (4.129) we used that F" has a spectral gap in the
sense that

(4.129)

Spec(FS /| FO) € [1+¢,1 - U{L},

for some constant ¢ > 0, depending only on model parameters By using (4.129) we see that
the lhs. of (4.128) becomes & ((£(5))2pf) | F) || (|m| ™2 (£(9))2) + O (p). To complete the
proof of the Lemma we note that f) = f/ ||f|| + O (1/p) according to [12, Eq. (5.10)]. [

4.B  Local law under uniform primitivity assumption

Here we explain the necessary changes to the proof of Theorem 4.2.5 and its corollaries when
the fullness Assumption (4.B) is replaced by requiring only that the matrix of variances S is
uniformly primitive, i.e. we verify Remark 4.2.9. We remark that this additional argument
is also needed for the proof of the local law in the complex Hermitian Wigner-type case
if we assume s;; > ¢/N, but not necessarily fullness, Assumption (4.B), since in this case
flatness in the sense of (4.14) may not hold.

For a uniformly primitive variance profile the flatness condition (4.14) may be violated.
'Thus we have to review all the instances in the proof of Theorem 4.2.5 where the lower bound
in (4.14) was used (the upper bound follows from Assumption (4.A)). This happened at the

following places:



4.B. Local law under uniform primitivity assumption

() When we used [12, Proposition 3.5 and Lemma 4.8] to verify [12, Assumption 4.5] and
thus applied [12, Lemma 5.1] to see that the stability operator B has a unique isolated
eigenvalue /3 of smallest modulus in the paragraph proceeding Proposition 4.3.2. We also
used [12, Assumption 4.5] (i) when we applied [12, Proposition 6.1] at the end of the proof
of Proposition 4.3.4; (ii) when we referred to [12] inside the proof of Proposition 4.3.2
for various comparison relations (using [12, Eq. (5.15)], [12, Remark 7.3], [12, Proposition
6.1] and [12, Remark 10.4]) and finally (iii) when we imported the comparability of Sm
to its average ¥ (m) through the use of [12, Proposition 3.5] and asymptotic expansions

for V1, V; from [12, Corollary 5.2] for the proof of (4.23).

(2) When we imported the bounds (4.17) on the ||| ,-norm from [DS4], where flatness was
assumed.

(3) Inside the proof of Lemma 4.4.14, where [12, Lemma 5.1] was used again and where the
fullness Assumption (4.B) was also used explicitly.

(4) Inside the proof of Lemma 4.A.2.

These are all instances where Assumption (4.B) was used either directly or indirectly
through the flatness condition (4.14). We will now go through (1)-(4) one by one and show
how the use of Assumption (4.B) can be avoided if the variance profile S is uniformly prim-
itive. The proofs of Corollaries 4.2.6, 4.2.7 and 4.2.8 are not effected by this change in as-
sumptions.

Modification of (1).

We will now show that [12, Assumption 4.5] still holds under the weaker uniform primitivity
assumption and therefore all the mentioned results from [12] can still be used. For this pur-
pose we consider the saturated self-energy operator F = QS[Q* - Q]Q* from [12, Eq. (3.4)],
where @ is defined as ¢ in [12, Eq. (3.1)]. We see that F leaves the space of diagonal ma-
trices and off-diagonal matrices invariant and splits as F = F4 + F, with Fq[diag(r)] =
diag(F®)r), F() .= |M| S |M| and Fo[R] == |M|"* (T © (|M|** Rt |M|"/?)) | M|/,
Since [|Follpsns S 1/N by |[M|| < 1and |t S 1/N from Assumption (4.A) we obtain

that [12, Assumption 4.5] reduces to a statement about the diagonal contribution F (5) of
the saturated self-energy and follows from [7, Proposition 5.3].

Modification of (2).

'The bounds (4.17) were proven in Lemma 3.3.4. Flatness was used in its proof only to es-
tablish the bound HB‘lQHhS e S 1. However, since [12, Lemma s5.1] is still applicable
according to the modification of (1) above, this bound remains valid.

Modification of (3).

Besides the use of flatness to justify the application of [12, Lemma 5.1], covered by the modi-
fication of (1), Assumption (4.B) was also used directly here to trivialise the case when H has
complex valued entries and R = T or R = T". In this case it was shown that || B~ < 1,
cf. the proof of Lemma 4.4.14, and consequently it was possible to make the trivial choice
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Pp == 0, Qp = 1, see the paragraph before (4.77). This bound is no longer true un-
der the uniform primitivity assumption since the assumption imposes no restriction on the
self-adjoint matrices T', 7", except the trivial one, ;5| < s;;.

In the general case @ is chosen as in (4.77). To show || B~1Qp|| < 1when R =T or
R = T"in (4.72), we write B in the form

B =1 — diag(m™m"2)R = |M|(1 - UF®)|M|™"

with F®) = | M| R |M|, M = diag(m) and a diagonal unitary matrix U. Due to Sm ~ p
it is easy to check that U = 1 4+ O (p). Moreover, since |M| ~ 1 as quadratic forms and
1 - UF®R) =1 - FB®)  O(p) we can use perturbation theory of the self-adjoint matrix
F) to invert 1 — UF(), We claim the following dichotomy for F(F): either 1 — F(7)
has a bounded inverse or a non-degenerate isolated eigenvalue close to zero with a spectral
gap that is bounded from below. In the first case 1 — UF () has a bounded inverse since p
is small, hence ||[B™!|| < 1. In the second case B also has an isolated eigenvalue at 1 and
Q  projects to its spectral complement, so || B~1Qp|| < 1 holds.

Now we formulate the dichotomy more precisely. We claim that for Y := F(5) /|| F(9)||
with || F)||,||Y|| < 1 we have either || Y]] < 1 — € or

Spec(Y/[[Y])) S {-1}U[-1+¢€1—€U{l}, (4.130)

for some positive € ~ 1, where 1 is a non-degenerate eigenvalue in (4.130). Note that F'(%) is
the saturated self-energy and thus || F(*)|| < 1 holds due to [10, Lemma 4.3],and || Y| < 1
since [t;;| < sij. To verify (4.130) we apply the following lemma with X := F(9) /|| F(5).

Lemma4.B.x. Letd > 0,andlet X = X* € RNV*N be a symmetric matrix with non-negative
entriesof norm || X || = 1. Assume that 1 is a non-degenerate eigenvalue with normalized ||x||* =
(|X|?) = 1 Perron-Frobenius eigenvector Xx = x with strictly positive entries |x;| > 0, and
that X has a spectral gap || X Qx|| < 1 — 8, where Qx = 1 — (X, ) x. Then there exists 0 =
§'(8) > O such that any self-adjoint matrix Y € CN*N with |y;;| < i and1—||Y|| < &' has
a normalized eigenvector y corresponding to the eigenvalue of largest modulus, Yy = £ ||Y ||y,
which satisfies

Iyl ==l S Ve, (lyl.x)=14+0(e), [YQyll<1-0, [lyl—x[; < elloge|
(4130
with € := 1 — ||Y|. Here ||-||; == (|-|), and in the case € = O the rhs. of the ultimate inequality
should be interpreted as 0.

The assumptions on X = F)/||F(9| in Lemma 4.B.1 are satisfied by [7, Proposi-
tion 5.3(iv, v)]. Note that the lemma shows that 1 and —1 cannot both be eigenvalues of
Y/ |Y|| in (4.130). This concludes the necessary modifications for (3) apart from the proof
of Lemma 4.B.1, which we postpone until after the discussions of the modifications for (4).

Modification of (4).

Under the uniform primitivity assumption Lemma 4.A.2 does not hold in its current form.
Instead an error term of the order | B~1|| 3L, . has to be added to the right hand side, i.e. it
is replaced by the following lemma.
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Lemma 4.B.2. For the coefficient in (4.83) we have the expansion

(bPpf(RbP))) 17, 1(5)
(b®), 1B)) (1B, b(B))

_ -1
L= co|[FI (|~ £2)+ Olp+n/p+ | B _10g),

(4.132)
Sfor some |c| ~ 1, provided 1B™ | cos00 > C for some large enough constant C > 0.

Before proving Lemma 4.B.2 we will discuss how the proof of Proposition 4.4.12 contin-
ues after equation (4.83) when Lemma 4.B.2 is used instead of Lemma 4.A.2. This was the
only instance where Lemma 4.A.2 was used in the proof of Theorem 4.2.5. By Lemma 4.B.2
the scalar factor in (4.83) is of the form o + O(p + n/p + || B |ol o0 log N), up to a
bounded constant. Similarly to (4.80), we thus write (4.83) as the sum of three graph values

(bPpf(RP)) A 1B ey
(b(B) 1(B)) (1(B) b(B) ’ >x‘\ z<

— (04O (p+n/p)) Val (I') + (log N) Val (

(4.133)
Bre N ;<>

with W-Est(I") = W-Est(I"), where we absorbed the || F|| (|m|™% £2) < 1 factor into the
weight matrix of I''. Here we were able to insert the B-operator in (4.133) since

é\/;

1

L N o Y L RS

ocO—00 00—00

where K is as in (4.82). For the last graph in (4.133) we apply Lemma 4.4.13 to find

Val <:>m Bre N Z<> — Z Val (F”) + O (N—p) ’ W_Est(l—w//) Sp o W-ESt(F).
Yy w

F//egl/_‘

'Thus we gained a factor o, This finishes the proof of a version of Proposition 4.4.12, where
in (4.64) the factor oy, is replaced by o, log NV, under the uniform primitivity assumption on
S. The extra log N-factor in Proposition 4.4.12 does not effect the proof of Theorem 4.3.7
because it is insignificant compared to the N¢-factors in (4.19¢) and (4.19d).

Altogether, this finishes the discussion of the modifications (1)-(4) and thus verifies the
validity of Remark 4.2.9. We finish this section of the appendix by providing the remaining
proofs of Lemmas 4.B.2 and 4.B.1.

Proof of Lemma 4.B.2. 'The case R = S was already considered in Lemma 4.A.2, whence we
can restrict ourselves to R = T and R = T" here. For any of the possible choices of stability
operators B = 1 — diag(m#'m#2)R in (4.72) we call £(f) the normalized eigenvector
corresponding to the eigenvalue with largest modulus of F() := |M| R |M|. We may
assume that ||[F(®)|| > 1 — ¢ for some sufficiently small € > O since otherwise B has a
bounded inverse and this is not the situation in which Lemma 4.B.2 is used. Since B =
|M| (1 — F®) 4+ O(p)) |M|™" we use perturbation theory of the self-adjoint matrix F'(*!
to analyse B. For R = T, T* we apply Lemma 4.B.1 with the choice X = F) /| F(5)||,

Y = FB)/ HF(S) H As we argued for the modification of (3) above, F () has a spectral gap
in the sense of (4.130). Expanding around the isolated eigenvalue +|| F(F)|| of F) we still
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have (4.129) with F'(5) replaced by F’ (B) and £(9) replaced by f (R), We have the following

cases to consider:
B = (1 — diag(m*'m#?)R/, B' = (1 — diag(m*'m¥?)R,
where

R=T, R =Tt or (4.1342)
R=T", R =T. (4.134b)

Recall that #;,7 = 1, 2, 3, 4 stand for the identity or the complex conjugation operators, but
the individual choices are not important as the F' (R) and F(E) operators are not influenced

by them. In cases (4.134a) and (4.134b) we have £(/) = £(R), Thus we find

bPpf (Rb(#))) 13", 1(F) : -
< <b(B>(1(B)) <12;<> b(B) L PR (£ Ppg) (fml 2 [£P2) + O(p),

where we used (4.129), the eigenvalue equation FU) ) = || F(E)||£(F) and that f(7)
and £ are normalised.

Now we use (4.131) to approximate |f()| with first f(%) and then f as in the end of the
proof of Lemma 4.A.2, to see that

(£ Ppf) = co+ O (n/p+ (1= [ FP) [log(1 — [|[FP]))),

fR) 2 0 £ 2
Y = _|F®) _||F®)
(gl 2 =<Cliap] )+ 0 (o @ = 1O flog(1 = 1))
for some |¢|, |¢/| ~ 1. Since B = |M|U(U* — F®)) | M|~ for some diagonal unitary
U =1+ O(p) implies | B | sco0 S B < Jm m™"[(1 — [FE])~" and since
log(1 — ||F®))| < log N the bound in (4.132) follows. Here we used 1 — ||F()|| >
1—||F|| Z Sz > 1/N by [10, Lemma 4.3]. O

Proof of Lemma 4.B.1. Throughout the proof we consider § as fixed and consider only the
case where € < 1, as the statement is trivial otherwise. Within the proof we understand
applications of functions (e.g. |-| or i) to vectors/matrices and also inequalities between vec-
tors/matrices in an elementwise sense. Let y1, y2 be normalized eigenvectors corresponding
to the, in modulus, largest and second largest eigenvalue of Y, i.e. [(y1, Yy1)| = ||Y || = s1,
y1 = y and y2 € argmaxy y, [(y,Yy)| and set s2 := |(y2,Yy2)|. Furthermore, let
V1, Va denote diagonal unitary matrices such that y; = V; |y;|. We then compute

si =0 (yi, Yyi) = lyil ,oiRV;YV; |ya]) < (lyil s X [yil)
<166 i) P+ (1= 0) 1Qx yilI* = 1 = 6 1Qx |yslI1*,
where 0; = sgn (y;, Yy;) andweused |Y'| < X in the first inequality. With¢; := 1—s; > 0
it then follows that ||Qx |y;i||| < /€» and by positivity of x, that (x, |y;|) = 1 + O (&),
lllyil — x|| S v/€&- Recalling e = € = 1 — ||Y|, this completes the proof of the first two

inequalities in (4.131).
We now turn to the claimed bound on ||Y Qy|| = s2. We first note that

X — o RVYV; = |X — s RV Y V)|
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since |V;*Y'V;| < X and therefore

(%, |X = oRVYVi|x) = 1 = 0i {x, V'YVix) = 1 — 0 {lyi , V'Y Vi |yil) + O (V&)
=15+ 0 (V&) = 0 (V&)
and by taking the imaginary part and using the elementary inequality
(32)* < 2[2] Rz — |||

we also have (x, [SV;*YV;|x) < €. It thus follows that also (x,|X — 0;V;*YVj|x) <
/€; and consequently

O (Ver) = (%, VaVi(X — o VY ) Vi Vax)

I
— (ViVax, XViVax) — o100 + O (Ve3) | (4.135)

where the second equality used that ||[Vox — yo|| < /€2 and (y2,Yy2) = 0252 = 02 +
O (e2). But using the additional information that y; L y» it now follows that the projection
of Vi*Vox onto x almost vanishes in the sense |(x, Vi*Vox)| < (/€1 + /€2, while we recall
that the matrix X is assumed to be bounded as | X Qx|| < 1 — § on the complement of x.
Therefore [(Vi*Vox, X Vi*Vox)| < 1-0+0O (y/€1 + \/€2) and consequently § < /e1+/€2
from (4.135). In the considered case €1 < 1 it follows that e 2 1 and [|[YQy| < 1 — €,
confirming the third inequality in (4.131).

We now turn to the ultimate inequality in (4.131) and use |y| = o1 | Y|~ VY Vi |y| <
1Y ™" X |y| and by iteration |y| < ||Y||7% X* |y| for integers k. Using |x;| > ¢ and
(x, ly| = X*|y[) = (x = X*x, [y]) = (0, y]) = 0 we find

5 Iyl = X5 ll|, < G [yl = X¥Iyl]) = 2, (vl = XF IyD)+) = (x, |yl = X* |y))
<Y 7F = 1), X Ly,

to infer H|y\ — Xk ]y|H1 < kep = k(1 — ||Y']]) from which we conclude that
Iyl = xlly =[xyl %) = 1) + Iyl = X¥[y] + X*Qulyl|, S ke + (1= )",
where we used the second inequality in (4.131). Thus with the choice k& = = [loge| the

ultimate inequality in (4.131) follows. Tracking the dependence on ¢ in the proof yields that
we can choose §' = ¢§* for some universal constant c. O
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Cusp Universality for Random Matrices II: The Real

Symmetric Case 5

We prove that the local eigenvalue statistics of real symmetric Wigner-type matrices near
the cusp points of the eigenvalue density are universal. Together with the companion
paper [DSs], which proves the same result for the complex Hermitian symmetry class,
this completes the last remaining case of the Wigner-Dyson-Mebta universality
conjecture after bulk and edge universalities have been established in the last years. We
extend the recent Dyson Brownian motion analysis at the edge [122] to the cusp regime
using the optimal local law from [DS5] and the accurate local shape analysis of the
density from [12]. We also present a novel method to improve the estimate on eigenvalue
rigidity via the maximum principle of the heat flow related to the Dyson Brownian
motion.

Published as G. Cipolloni, L. Erdés, T. Krtiger, and D. Schréder, Cusp universality for
random matrices II: The real symmetric case. preprint (2018), arXiv: 1811.84855.

5.1 Introduction

We consider Wigner-type matrices, i.e. N x N Hermitian random matrices H with indepen-
dent, not necessarily identically distributed entries above the diagonal; a natural generaliza-
tion of the standard Wigner ensembles that have i.i.d. entries. The Wigner-Dyson-Mehta
(WDM) conjecture asserts that the local eigenvalue statistics are universal, i.e. they are in-
dependent of the details of the ensemble and depend only on the symmetry type, i.e. on
whether H is real symmetric or complex Hermitian. Moreover, different statistics emerge
in the bulk of the spectrum and at the spectral edges with a square root vanishing behavior
of the eigenvalue density. The WDM conjecture for both symmetry classes has been proven
for Wigner matrices, see [78] for complete historical references. Recently it has been ex-
tended to more general ensembles including Wigner-type matrices in the bulk and edge
regimes; we refer to the companion paper [DSs] for up to date references.
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The key tool for the recent proofs of the WDM conjecture is the Dyson Brownian mo-
tion (DBM), a system of coupled stochastic differential equations. The DBM method has
evolved during the last years. The original version, presented in the monograph [78], was
in the spirit of a high dimensional analysis of a strongly correlated Gibbs measure and its
dynamics. Starting in [79] with the analysis of the underlying parabolic equation and its
short range approximation, the PDE component of the theory became prominent. With
the coupling idea, introduced in [43, 40], the essential part of the proofs became fully deter-
ministic, greatly simplifying the technical aspects. In the current paper we extend this trend
and use PDE methods even for the proof of the rigidity bound, a key technical input, that
earlier was obtained with direct random matrix methods.

'The historical focus on the bulk and edge universalities has been motivated by the
Wigner ensemble since, apart from the natural bulk regime, its semicircle density vanishes as
a square root near the edges, giving rise to the Tracy-Widom statistics. Beyond the Wigner
ensemble, however, the density profile shows a much richer structure. Already Wigner ma-
trices with nonzero expectation on the diagonal, also called deformed Wigner ensemble, may
have a density supported on several intervals and a cubic root cusp singularity in the density
arises whenever two such intervals touch each other as some deformation parameter varies.
Since local spectral universality is ultimately determined by the local behavior of the density
near its vanishing points, the appearance of the cusp gives rise to a new type of universality.
'This was first observed in [50] and the local eigenvalue statistics at the cusp can be explicitly
described by the Pearcey process in the complex Hermitian case [172]. The corresponding
explicit formulas for the real symmetric case have not yet been established.

The key classification theorem [10] for the density of Wigner-type matrices showed
that the density may vanish only as a square root (at regular edges) or as a cubic root (at
cusps); no other singularity may occur. This result has recently been extended to a large
class of matrices with correlated entries [12]. In other words, the cusp universality is the
third and last universal spectral statistics for random matrix ensembles arising from natural
generalizations of the Wigner matrices. We note that invariant S-ensembles may exhibit
further universality classes, see [57].

In the companion paper [DSs] we established cusp universality for Wigner-type ma-
trices in the complex Hermitian symmetry class. In the present work we extend this result
to the real symmetric class and even to certain space-time correlation functions. In fact, we
show the appearance of a natural one-parameter family of universal statistics associated to a
family of singularities of the eigenvalue density that we call physical cusps. In both works we
follow the three step strategy, a general method developed for proving local spectral univer-
sality for random matrices, see [78] for a pedagogical introduction. The first step is the Jocal
law or rigidity, establishing the location of the eigenvalues with a precision slightly above
the typical local eigenvalue spacing. The second step is to establish universality for ensem-
bles with a tiny Gaussian component. The third step is a perturbative argument to remove
this tiny Gaussian component relying on the optimal local law. The first and third steps are
insensitive to the symmetry type, in fact the optimal local law in the cusp regime has been
established for both symmetry classes in [DSs] and it completes also the third step in both
cases.

There are two different strategies for the second step. In the complex Hermitian sym-
metry class, the Brézin-Hikami formula [49] turns the problem into a saddle point analysis
for a contour integral. This direct path was followed in [DSs] relying on the optimal local
law. In the real symmetric case, lacking the Brézin-Hikami formula, only the second strat-
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egy via the analysis of Dyson Brownian motion (DBM) is feasible. This approach exploits
the very fast decay to local equilibrium of DBM. It is the most robust and powerful method
up to now to establish local spectral universality. In this paper we present a version of this
method adjusted to the cusp situation. We will work in the real symmetric case for definite-
ness. The proof can easily be modified for the complex Hermitian case as well. The DBM
method does not explicitly yield the local correlation kernel. Instead it establishes that the
local statistics are universal and therefore can be identified from a reference ensemble that
we will choose as the simplest Gaussian ensemble exhibiting a cusp singularity.

In this paper we partly follow the recent DBM analysis at the regular edges [122] and we
extend it to the cusp regime, using the optimal local law from the companion paper [DSs]
and the precise control of the density near the cusps [7, 12]. The main conceptual difference
between [122] and the current work is that we obtain the necessary local law along the time
evolution of DBM via novel DBM methods in Section 5.6. Some other steps, such as the
Sobolev inequality, heat kernel estimates from [41] and the finite speed of propagation [79,
122, 40], require only moderate adjustments for the cusp regime, but for completeness we
include them in the Appendix. The comparison of the short range approximation of the
DBM with the full evolution, Lemma 5.7.2 and Lemma 5.C.1, will be presented in detail
in Section 5.7 and in Appendix 5.C since it is more involved in the cusp setup, after the
necessary estimates on the semicircular flow near the cusp are proven in Section §.4.

We now outline the novelties and main difficulties at the cusp compared with the edge
analysis in [122]. The basic idea is to interpolate between the time evolution of two DBMs,
with initial conditions given by the original ensemble and the reference ensemble, respec-
tively, after their local densities have been matched by shift and scaling. Beyond this com-
mon idea there are several differences.

'The first difficulty lies in the rigidity analysis of the DBM starting from the interpolated
initial conditions. The optimal rigidity from [DSs], that holds for very general Wigner—type
matrices, applies for the flows of both the original and the reference matrices, but it does
not directly apply to the interpolating process. The latter starts from a regular initial data
but it runs for a very short time, violating the flasness (i.e. effective mean-field) assumption
of [DSs]. While it is possible to extend the analysis of [DSs] to this case, here we chose a
technically lighter and conceptually more interesting route. We use the maximum principle
of the DBM to transfer rigidity information on the reference process to the interpolating
one after an appropriate localization.

'The second difficulty in the cusp regime is that the shape of the density is highly unstable
under the semicircular flow that describes the evolution of the density under the DBM. The
regular edge analysed in [122] remains of square root type along its dynamics and it can be
simply described by its location and its multiplicative s/ope parameter — both vary regularly
with time. In contrast, the evolution of the cusp is a relatively complicated process: it starts
with a small gap that shrinks to zero as the cusp forms and then continues developing a small
local minimum. The density is described by quite involved shape functions, see (5.2c), (5.2¢),
that have a two-scale structure, given in terms of a total of three parameters, each varying
on different time scales. For example, the location of the gap moves linearly with time, the
length of gap shrinks as the 3/2-th power of the time, while the local minimum after the
cusp increases as the 1/2-th power of the time. The scaling behavior of the corresponding
quantiles, that approximate the eigenvalues by rigidity, follows the same complicated pattern
of the density. All these require a very precise description of the semicircular flow near the
cusp as well as the optimal rigidity.
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The third difficulty is that we need to run the DBM for a relatively long time in order
to exploit the local decay; in fact this time scale, N~'/2*¢ is considerably longer than the
characteristic time scale N~3/4 on which the physical cusp varies under the semicircular
flow. We need to tune the initial condition very precisely so that after a relatively long time
it develops a cusp exactly at the right location with the right slope.

The fourth difficulty is that, unlike for the regular edge regime, the eigenvalues or quan-
tiles on both sides of the (physical) cusp contribute to the short range approximation of
the dynamics, their effect cannot be treated as mean-field. Moreover, there are two scaling
regimes for quantiles corresponding to the two-scale structure of the density.

Finally, we note that the analysis of the semicircular flow around the cusp, partly com-
pleted already in the companion paper [DSs], is relatively short and transparent despite its
considerably more complex pattern compared to the corresponding analysis around the reg-
ular edge. This is mostly due to strong results imported from the general shape analysis [7].
Not only the exact formulas for the density shapes are taken over, but we also heavily rely
on the 1/3-Hélder continuity in space and time of the density and its Stieltjes transform,
established in the strongest form in [12].

Notations and conventions. We now introduce some custom notations we use throughout
the paper. For integers n we define [n] := {1,...,n}. For positive quantities f,g, we
write f < gand f ~ gif f < Cg or, respectively, cg < f < Cg for some constants
¢, C that depend only on the model parameters, i.e. on the constants appearing in the basic
Assumptions (5.A)—(5.C) listed in Section 5.2 below. Similarly, we write f < g if f < cg
for some tiny constant ¢ > 0 depending on the model parameters. We denote vectors by
bold-faced lower case Roman letters x,y € CV, and matrices by upper case Roman letters
A, B € CV*N_ We write (A) .= N~1Tr Aand (x) = N~! > _ac[N] Ta for the averaged
trace and the average of a vector. We often identify diagonal matrices with the vector of its
diagonal elements. Accordingly, for any matrix R, we denote by diag(R) the vector of its
diagonal elements, and for any vector r we denote by diag(r) the corresponding diagonal
matrix.

We will frequently use the concept of “with very high probability” meaning that for any
fixed D > 0 the probability of the event is bigger than 1 — N~ if N > Ny(D).

Acknowledgement. The authors are very grateful to Johannes Alt for his invaluable con-
tribution in helping improve several results of [12] tailored to the needs of this paper.

5.2 Main results

For definiteness we consider the real symmetric case H € RY*¥, With small modifications
the proof presented in this paper works for complex Hermitian case as well, but this case was
already considered in [DSs] with a contour integral analysis. Let W = W* € RV*N be a
symmetric random matrix and A = diag(a) be a deterministic diagonal matrix with entries
a= (a,')ijil e RNV, We say that W is of Wigner-type [9] if its entries w;; for ¢ < j are
centred, Ew;; = 0, independent random variables. We define the wariance matrix or self-
energy matrix S = (Sij)gj:p Sij = Ew?] In [9] it was shown that as N tends to infinity,
the resolvent G(z) := (H —z) ! of the deformed Wigner-type matrix H = A+W entrywise
approaches a diagonal matrix M (z) := diag(m(z)) forz €e H:= {2 € C | 3z > 0 }. The
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entries m = (mq...,my): H — HY of M have positive imaginary parts and solve the
Dyson equation
1 N
:z—ai+Zsijmj(z), zel:={ze€C|S2z2>0}, i€e[N]. (51
j=1

m;(z)

We call M or m the self~consistent Green’s function. The normalised trace (M) of M is the
Stieltjes transform (M (2)) = [x(7 — 2) 7' p(dT) of a unique probability measure p on R
that approximates the empirical eigenvalue distribution of A+ W increasingly well as N —
0o. We call p the self-consistent density of states (scDOS). Accordingly, its support supp p is
called the self~consistent spectrum. It was proven in [7] that under very general conditions,
p(dT) is an absolutely continuous measure with a 1/3-Holder continuous density, p(7).
Furthermore, the self-consistent spectrum consists of finitely many intervals with square
root growth of p at the edges, i.e. at the points in J supp p.

We call a point ¢ € R a cusp of p if ¢ € intsuppp and p(c) = 0. Cusps naturally
emerge when we consider a one-parameter family of ensembles and two support intervals of
p merge as the parameter value changes. The cusp universality phenomenon is not restricted
to the exact cusp; it also occurs for situations shortly before and after the merging of two
such support intervals, giving rise to a one parameter family of universal statistics. More
precisely, universality emerges if p has a physical cusp. The terminology indicates that all
these singularities become indistinguishable from the exact cusp if the density is resolved
with a local precision above the typical eigenvalue spacing. We say that p exhibits a physical
cusp if it has a small gap (e_,ey) C R\ suppp with e;,e_ € suppp in its support
of size e, — e < N~3/% or a local minimum m € intsupp p of size p(m) < N—V/4,
Correspondingly, we call the points b := J(eq + ¢_) and b := m physical cusp points,
respectively.

Our main result is cusp universality under the real symmetric analogues of the assump-
tions of [DSs]. Throughout this paper we make the following three assumptions:

Assumption (5.A) (Bounded moments). The entries of the matrix VNW have bounded mo-
ments and the expectation A is bounded, i.e. there are positive Cy, such that

|(Li| < (Y, E ]wij|k < CkN_k/Q, k e N.

Assumption (5.B) (Flatness). We assume that the matrix S is flat in the sense s;; = E ng >
¢/N jfor some constant ¢ > 0.

Assumption (5.C) (Bounded self-consistent Green’s function). Zhe scDOS p has a physical
cusp point b, and in a neighbourhood of the physical cusp point b € R the self-consistent Green’s

Sfunction is bounded, i.e. for positive C, k we have
|m;(2)] < C, z€[b—k,b+ k| +iRT.

We call the constants appearing in Assumptions (5.A)—(5.C) model parameters. All generic
constants in this paper may implicitly depend on these model parameters. Dependence on
turther parameters, however, will be indicated.

Remark 5.2.1. 7he boundedness of m in Assumption (5.C) can be, for example, ensured by assum-
ing some regularity of the variance matrix S. For more details we refer to [7, Chapter 6].
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According to the extensive analysis in [7, 12] it follows' that there exists some small
0« ~ 1 such that the self-consistent density p around the points where it is small exhibits
one of the following three types of behaviours.

(i) Ewxact cusp. There is a cusp point ¢ € R in the sense that p(¢) = 0 and p(c +6) > 0
for 0 # 0 < 1. In this case the self-consistent density is locally around ¢ given by

plc+w) = W {1 +0 (|w|1/3) } (5.2a)

for w € [—0x, 04 and some y > 0.

(ii) Swmall gap. There is a maximal interval [e_, e, ] of size 0 < A :== ey —e_ < 1 such
that p|(._ .,) = 0. In this case the density around e is, for some v > 0, locally given
by

1/2

3(2 4/3A1/3 . /
% 1+0 <m1n{w1/3, Zl/ﬁ })1 (5.2b)

™

Peqge(w/A)

plet tw) =

for w € [0, d,], where

Teage(N) = MY (520
edee A+22+ 220+ )23+ (1+22—2/A0 + )23 +1

for A > 0.

(iii) Non-zero local minimum. There is a local minimum at m € R of p such that 0 <
p(m) < 1. In this case there exists some vy > 0 such that

3\/§v4w )
2(mp(m))?

1+0 (min{p(m)l/Q, p(’:r} + min{p(wnf)5, \w|1/3}>]

for w € [—04, 0], where

pm +w) = p(m) + p(m) Ymin (
(5.2d)
X

V14 A2 B
(VI+XN+ X023+ (VI+ A= N23 -1

We note that the choices for the slope parameter +y in (5.2b)—(5.2d) are consistent with (5.2a)
in the sense that in the regimes A < w < 1and p(m)? < |w| < 1 the respective formulae
asymptotically agree. The precise form of the pre-factors in (5.2) is also chosen such that in

\I]min()\) = 1, A eR. (5.26)

the universality statement -y is a linear rescaling parameter.

It is natural to express universality in terms of a rescaled k-point function p,(gN) which
we define implicitly by

-1

{il,‘..,ik}C[N]

for test functions f, where the summation is over all subsets of & distinct integers from [N].

"The claimed expansions (5.2a) and (5.2d) follow directly from [12, Theorem 7.2(c), (d)]. The error term in
(5.2b) follows from [12, Theorem 7.1(a)], where we define 7y according to h therein.

212



5.2. Main results

Theorem 5.2.2. Let H be a real symmetric or complex Hermitian deformed Wigner-type matrix
whose scDOS p has a physical cusp point b such that Assumptions (5.4)—(5.C) are satisfied. Let
v > 0 be the slope parameter at b, i.e. such that p is locally around b given by (5.2). Then the local

k-point correlation function at b is universal, i.e. for any k € N there exists a k-point correlation

Sfunction pgg /CUE ek that for any smooth compactly supported test function I': RF — R iz

holds that

Nk/4 T B
/Rk F(x) [ 5 p (b + 7N3/4) _ka,gE/GUE <w)] dz =0 (N C(k)) ’

where the parameter v is given by

0 in case (i)
=1 3(yA/DYEN2 in case (ii) (5-4)
— (71',0(111)/7)2 N2 in case (iii)

and c(k) > 0 is a small constant only depending on k.
Remark 5.2.3.

(i) In the complex Hermitian symmetry class the k-point function is given by

k

PG = (Rt
i,j=1

Here the extended Pearcey kernel K, g is given by

Lg>a (y —x)?
Kog(r,y) = ——F————=exp|—f7, 57—~
w0 9) = — s oo w) o
1 exp(—w*/4 + fw? /2 — yw + 24 /4 — az?/2 + 22)
+ - / dz/ dw ’
(2mi)? Jz o w— 2z
where Z is a contour consisting of rays from +o0el™4 10 0 and rays from O to +ooeIm/4,

and ® is the ray from —ioo toico. For more details we refer to [50, 172, 4] and the references
in [DSs].

(ii) The real symmetric k-point function pggE is not known explicitly. In fact, it is not even

known whether pggE is determinantal. We will nevertheless establish the existence of kaSE
in Section §.3 as the limit of the correlation functions of a one parameter family of Gaussian

comparison models.

‘Theorem 5.2.2 is a universality result about the spatial correlations of eigenvalues. Our
method also allows us to prove the corresponding statement on space-time universality when
we consider the time evolution of eigenvalues (\});c[n] according to the Dyson Brownian
motion d H®) = d%B, with initial condition H(®) = H,where, depending on the symmetry
class, B; is a complex Hermitian or real symmetric matrix valued Brownian motion. For
any ordered k-tuple 7 = (7q,...,7%) with 0 < 7 < --- < 73, S N—1/2 e then define
the time-dependent k-point function as follows. Denote the unique values in the tuple 7 by
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o1 < --- < opsuch that {m,..., 7} = {o1,... ,Uj{% and denote the multiplicity of ¢; in
T by k; and note that ) k; = k. We then define p,(“_ implicitly via

1 -1
E[] (fj) S O AF XA / f@pY (@
=L N i ], YN "

(5.6)
for test functions f and note that (5.6) reduces to (5.3) in the case 71 = --- = 7, = 0. We
note that in (5.6) coinciding indices are allowed only for eigenvalues at different times. If
the scDOS p of H has a physical cusp in b, then for 7 S N ~1/2 the scDOS p, of H(™ also
has a physical cusp b, close to b and we can prove space-time universality in the sense of
the following theorem, whose proof we defer to Appendix 5.A.

Theorem 5.2.4. Let H be a real symmetric or complex Hermitian deformed Wigner-type matrix
whose scDOS p has a physical cusp point b such that Assumptions (5.4)—(5.C) are satisfied. Let
vy > 0 be the slope parameter at b, i.e. such that p is locally around b given by (5.2). Then there
exists a k-point correlation function pGOE/GUE such that forany0 < 7 < - <13 S N-1/2

and any test function I it holds that

NF/A GOE/G e
/Rk F(@[ 7 Phor)e (bT/VH N3/4> ria (@) de = 0 (NTW),

where T = (T1,...,7%), by = (by,..., by ) and o = a — TNY2 with o from (5.4) and
c(k) > 0 is a small constant only depending on k. In the case of the complex Hermitian symmetry
class the k-point correlation function is known to be determinantal of the form

k
pSHE, (x )—det( ona](x%xj)).j 1

1,]—=

with Ko g as in (5.5).

Remark 5.2.5. The extended Pearcey kernel K, g in Theorem 5.2.4 has already been observed for
the double-scaling limit of non-intersecting Brownian bridges [172, 4]. However, in the random
matrix setting our methods also allow us to prove that the space-time universality of Theorem §.2.4
extends beyond the Gaussian DBM flow. If the timesO0 <11 < --- <1, S N 12 4re ordered,
then the k-point correlation function of the DBM flow asymptotically agrees with the k-point
correlation function of eigenvalues of the matrices

H+mWi, H+ Wi+ Ve —nWs, ... H +1iWi + -+ /T — T W
for independent standard Wigner matrices W1, ..., W.

5.3 Ornstein-Uhlenbeck flow

Starting from this section we consider a more general framework that allows for random
matrix ensembles with certain correlation among the entries. In this way we stress that our
proofs regarding the semicircular flow and the Dyson Brownian motion are largely model
independent, assuming the optimal local law holds. The independence assumption on the
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entries of W is made only because we rely on the local law from [DSs] that was proven for
deformed Wigner-type matrices. We therefore present the flow directly in the more general
framework of the matrix Dyson equation (MDE)

14 (2~ A+S[M())M(z) =0, A=EH, SRl =EWRW, ()

with spectral parameter in the complex upper half plane, 3z > 0, and positive definite
imaginary part, 4- (M (z) — M(2)*) > 0, of the solution M. The MDE generalizes (5.1).
Note that in the Wigner-type case the self-energy operator S: CN*N — CN*N s related
to the variance matrix S by S[diag r|] = diag(ST).

As in [DSs] we consider the Ornstein-Uhlenbeck flow

- 1 ~ -
dH, = 3 (Hy — A)ds + $12[d8,], Y[R = gEWTr WR, Hy=H, (58)

which preserves expectation and self-energy operator S. Since we consider real symmetric
H, the parameter 3 indicating the symmetry class is 8 = 1. In (5.8) with B € RV*V we
denote a real symmetric matrix valued standard (GOE) Brownian motion, i.e. (B,);; for
i < jand (By);/V/2are independent standard Brownian motions and (B,)j; = (Bs)s;. In
case H were complex Hermitian, we would have 8 = 2 and dB would be an infinitesimal
GUE matrix. This was the setting in [DSs]. The OU flow effectively adds a small Gaussian

component of size /s to H. More precisely, we can construct a Wigner-type matrix Hy,

satisfying Assumptions (5.A)—(5.C), such that, for any fixed s,
Hy, = Hy,+esU,  S;=38 — csSEOF, EH, = A, U~ GOE, (59)

where U is independent of H,. Here ¢ > 0 is a small universal constant which depends on
the constant in Assumption (5.B), S; is the self-energy operator corresponding to H, and
SCOE[R] .= (R) + R'/N. Since S is flat in the sense S[R] 2> (R) and s is small it follows
that also S; is flat.

As a consequence of the well established Green function comparison technique the k-
point function of H = Hy is comparable with the one of Hy as long as s < N~1/4=¢ for

some € > 0. Indeed, from (4.115) for any compactly supported test function F': RF — R,
we find

F(x)N*/4 [p,(jv’ (b+ =) —Bie (b + “’)} dz =0 (N, (510)

RE v N3/4 ol N3/4
where ]5?57) is the k-point correlation function of H s,and ¢ = ¢(k) > 0 is some constant.

It follows from the flatness assumption that the matrix Hj satisfies the assumptions of
the local law from Theorem 4.2.5 uniformly in s < 1. Therefore Corollary 4.2.6 implies that
the eigenvalues of H; are rigid down to the optimal scale. It remains to prove that for long
enough times s the local eigenvalue statistics of H -+ /csU on a scale of 1/yN3/4 around
b agree with the local eigenvalue statistics of the Gaussian reference ensemble around 0 at a
scale of 1/N3/4, By a simple rescaling Theorem 5.2.2 then follows from (5.10) together with
the following Proposition.

Proposition 5.3.1. Let t = N=V249 with some small wi > O and let t, be such that
te — t1| < N™Y2. Assume that HW and HW 2 gre Wigner-type matrices satisfying Assump-
tions (5.A)~(5.C) such that the scDOSs py 4., put. of HY + VEUWN and HW + \/L,UW

*We use the notation H™ and H™ since we denote the eigenvalues of H N and HW by A; and g
respectively, with 1 < ¢ < NN respectively.
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with independent U ()‘), UKW ~ GOE have cusps in some points ¢y, ¢, such that locally around
Cry T = A ,u, z‘/ye demiz‘ies Prt, are given by (5.2a) with~y = 1. Then the local k-point correlation
Sfunctions pk “ of HT + Vit U (") around the respective physical cusps by, of pre, 7 = 1,2,
asymptoz‘zcal/y agree in the sense

xr N, e
(){Nkﬂp;(”l)(m,tl-i—]w) NF/ApH) (bwl N3/4)]dm O (N—e®) .

Proof of Theorem 5.2.2. Set s = t1 /cf? and H( ) := 9 H, where c is the constant from (5.9)

and 0 ~ lisyetto be chosen. Note that HM) + \fU = 0(Hs++/t/6?U),and in particular

) + HiU = H,. Moreover, it follows from the sem1c1rcular flow analysis in Section

5.4 that for some t, w1th t. — t1] < N7Y2 the scDOS py 1, (\-) of H + /£../02U and

thereby also p) ¢,, the one of H® 4+ V/t.U, have exact cusps in ¢ /6 and c), respectively.

It follows from the 1/3-Holder continuity of the slope parameter, cf. [12, Lemma 10.5,
Eq. (7.5a)], that locally around ¢ /6 the scDOS of Hy + /t./6?U is given by

Rk

cor 09) =0 (0(5+)) = LT 1 ).

Whence we can choose 6 = y[1 + O(|t; — t. ]1/3 )] appropriately such that

pranten ) = B o ()]

and it follows that HW satisfies the assumptions of Proposition 5.3.1, in particular the slope
parameter of ™) +/£,U is normalized to 1. Furthermore, the almost cusp by ;, of ") +
ViU is given by by 4, = 0b with b as in Theorem 5.2.2.

We now choose our Gaussian comparison model. For o € R we consider the reference
ensemble

Uy = UM = diag(1,...,1,-1,..., 1) + 1 —aN-120 e RNV (5.1)

where U ~ GOE, with | N/2] and [IN/2] times 1 in the deterministic diagonal. An
elementary computation shows that for even IV and v = 0, the self-consistent density
of Uy, has an exact cusp of slope v = 1in ¢ = 0, i.e. it is given by (5.2a). For odd N
the exact cusp is at distance < N ! away from 0 which is well below the natural scale of
order N3/ of the eigenvalue fluctuation and therefore has no influence on the k-point
correlation function. The reference ensemble U, has for 0 # |a| ~ 1 a small gap of size
N—3/% or small local minimum of size N ~/4 at the physical cusp point [b| < &, depending
on the sign of aw. Using the definition in (5.11),let H (1) .= Up/2;, fromwhich it follows that
H® 4 \/t,U ~ Uy has an exact cusp in 0 whose slope is 1 by an easy explicit computation
in the case of even N. For odd N the cusp emerges at a distance of < N1 away from
0, which is well below the investigated scale. Thus also H (2) satisfies the assumptions of
Proposition 5.3.1. The almost cusp b, ;, is given by b, ;;, = 0 by symmetry of the density
Put; in the case of even N and at a distance of [b,, 1, | < N1 in the case of odd N. This fact
follows, for example, from explicitly solving the 2d-quadratic equation. The perturbation of
size 1/N is not visible on the scale of the k-point correlation functions.
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Now Proposition 5.3.1 together with (5.10) and s ~ N ~/27%1 implies that

NF1 N T e
e S0 o+ ) ok ()] =001

with @ = NV2(t, — t;), where p,g a)GOE denotes the k-point function of the comparison
model U,. This completes the proof of Theorem 5.2.2 modulo the comparison of py. a) GOE
with its limit by relating ¢, —¢; to the size of the gap and the local minimum of p via Lemma
4.5.1 (or (5.172)—(5.17¢) later) and recalling that 6 = v[1 + O( [t; — t*|1/3 )]

To complete the proof we claim that

T —c
/F {NWLPk N GOE <Ng,/4) —Pha" (90)} dz =0 (N7). (5:13)

The proof of (5.13) is a straightforward consequence of the proof of (5.12). Although for no-
tational simplicity we gave the proof for the case when H and U, are of the same dimension,
it works without any modification when their dimensions are only comparable, see Remark
5.5.2. This allows us to use (5.12) to compare, in a weak sense, the k-point correlation func-

4
tions of US") and Uo(f” N), say, with an effective error of order N=¢%). Applying this to a

sequence of ensembles UM with N, = (4/3)™, we find that p,(i\gtéOE, tested against a
fixed smooth function F', forms a Cauchy sequence in n. This proves the existence of the

limit in (5.13). O]

5.4 Semicircular flow analysis

In this section we analyse various properties of the semicircular flow in order to prepare
the Dyson Brownian motion argument in Section 5.6 and Section 5.7. If p is a probability
density on R with Stieltjes transform m, then the free semicircular evolution pf¢ = pEv/tps.
of p is defined as the unique probability measure whose Stieltjes transform m{¢ solves the
implicit equation

mi¢(¢) =m(C+tmif(¢)), CeH, t=>0. (5.14)

Here \/pq. is the semicircular distribution of variance ¢.

We now prepare the Dyson Brownian motion argument in Section 5.7 by providing
a detailed analysis of the scDOS along the semicircular flow. As in Proposition 5.3.1 we
consider the setting of two densities py, p,, whose semicircular evolutions reach a cusp of
the same slope at the same time. Within the whole section we shall assume the following
setup: Let py, p,, be densities associated with solutions My, M, to some Dyson equations
satisfying Assumptions (5.A)—(5.C) (or their matrix counterparts). We consider the free
convolutions py ; == p ABVpse, Put = pMEEI\/fpSC of px, pu, with semicircular distributions
of variance ¢ and assume that after a time ¢, ~ N~1/2T%1 both densities PAts Pt have
cusps in points ¢y, ¢, around which they can be approximated by (s.2a) with the same v =
Ya(te) = vu(ts). It follows from the semicircular flow analysis in Lemma 4.5.1 that for
0 <t < t, both densities have small gaps [e,;, e: ¢, 7 = A, pu in their supports, while for
t. <t < 2t, they have non-zero local minima in some points m,;, 7 = A, ;. We now
define the concept of interpolating densities following [122, Section 3.1.1].
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Definition 5.4.1. For o € [0, 1] define the a-interpolating density pqo ¢ as follows. For any
0< E<andr =\, ulet

+ +FE
W) dw, 0<t<t,
nr7t(E) = er,t ’
it E o j(w) dw,  te << 2t

be the counting functions and ©y 1, ¢ their inverses, i.e. nm(gomg(s)) = 5. Define now

Pat(s) = apxi(s) + (1 — a)pu(s) (5.15)

fors € [0, O.x| where Oyse ~ 1 depends on 0y and is chosen in such a way that pq 1 1s invertible.
We thus define ne, ¢ (E) to be the inverse of . 1(S) near zero. Furthermore, for 0 <t < t, set

eit = aef\ft +(1- oz)eit,
d
podlely + ) = ~—nos(E), E€0,6.] (5.5

dF
and fort > t, set
Myt = QM) ¢ + (1 — a)muvt,

d
pat(Mas + B) = apri(mrg) + (1= a)pue(mye) + monar(E), B € [=0:, 6]

We define poi(E) for 0 <t <t and E € [e,; — 0x, ¢, ;| analogously.

The motivation for the interpolation mode in Definition 5.4.1 is that (5.15) ensures that
the quantiles of p, ; are the convex combination of the quantiles of py ¢ and p,, 4, see (5.26¢)
later. The following two lemmas collect various properties of the interpolating density. Re-
call that py ¢ and p,, ; are asymptotically close near the cusp regime, up to a trivial shift, since
they develop a cusp with the same slope at the same time. In Lemma 5.4.2 we show that
Pa,t shares this property. Lemma 5.4.3 shows that p, ; inherits the regularity properties of
pxt and py, ¢ from [12].

Lemma 5.4.2 (Size of gaps and minima along the flow). Fort < t, andr = o, A, pu the
supports of pyy have small gaps [e, ¢\ | near ¢, of size

te — 1

Arei= el — e = (20)%( )3/2[1 +O((t — 1)),

Ari = Aui[14 O((te — 1)13)]

(5.172)

and the densities are close in the sense

(e £ w) = puslef £ w) |1+ O((t — ) 4 min{w!/? ‘”1/2}) (s517b)
Pri(€y £ W) = P =W * minqw "t — 1)1/ 5-17

SInvertibility in a small neighbourhood follows from the form of the explicit shape functions in (5.2b) and

(5.2d).
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Jor 0 < w < by Forty, <t < 2ty the densities py have small local minima w,.; of size

2 YIVE— L 1)2
Pr, t(mT t) [1 + O((t t*) )] ’ (5.17(:)
pri(myy) = Pu,t(mmt) [1+0((t—t)"?)]
and the densities are close in the sense
pr,t (mr,t + W) 1
P t(m 1, + w) B
S (5.17d)

:O((t—t*)1/2+min{(t—t*)1/4,W}+mm{(t_¢i)w’|w|1/3}>

@l

forw € [—0x,04). Here 8y, 04 ~ 1 are small constants depending on the model parameters in
Assumptions (5.4)—(5.C).

Lemma 5.4.3. The density po 1 from Definition 5.4.1 is well defined and is a 1 /3-Hélder contin-
uous density. More precisely, in the pre-cusp regime, i.e. fort < t, we have

1
heles )| S s (5.180)
Pty £ ) (pasles, £ 2) + A7)
Jor 0 < & < 0y Moreover, the Stieltjes transform my, 4 satisfies the bounds
Ima(es, £ 2)| S 1, (5.18b)

lo
‘ma,t(eiti(x"i‘y)) mat( :Eib)‘ ‘y|| g|yH 1/3
poct(ozt:t )(pat(atix)+A )

Jor|z| < 04/2, |y| K x. In the small minimum case, i.e. fort > t, we similarly have

1
/
m, ‘I—LU < - J9a
’pa,t( ot )‘ ~ pa7t(ma,t +£1:') (5 9 )
Sor || < 64 and
[Mat(Mat + )] S 1,
ly| [log |y|| (5.19b)

Mat(Mat + (2 +Y)) = Mar(Mar +2)| S 5~ — =
(Mo + (24 9)) = el +2)| S 27 =

Jor|z| < 0y and |y| < |z|.

Proof of Lemma 5.4.2. We first consider the two densities » = A, p only. The first claims in
(5.17a) and (5.17¢) follow directly from Lemma 4.5.1, while the second claims follow immedi-

ately from the first ones. For the proof of (5.17b) and (5.17d) we first note that by elementary
calculus

Wedge (1 + €)A) = Weqge(N) [1 + O (€)], Uin((1 4+ €)A) = Tpin(A) [1 4+ O (¢)]
so that
AV Wedge(w/Ars) = A Wedge(w/Aye) [1 +0((t — t)l/sﬂ

219



5. Cusp UniversaLiTy FOR Ranpom MaTtrices II: THe Rear SymmeTrIC CASE

220

and the claimed approximations follow together with (5.2b) and (5.2d). Here the exact cusp
case t = t, is also covered by interpreting 0'/3Woqqe(w/0) = w!/3/24/3.

In order to prove the corresponding statements for the interpolating densities pq, ¢, we
first have to establish a quantitative understanding of the counting function n,; and its
inverse. We claim that for r = o, A, i they satisfy for 0 < E < 6,,0 < s < §,, that

E3/2 1/9
oo E) ~ min { . B L pnals) ~max {94, 2000,

176’
o (5.200)
1/9 5.20a
pri(s) min {(p1/3(s) ‘P,\,/t (3)}
90/\,15(8) M 25 Ai/f

fort < t, and

Ny (E) ~ maX{E4/3, Epyi(my)}, ©r.t(s) ~ min {83/4, 8}
Prt(Myt)
(5.20b)

©r(s) 1/3 ©x(s) @3.4(s) }

=== ~min < ¢\ (s), ,
Pa(s) { M Pr (M) pi}tﬂ(mr,t)

fort > t,.

Proof of (5.20). We begin with the proof of (5.20a) for 7 = A, 1. Recall that the shape
function Vg, satisfies the scaling Al/S\I/edge(w/A) ~ min{wl/S, w1/2/A1/6}. We first
find by elementary integration that

q 1/3 wi/? _ 9q4/3 min{q,A}l/ﬁ _ min{qu}g/g ' q3/2 s
/0 winge' " 2 o = 12A1/6 ~ min{ 177547}

from which we conclude the first relation in (5.20a), and by inversion also the second relation.
Together with the estimate for the error integral for p,\ﬂg(e}tt +w) — puyt(e;t +w) <

min{w?/3, w/A}\{tg ,

q 6¢°/3 min{q, A}'/3 — min{q, A}> 2
. 2/3 w _bq q, q, ~ i q 5/3
/0 mln{w ,A1/3}dw = TNIE mln{A1/3,q }
we can thus conclude also the third relation in (5.20a).
We now turn to the case t > ¢, where both densities p) ¢, p,+ exhibit a small local
minimum. We first record the elementary integral

q 2 4/3 3 3 5/3 12 (( 5 . 313
/ (p+min{w1/3,w—5}> dw = C7omin{p”, g}*° + ap min{q, p*}
0 P 12p
43 qp}

for ¢, p > 0 and easily conclude the first two relation in (5.20b). For the error integral we

~ max{q

obtain

/Oq min{wl/g, C;j} [min{p1/2, Tj} + min{w1/3, C;;H dw ~ min{q5/3, f g

3
p’m}

from which the third relation in (s5.20b) follows. Finally, the claims (5.20a) and (5.20b)
for r = o follow immediately from Definition 5.4.1 and the corresponding statements for

r = A, p. This completes the proof of (5.20). O
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We now turn to the density p, ¢ for which the claims (5.17a), (5.17¢) follow immediately
trom Definition 5.4.1 and the corresponding statements for py; and p, ;. Fort < t, we
now continue by differentiating £ = ¢, ¢(n,+(E)) to obtain

1 1
+
p p ¢ +<p ,t(s)) — = (5-21)
at(Car + Pa Phi(s)  aph (s)+ (1 —a)g), ,(s)

_ « 11—« -1

- (p)\,t(ei_,t + ©oae(s)) i Pt (s + <Pu7t(8))>

N P/\,t(ej\r,t +oxi(s)) > !
(s + our(s) /)

= ey + ora(s) (a (-

from which we can easily conclude (5.17b) for 7 = « together with (5.17b) for r = )\ and
(5.20a). The proof of (5.17d) for r = « follows by the same argument and replacing ¢, by
m, . This finishes the proof of Lemma 5.4.2

Proof of Lemma §.4.3. By differentiating we find

pix,t(e(—)t,t + ¢a,t(s)) _ O“#)ﬁ,t@) +(1— a)goZ’t(s)

Pat(el; + Pau(s)) (w;’t(s) +(1- a)saL,t(s))2

) l A6+ orels))
pivt(ej{,t + oxe(8))

+(1-a)

PL,t(e,j,t + <Pu,t(5))]
pi,t(e;t + oui(s))

-2
y < « n 11—« >
PA,t(Q;;t + Pai(s)) Pu,t(e;t +pui(s)) 7

from which we conclude the claimed bound (5.18a) together with the fact that the densities
px and p,, fulfil the same bound according to [12, Remark 10.7], and the estimates from
Lemma 5.4.2. Similarly, the bound in (5.192) follows by the same argument by replacing eit
by mg ;. The bound |p'| < p~2 on the derivative implies 1-Hélder continuity.

We now turn to the claimed bound on the Stieltjes transform and compute

O el tw 0 eqy T W
Mo (¢, + 1) = Mj) dw + po‘i(AO‘t_) dw,
0 w—x —0x W at — &

out of which for z > 0 the first term can be bounded by

/5* pat( at _|_w /5* |w 1/3 Ox pa,t(e(it + x) dw
0 w — 2x w—

< o gl + 5. - |1/3
while the second term can be bounded by

’ 0 paleq; +w)

oA dw’ <100 = Aoy — 2|2 + | Ay + 2|3 log(Agy + )],
—O0x - Ot,t -

both using the 1/3-Holder continuity of p,¢. The corresponding bounds for z < 0 are
similar, completing the proof of the first bound in (5.18b).
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The proof of the first bound in (5.19b) is very similar and follows from

1/3
/5* |(.U—:E|/ do
5, w—=x
< 1.

~

Mgt (Mo +2)| S + / paip(Mas +) 4
[—6,0.]\[x—6x /2,240 /2] w—

We now turn to the second bound in (5.18b) which is only non-trivial in the case z >
0. To simplify the following integrals we temporarily use the short-hand notations m =
Met, e = e;rvt, P = Pat, A = Ay and compute

5. + 5. +
m(e++x+y)—m(e++x):/ p(e—i—w)dw_/ de
A, W—T Y —A-5. WX

where we now focus on the integration regime w > 0 as this is the regime containing the
two critical singularities. We first observe that

/5*—y p(e++w+y)d _/5* plet 4+ w) do
0

w—x w—T

% plet +w+y) — p(e++w)dw+/0 plet +w+y)
wWw—

dw+ O (y),

where the second integral is easily bounded by

0
ple+w+y) L. 413 (312 \=1/6 Yy
—~dw < — A” .
/y w— T W J}mln{y } p(e++x)(p(e++x)+Al/3)

We split the remaining integral into three regimes [0, /2], [z/2, 32/2] and [3z/2, ,]. In
the first one we use (5.18a) as well as the scaling relation p(e* +w) ~ min{w!/3 w!/2A~1/6}

to obtain
x/2 + _ +
// ple™ +w+y) —p(e —|—w)d <y/ 1 o
0 w— plet +w)(p(et +w) + Al/3)
1/2
ngin{w ,x1/3}N Yy < Yy .
x Al/6 max{z2/3, z1/2AV/6} ~ plet + z)(p(et + z) + AV/3)

The integral in the regime [32/2,6,] is completely analogous and contributes the same
bound. Finally, we are left with the regime [x/2, 3x/2] which we again subdivide into
[z —y,x + y] and [2/2,32/2] \ [z — y,x + y]. In the first of those we have

dw

/“y ple™ +w+y) —p(e’ +w)

T plet+wty) —plet +x+y) —plet +w)+ plet + )
B /x—y w—

< Yy

~ (et +z)(p(et + 2) + AL/3)

dw
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while in the second one we obtain

/ p(e++w+y)—p(e+—|—x+y)—p(e+—|—w)—|—p(e++x)dw
[x/2,32/2]\[x—y,z+y] w—
y / o
N — a4
~ opet + z)(p(et + z) + ALV3) Jiz/2,30/2\ [—y,2+4] o —al ™ dw
< y [log y|

~ op(et +2)(p(et +x) + AL/3)’

Collecting the various estimates completes the proof of (5.18b).
The second bound in (5.19b) follows by a similar argument and we focus on the most
critical term

dw

/5*/2 (m+w—i—y) —p(m—l—w)
50/2

</5*/2 / /if)p(erwzyi;p(erw)dw.

Here we can bound the middle integral by

/x+yp(m+w+y)—p(m+w)dw

T—y W=

_ /m+yp(m+w+y)p(m+x+y)p(m+w)+p(m+x)dw‘< ly|
w-a ACE)

while for the first integral we have

8+/2 w—x

Ty 1 1
Sy o < ool
pPm ) s fo—al % g+ )

’/f”ypm—kw—ky) (m+z+y)—p(m+w)+p(m+x)dw’

The third integral is completely analogous, completing the proof of (5.19b). O

5.4.1 Movement of edges and minima

For the analysis of the Dyson Brownian motion it is necessary to have a precise understand-
ing of the movement of the reference points eﬂft and m, ;,7 = A, u. For technical reasons it
is slightly easier to work with an auxiliary quantity m, ; which is very close to m, ;. Accord-
ing to Lemma 4.5.1 the minimum m,.; can approximately be found by solving the implicit
equation

My = ¢ — (t — ts) Rmy e (My ), m.; €R, r=A\p. (5.222)

The explicit relation (5.22a) is the main reason why it is more convenient to study the move-
ment of m; rather than the one of m;. We claim that m,.; is indeed a very good approxima-
tion for m,; in the sense that
~ 3/2+1/4 ~ 2 1/2
My = e S (6= 6)Y 2T Smyg(meg) = 78— 1) 2+ Ot — 1) (5.22b)

forr = A, p.
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Proof of (5.22b). The first claim in (5.22b) is a direct consequence of Lemma 4.5.1. For the
second claim we refer to (4.90) which implies

S u(frg) = (8 = )22 1+ O ((t = £)3[Sm o (f,)] )]

=Pt —t)?P+ Ot —t). O
For the t-derivative of e;’:t and m,.; we have the explicit relations

d
ae:t = —mpi(e;), 0<t<t, (5.22¢)

d _ -
amm = —%mr,t(mm) + 0O (t — t*) , b <t < 2t (522d)

Proof of (5.22¢) and (5.22d). 'The claim in (5.22¢) was already observed in the proof of Lemma
4.5.1. For (5.22d) we begin by computing the integral

ot (¢ + ) dp — / V3y4/3 \g;|1/3 + O( |x|2/3)
R

m; ¢ +1i :/ - - dx
LTI = L =y (e — in)? 53
_ 73 —|—(’)< —1/3)
- 3772/3 n ’

so that by definition m, +(2) = my4, (2 + (t — ti)m,+(2)) of the free semicircular flow,

d

T (my.1)

- ~ d - d -
= g, (B (8= 82)m (B)) | ot 1 (Fir) (8 = 1) ()

= (g O (€= )7 2)) [+ s + (¢ = ) )|

= 1(3@;) +0 ((t - t*)—l/z)) [cgmr,t(ﬁmr,t) + (t— t*)d%%mr,t(ﬁwr,t)]

2

= (5 * gm0 [1+0 (10 1))

Here we used (5.22a), (5.22b) together with (5.23) in the second step. The third step follows
from taking the t-derivative of (5.22a). The ultimate inequality is again a consequence of
(5.22b). By considering real and imaginary part separately it thus follows that

” 71+ 0 (=), s (i) = O (1)

e ~ N_ _ T
Smee(Wne) = 551 dt

dt
and therefore (5.22d) follows by differentiating (5.22a). d
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5.4.2 Quantiles

Finally we consider the locations of quantiles of p,; for 7 = a, A, v and their fluctuation
scales. For 0 < ¢t < t, we define the shifted quantiles 7, ;(¢), and for t, < t < 2t, the
shifted quantiles* ¥, ;(¢) in such a way that

7

'\yr,i(t) 7
’ /0 pri(Mys +w)dw = —

?r,i(t) +
/0 pr,t(er,t +w)dw = N’

Notice that for i = 0 we always have 7,.o(t) = ¥.0(t) = 0. We will also need to define the
semiquantiles, distinguished by star from the quantiles, defined as follows:

74 (@) N i—1 Sh0) i-1 .
/ pri(e), +w)dw = , / pri(mps +w)dw = , 1<i< N
0 s : N 0 ) ) N
and
O] i+ i Vri () i+ 3
/ pr,t(e:t'f_w) dw = N2 ) / Pr,t(mr,t+w) dw = N27 -N<i1<—1
0

(5-25)
Note that the definition is slightly different for positive and negative ¢s, in particular 7" €

[7i—1,7i] for i > 1 and 7 € [¥;,%i41] for i < 0. The semiquantiles are not defined for
1= 0.

Lemmas.4.4. For1 < |i| < N,r = a, A\, pand 0 < t < t, we have

il

Ar,i(t) ~ sgn(i) max{(N)3/4, (’;{')2/3(75* _ t)l/G} B {(i t z z 8

SO (5.26a)
~ ~ o Vil ~
Bri(t) = Fpus®) [+ O((t =)+ min{ 2T i)
while for t, <t < 2ty we have
. g liy 34 ~1/2
Fri(t) ~ sgn(i) mm{ <N) ) N(t* —t) }, (5.26b)

Tri(t) = Fui (O)[1 + O( (£ — )2 + min{ ( tj‘fg)j/zp Zf _(tt) SRORMIE

Moreover, the quantiles of pa.+ are the convex combination
Ya,i(t) = i) + (1 — a)ypui(t),  Ya,ilt) = afn(t) + (1 — ) Fpui(t).  (5.26¢)

Proof. 'The proof follows directly from the estimates in (5.20a) and (5.20b). 'The relation
(5.26¢) follows directly from (5.15) in the definition of the a-interpolating density. d

“We use a separate variable name ¥ because in Section 5.8 the name 7 is used for the quantiles with respect
to the base point m instead of m.
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5.4.3 Rigidity scales
The fluctuation scale 7)f (7) of any density function p(w) around 7 is defined via
T+nf (1) 1
plw)dw = =
/r—nfm N

for 7 € supp p and by the value 7¢(7) := n¢(7') where 7/ € supp p is the edge closest to 7
for 7 ¢ supp p. If this edge is not unique, an arbitrary choice can be made between the two
possibilities. From (5.26a) we immediately obtain for 0 < ¢ < ¢, and 1 <1i < N, that

1/9
A'r,/t 1 }
N2/3;1/3° N3/4;1/4

(t, —t)1/6 1

N2/3;1/3 ’N3/4i1/4}’ r=on A

nE (et + A ea(t)) ~ max{
(5-272)

~ max{

while for t, <t < 2t,,1 < |i| < N we obtain from (5.26b) that

1 1
Pr,t ~ i
, . t ~
" (mr,t + ,ym( )) mln{ Npr,t(mr,t)’ N3/4 ]i|1/4}

(5-27b)

. 1 1
Nmln{N(t_t*>1/2vN3/4|i|1/4}7 T—O[,)\,/L,

In the second relations we used (5.17a) and (5.17¢). For reference purposes we also list for
0 < 4,7 < N the bounds

‘A ,(t)_A '(t)]rvmax{ Ai,/tgli_ﬂ |i—j| } (5.28)
Tri Tr.j N2/3(i 4 §)1/3" N3/4(i 4 5)1/4 )’ 5
incase t < t, and
< < . i — jl i — jl
i(8) — i ()] ~ .
First) = Frg (2)] ~ oin {pr,t(mr,t)N’ N3/A (i + j)t/4 } (529)
in case t > t,. Furthermore we have
-1/3 :1/4
+ ~ . 1 1
ol 3 (0) ~ min{ T a7 (53
and
- 1:1/4
prit (W + 5 (8)) ~ max { pre(mre), o577 |- (53)

5.4.4 Stieltjes transform bounds

It follows from (5.17b) and (5.17d) that also the real parts of the Stieltjes transforms m ¢,
myt, My, are close. We claim that for 7 = A\, o, A € [0, 5] and 0 < ¢ < ¢, we have

[ (mrae +X) = mas(ef)) = (myaley + ) —myilet)]|

(5.322)
SN A 4 (= 0] log [l + (1 = )P 1(A < —A,..4/2),
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while for t, <t < 2t, we have

’%Kmrt m; + A) — mr,t(mr,t)) - (mu,t (Mt +A) — mu,t(muvt))} ’

(5.32b)
S MM (=2 (8 = ¥+ AP flog Al

Proofof (5.32). We first recall from Lemma 5.4.3 that also the density p,; is 1/3-Holder
continuous which we will use repeatedly in the following proof. We begin with the proof
of (5.32a) and compute for r = o, \, p

%[m,«t( Tt—i—)\) mr,t(ej_ )}

:/ )‘prt(rt dw+/ Apr(er s — w) dew. (533)
0 ( W+Art+>\)(w+Art)

For A > 0 the first of the two terms is the more critical one. Our goal is to obtain a bound
on

/0 (w—Nw [p%t(%: +w) = puey + w)} dw

by using (5.17b). Let 0 < € < A/2 be a small parameter for which we separately consider
the two critical regimes 0 < w < e and |A — w| < e. We use

pra(el, +w) Sw® and  pra(ef, +w) = pri(e, +A) + O (Iw - /\\1/3) (534)

for r = A, p, from the 1/3-Holder continuity of p,; and the fact that the integral over
1/(w — X) from A — € to A + € vanishes by symmetry to estimate, for r = A, 1,

€ )\ . B
/0 (w_)\)wﬂr,t(ej,t—kw)dw‘ 5/0 |w| 2/3dw§€1/3

and

pra(efs +w) B Pr,t(eit + W)] d

Ate
w 5/ |w—)\]72/3dw+e>\_2/3
w—A w A

—€

/)\-1—5
A—e

Next, we consider the remaining integration regimes where we use (5.17b) and (5.34) to

< /3 4 en3,

estimate

A—e A
/ m {Pr,t(e;ft +w)— pmt(e;t + w)} dw

N2 U3 /3 2/3 Aee \1/3(4 _ A\1/3 2/3
< / WP (te — )P+ w dw —l—/ ()\ (te — 1) n A )dw
€ A/2

w w—A w— A\

SAB((t = )13 4 A3 [log

and similarly

oo A . .
/A+ [CESE [Pr,t(e;ft +w) = pue(e, + W)} dw‘ S Al/g((t* — 1)+ )\1/3) |log €| .
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We now consider the difference of the first terms in (5.33) for = A, r and for A < 0 where
the bound is simpler because the integration regime close to A does not have to be singled

out. Using (5.17b) we find

w —

o0 A
/0 (7/\)0‘1 {p,«,t(ef{t +w)— p%t(e:’t + w)} dw’ < W2/3 + (s — t)1/3 |)\|1/3.

Finally, it remains to consider the difference of the second terms in (5.33). We first treat
the regime where A > —2 A, ; and split the difference into the sum of two terms

/Oo( Apri(e, — w) B Apri(e, s — w) ) dw
0 \(w+Ar+A)(w+ Am) (w+Aput+ M) (w+ Auy)

prt [2Art + 2w + |)‘|]
< |A| A,
< AMAr: = “’t’/ w+Art+)\) (W + Apy)?

|Art - ,ut| |Art A,u 1 1/3
< = S L < (b, — )3
~ Ai/tg (Ar,t + |)\‘)2/3 ~ ( ) | |

and

/°°< Apr(en —w) B APt w) >dw
0 \(WwH+AL+N(wH+AL) (WH+Au+A)(w+Auy)
SIAPP A (= )P INE
Here we used prt(e,; —w) S wl/3 as well as (5.17a) for the first and (5.17a),(5.17b) for the
second computation. By collecting the various error terms and choosing € = A? we conclude
(5.32).
We define  := —A— A, ;. Then we are left with the regime A\ < — %Am or equivalently
K > _iAr,t and use
mr,t@v—«'—,t +A) = mr,t(e:t) = (mht(er_,t —K) — mr,t(er_,t)) + (mr,t(er_,t) - mr,t(eit)) )
as well as
(e, +X) = my(ef ) = (mp(e, — k4 A — Ary) —my(e,, — k)
+ (mpi(e,, — k) — mM7t(eu,t)) + (mypa(e,:) — mu,t(e,it))

in the left hand side of (5.32a). Thus we have to estimate the three expressions,

‘?R{(mr,t(eﬁt —K) — mr,t(e;t)) — (mu,t(e;t —K) — mmt(e;t))} ’ , (5.352)
R (mnater) = mralef)) = (mualee) = mualef)]] (535b)
‘?R{m“ t(e — K+ Ay —Ary) — myt(e, — /{,):| ‘ ) (5.35¢)

In order to bound the first term we use that estimating (5.35a) for k > — %Ar,t is equivalent
to estimating the left hand side of (5.32a) for A > —%Am, i.e. the regime we already con-
sidered above. This equivalence follows by using the reflection A — — A of the expectation
(cf. (5.7)) that turns every left edge ¢, into a right edge ¢ ;. In particular, by the analysis
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that we already performed (5.35a) is bounded by 161Y3 [|6]Y2 + (. — ¢)1/3] |log |k||. Since
|| < |\ this is the desired bound.

For the second term (5.35b) we see from (5.33) that we have to estimate the difference
between the expressions

/oo Ar7tpr7t(e:t + w) dw + /00 Antpr,t(e;t — w)
0 0

dw, 36
w(w+ Apy) w(w+ Apy) v (5:36)

for 7 = a, A, . The summands in (5.36) are treated analogously, so we focus on the first
summand. We split the integrand of the difterence between the first summands and estimate

(Art = Apt)pra(eh, +w) Ay
(WHArg)(w+Auy) wlw+ Ay
< A(w1/3 + (t* _ 75)1/3)
~ w2/3(w + A)

) (pT,t(e;"Zt + w) - pu,t(e:,t + w))

where A == A,; ~ A, ; and we used (5.17a), (5.17b) and the first inequality of (5.34). Thus

oo + o0 +
Ja B e GRS P P RN
0 0

ww+ Ary) w(w+ Ayy)

Since |A| 2 A this finishes the estimate on (5.35b).

For (5.35¢) we use the 1/3-Holder regularity of m,, + and (5.17a) to get an upper bound
AY3(t, — )19 < (t, — t)'1/18. This finishes the proof of (5.32a).

We now turn to the case of a small local minimum in (5.32b) and compute forr = a, A, p

and A # 0 that

A T rt+
%[mr,t(mnt + )\) — mﬂt(m’/‘,t)} — / M dw.

R (w—ANw

Without loss of generality, we consider the case A > 0 as A < 0 is completely analogous.
As before, we first pick a threshold € < A/2 and single out the integration over [—¢, €] and
[A — €, A + €]. From the 1/3-Hélder continuity of p,; we have, for r = A, p,

Prt(Mps W) = pra(mps +X) + O (]A = w|'?)

and therefore

‘/ prtmrt+w)d ‘5
—€

w_

[ ) g £ [l g 8

€
A w

Ate m Ate
/ p’fﬂt( T7t+w) dw S/ |w—)\‘_2/3dW§€1/3,
A A

e w—A e
/A+e prt(my s + w) dw| < €
A—e w A

We now consider the difference between p,.; and p,, ; for which we have
[r (Mt + W) = pa(mys +w)| S (8= ) ]/ (¢ = £)V* + (= )Y + w*?
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from (5.17d), (5.17¢) and the 1/3-Holder continuity of p, +. Thus we can estimate

—€ A—e€ o0 )\ - — ny .
H/ +/ + (P,\,t(m ,H—w) pﬂt(m ,H—w)) dw’
— € Ate (w—/\)w
—€ A—e SR\ 1/3 t—t, 1/4 t_t, 3/4 2/3
et
—00 € A€ |w_)\‘w

S Noge] [NV3(t = t) M4 4 (¢ — 1)¥4 4 223].

We again choose € = A? and by collecting the various error estimates can conclude (5.32b).

O

5.5 Index matching for two DBM

For two real symmetric matrix valued standard (GOE) Brownian motions %?‘% ‘BE”) €

RN*N wwe define the matrix flows

Ht(/\) — H()‘) + %?‘)) Ht(lu) — H(/J«) + %EM) (537)
In particular, by (5.37) it follows that

Ht(A) 4 g» VT, Ht(u) Ky =100 VW) (5.38)

for any fixed 0 < t < t;, where U™ and U are GOE matrices. In (5.38) with X Ly
we denote that the two random variables X and Y are equal in distribution.
We will prove Proposition 5.3.1 by comparing the two Dyson Brownian motions for the

eigenvalues of the matrices Ht(/\) and Ht(“ ) for 0 < t < ty, see (5.39)—(5.40) below. To do
this, we will use the coupling idea of [40] and [43], where the DBMs for the eigenvalues

of Ht(’\) and Ht(“ ) are coupled in such a way that the difference of the two DBMs obeys
a discrete parabolic equation with good decay properties. In order to analyse this equation
we consider a short range approximation for the DBM, first introduced in [79]. Coupling
only the short range approximation of the DBMs leads to a parabolic equation whose heat
kernel has a rapid off diagonal decay by finite speed of propagation estimates. In this way the
kernels of both DBMs are locally determined and thus can be directly compared by optimal
rigidity since locally the two densities, hence their quantiles, are close. Technically it is much
easier to work with a one parameter interpolation between the two DBM’s and consider its
derivative with respect to the parameter, as introduced in [40]; the proof of the finite speed
propagation for this dynamics does not require to establish level repulsion unlike in several
previous works [79, 77, 121]. However, it requires to establish (almost) optimal rigidity for
the interpolating dynamics as well. Note that optimal rigidity is known for Ht()‘) and Ht(“ )
from [DSs], see Lemma 5.6.1 later, but not for the interpolation.

In Section 5.6 we will establish rigidity for the interpolating process by DBM methods.
Armed with this rigidity, in Section 5.7 we prove Proposition s.3.1 for the small gap and the
exact cusp case, i.e. t7 < t,. Some estimates are slightly different for the small minimum
case, ie. tx < t; < 2t,, the modifications are given in Section 5.8. We recall that ¢,

is the time at which both Ht(j\) and Ht(f ) have an exact cusp. Some technical details on
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the corresponding Sobolev inequality and heat kernel estimates as well as finite speed of
propagation and short range approximation are deferred to the Appendix: these are similar
to the corresponding estimates for the edge case, see [41] and [122], respectively.

In the rest of this section we prepare the proof of Proposition 5.3.1 by setting up the
appropriate framework. While we are interested only in the eigenvalues near the physical
cusp, the DBM is highly non-local, so we need to define the dynamics for all eigenvalues. In
the setup of Proposition 5.3.1 we could easily assume that the cusps for the two matrix flows
are formed at the same time and their slope parameters coincide — these could be achieved
by a rescaling and a trivial time shift. However, the number of eigenvalues to the left of the
cusp may macroscopically differ for the two ensembles which would mean that the labels
of the ordered eigenvalues near the cusp would not be constant along the interpolation. To
resolve this discrepancy, we will pad the system with [V fictitious particles in addition to the
original flow of IV eigenvalues similarly as in [120], giving sufficient freedom to match the
labels of the eigenvalues near the cusp. These artificial particles will be placed very far from
the cusp regime and from each other so that their effect on the dynamics of the relevant
particles is negligible.

With the notation of Section 5.4, we let py 4, pp.+ denote the (self-consistent) densities
attime 0 < ¢t < ¢1 of Ht(/\) and Ht(“), respectively. In particular, py o = px and p,0 = pp,
where py, p, are the self consistent densities of H AN and H® and Pt Pu,t are their
semicircular evolutions. For each 0 < ¢ < t, both densities p ¢, p,,+ have a small gap,
denoted by [e) ;, e;:t] and [e,, 4, e;t] and we let

A= e;—,t — ey Ay = e/—i—,t — ¢
denote the length of these gaps. In case of ¢, <t < 2t, the densities p) ¢, p,,+ have a small
minimum denoted by my ; and m, ; respectively. Since we always assume 0 < ¢ < t; < 1,
both Ht()‘) and Ht(“ ) will always have exactly one physical cusp near ¢y and ¢, respectively,
using that the Stieltjes transform of the density is a Hélder continuous function of ¢, see
[12, Proposition 10.1].

Let iy and i, be the indices defined by

/eio iy —1 /“;,0 =1
o P N e Pu N

By band rigidity (see Remark 3.2.10) 7 and 7, are integers. Note that by the explicit expres-
sion of the density in (5.2a)-(5.2b) it follows that cN < iy, 4, < (1 — ¢)N with some small
¢ > 0, because the density on both sides of a physical cusp is macroscopic.

We let \;(t) and p;(t) denote the eigenvalues of Ht()‘) and Ht(“ ), respectively. Let
{B;} i€[=N,N]\{0} be a family of independent standard (scalar) Brownian motions. It is well

known [67] that the eigenvalues of Ht(/\) satisfy the equation for Dyson Brownian motion,
i.e. the following system of coupled SDE’s

2 1 1
d); = ‘/N dBiviyt1+ o > o (5.39)
i T
with initial conditions A;(0) = \;(H™). Similarly, for the eigenvalues of H, t(“ ) we have
2 1 1
dpi =\| = dBisi, 41+ Y dt (5.40)
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with initial conditions 1;(0) = ;(H®). Note that we chose the Brownian motions for
Ai and pii1i, i, to be identical. This is the key ingredient for the coupling argument, since
in this way the stochastic differentials will cancel when we take the difference of the two
DBMs or we differentiate it with respect to an additional parameter.

For convenience of notation, we will shift the indices so that the same index labels the
last quantile before the gap in py and p,,. This shift was already prepared by choosing the
Brownian motions for j1;, and \;, to be identical. We achieve this shift by adding IV "ghost”
particles very far away and relabelling, as in [120]. We thus embed A; and y; into the enlarged
processes {¥; }ic|— v, N\ {0} and {¥i }ic[— v, N]\{0}- Note that the index 0 is always omitted.

More precisely, the processes x; are defined by the following SDE (extended Dyson Brow-
nian motion)

2 1 1
dai = /= dB; + — dt,  1<Ji| <N, .
X N ’L+N;1‘Z’—1’j —|Z|— (541)

with initial data

—N?290 4N if — N <i< —iy
Aitiy (0) if 1—-iy<i<—1
Nitin—1(0)  if 1 <i<N+1—1iy
N2 LN f N+2—iy<i<N,

z;(0) =

and the y; are defined by

2 1 1
dyif\/NdBmLNZ

dt, 1< <N, (5.42)

with initial data

—N20 4N if —N<i<—i,
pivi, (0) if 1—17,<i<—1
fiti,—1(0) i 1<i<N+1-—4,
N?0 44N if N+2—i, <i<N.

vi(0) =

The summations in (5.41) and (5.42) extend to all j with 1 < |j| < N except j = i.

The following lemma shows that the additional particles at distance N2%Y have negligible
effect on the dynamics of the re-indexed eigenvalues, thus we can study the processes x; and
y; instead of the eigenvalues \;, f1;. The proof of this lemma follows by Appendix C of [120].

Lemma 5.5.1. With very high probability the following estimates hold:

sup sup  [ai(t) = i1 (8)] < NP
0<t<11<i<N+1—iy

sup sup |2i(t) — Nigay ()] < N7100)
0<t<1 1—iy i< N+1—iy

sup  sup  |yilt) = pagi,—1 (8] < N7
0<t<1 1<i<N+1—1iy,
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sup sup lyi(t) = pig, (£)] < N1,
0<t<1 1—ip, <i<N+1—iy,

sup =4, (1) S —N?C  sup zyyo 4, (1) > N2,

0<t<1 0<t<1

200 200
sup y—i, () S —N=",  sup yny2-4,(t) 2 N
0<t<1 0<t<1

Remark 5.5.2. For notational simplicity we assumed that H N and HW pave the same di-
mensions, but our proof works as long as the corresponding dimensions N\ and N,, are merely
comparable, say %NA <N, < %NA. The only modification is that the times in (5.37) need to be
scaled differently in order to keep the strength of the stochastic differential terms in (5.39)—(5.40)
identical. Furthermore, the number of additional "ghost” particles in the extended Dyson Brow-
nian motion (see (5.41) and (5.42)) will be different to ensure that we have the same total number
of particles, say 2N := 2N, after the extension. Hence, there will be N = N, particles added to
the DBM of the eigenvalues of H () and 2N o — N\ particles added to the DEM of H ()

We now construct the analogues of the self-consistent densities py ¢, py,¢ for the z(t)
and y(t) processes as well as for their a-interpolations. We start with p, ;. Recall py ; from
Section 5.4, and set

—iy

prelB) = pralB) + 3y 3 9B (1) + S wE-a) G

i=N+2—iy

for E € R, where 9 is a non-negative symmetric approximate delta-function on scale N1,
i.e. it is supported in an N ! neighbourhood of zero, [ = 1, [|¢| . < N and ||¢'||, <
N?2. Note that the total mass is Jg Pzt = 2. For the Stieltjes transform m ¢ of p; +, we have
sup,cc+ |ma,t(2)] < C since the same bound holds for py ¢ by the shape analysis. Note
that p) ; is the semicircular flow with initial condition py ;—o = px by definition, but p; ;
is not exactly the semicircular evolution of p, ¢. We will not need this information, but in
fact, the effect of the far away padding particles on the density near the cusp is very tiny.

Since p; ¢ coincides with py ; in a big finite interval, their edges and local minima near
the cusp regime coincide, i.e we can identify

+ +
Cot = Cxp Mgt = Myt

~

The shifted quantiles and semiquantiles ¥, ;(t), ¥z,i(t) and 45 ; (), 75 ;(t) of py ¢ are defined
by the obvious analogues of the formulas (5.24)—(5.25) except that r subscr1pt is replaced with
x and the indices run over the entire range 1 < |i| < N. As before, 7, 0(t) = ¢, . The
unshifted quantiles are defined by

Voi(t) =Fei(t) + ey, 0<t<te,  Yoilt) = Foilt) + may, b <t <21,

and similarly for the semiquantiles.

So far we explained how to construct p; ; and its quantiles from p) 4, exactly in the same
way we obtain py, ; from p,, ; with straightforward notations.

Now for any a € [0, 1] we construct the a-interpolation of p,; and p, ; that we will
denote by 7,. The bar will indicate quantities related to a-interpolation that implicitly de-
pend on «; a dependence that we often omit from the notation. The interpolating measure
will be constructed via its quantiles, i.e. we define

Vi(t) = Yei(t) + (L= )Yyi(t),  7i() = a9y (H) + (L= )y ;(H)  (544)
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for1 < |i] < N,0 <t < t,,and similarly for ¢, <t < 2t, involving ¥’s. We also set the
interpolating edges

G =, + (1-a)y,. (5-45)

Recall the parameter 6, describing the size of a neighbourhood around the physical cusp

where the shape analysis for py and p,, in Section 5.2 holds. Choose i(d) ~ N such that

Wm((;*)(t)‘ < J, hold for all 0 < ¢ < 2t,. Then define, for

7,67_1-(5*)@)‘ < 4, as well as
any I/ € R, the function

ﬁt(E) = pa,t(E) : 1(771‘(5*)@) JrEzr <FE
Vi) (1) + &) +% S w(E - —Fi(t), (5.46)

i(0x)<|i|<N

IA

where pq, ¢ is the a-interpolation, constructed in Definition 5.4.1,between py +(E) = pg.+(E)
and p,(E) = py(E) for |E| < 6,. By this construction (using also the symmetry of 1))
we know that all shifted semiquantiles of p, are exactly 7} (¢). The same holds for all shifted
quantiles 7, () at least in the interval [—d., d,] since here p, = pn,+ and the latter was
constructed exactly by the requirement of linearity of the quantiles (5.44), see (5.26¢).

We also record [ 5, = 2 and that for the Stieltjes transform 77,(2) of 5, we have

max  [m(2)] < C (547

(Re—f <36

forall 0 <t < 2t,. The first bound follows easily from the same boundedness of the Stieltjes
transform of p, . Moreover, T (2) is %—Hélder continuous in the regime ‘%z — Ej‘ ‘ < %5*

since in this regime p; = pa,; and po ¢ is %—Hélder continuous by Lemma 5.4.3.

5.6 Rigidity for the short range approximation

In this section we consider Dyson Brownian Motion (DBM), i.e. a system of 2N coupled
stochastic differential equations for z(t) = {2;(t) }{—n n)\ {0} of the form

dzi:\/ dB; + Zz_z dt, 1<I[i[<N, (5-48)
i J

with some initial condition z;(t = 0) = z;(0), where
B(s) = (B_n(s),...,B_1(s),Bi(s)...,Bn(s))

is the vector of 2NV independent standard Brownian motions. We use the indexing conven-
tion that all indices ¢, j, etc., run from — N to N but zero index is excluded.
We will assume that z;(0) is an a-linear interpolation of x;(0), y; (0) for some o« € [0, 1]:

zi(0) = 20, o) == awx;(0) + (1 — o)y (0).

In the following of this section we will refer to the process defined by (5.48) using z(t, @)
in order to underline the o dependence of the process. Clearly for o = 0,1 we recover
the original y(t) and z(t) processes, z(t,o« = 0) = y(t), 2(t,« = 1) = x(t). For these
processes we have the following optimal rigidity estimate that immediately follows from
Corollary 4.2.6 and Lemma 5.5.1:
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Lemma§.6.1. Let ri(t) = xi(t) orri(t) = yi(t) and r = x,y. Then, there exists a fixed small
€ > 0, depending only on the model parameters, such that for each 1 < li| < €N, we have

sup  [ri(t) = i ()] < N (34(2), (5-49)
0<t<2t,
forany & > 0 with very high probability, where we recall that the behavior of ™" (v (t)), with
r = x,y, is given by (5.27a).

Note that, by (5.17a), (5.17¢) and (5.27), for all 1 < |i| < e/N and forall 0 < ¢ < ¢, we
have that o

r,t N?

1 (1i(8) S

=
NS

li]

with r = x,y.
In particular, we know that z(0, a) lie close to the quantiles (5.44) of an a-interpolating
density p, = Py, see the definition in (5.46). This means that p, has a small gap [e¢], ¢]]

of size A, ~ ti/ 2 (i.e. it will develop a physical cusp in a time of order ¢,) and it is an a-
interpolation between p; o and py o. Here interpolation refers to the process introduced in
Section 3.5 that guarantees that the corresponding quantiles are convex linear combinations
of the two initial densities with weights v and 1 — o, i.e.

Vai = WVzyi + (1 — ) vy

In this section we will prove rigidity results for z(¢, o) and for its appropriate short range
approximation. Since the group velocity of the entire cusp regime is different for p, + and
Py.t, the interpolated process will have an intermediate group velocity. Since we have to

follow the process for time scales t ~ N ~2t1 much bigger than the relevant rigidity scale

N1 we have to determine the group velocity quite precisely. Technically, we will encode
this information by defining an appropriately shifted process Z(¢, o) = z(t, &) —Shift(¢, av).
It is essential that the shift function is independent of the indices ¢ to preserve the local
statistics of the process. In the next section we explain how to choose the shift.

5.6.1 Choice of the shifted process

The remainder of Section 5.6 is formulated for the small gap regime, i.e. for 0 < ¢t <
t«. We will comment on the modifications in the small minimum regime in Section 5.8.
To match the location of the gap, the natural guess would be to study the shifted process
zi(t, ) — ej,t where [e,, e;t] is the gap of the semicircular evolution p, ; of p, near the
physical cusp, and approximate z;(t, ) — ¢, by the shifted semiquantiles 77 ;(t) of p. ;.
However, the evolution of the semicircular flow ¢ — p ; near the cusp is not sufficiently well
understood. We circumvent this technical problem by considering the quantiles of another
approximating density p, defined by the requirement that its quantiles are exactly the a-
linear combinations of the quantiles of p, ; and p, ; as described in Section 5.5. The necessary
regularity properties of p, follow directly from its construction. The precise description
below assumes that 0 < ¢ < 2t,,i.e. we are in the small gap situation. For ¢, <t < ¢, an
identical construction works but the reference point ¢, is replaced with the approximate
minimum m,¢, for = x, y. For simplicity we present all formulas for 0 < ¢ < ¢* and we
will comment on the other case in Section 5.8.
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More concretely, for any fixed a € [0, 1] recall the (semi)quantiles from (5.44). These are
the (semi)quantiles of the interpolating density p = p; defined in (5.46) and let its Stieltjes
transform be denoted by @ = ;. Bar will refer to quantities related to this interpolation;
implicitly all quantities marked by bar depend on the interpolation parameter «, which
dependence will be omitted from the notation. Notice that 5, has a gap [¢; , ¢/ | near the
cusp satisfying (5.45). Initially at ¢ = O we have p,_q = p., in particular 7,(t = 0) =
7..i(t = 0) and eF = eF. We will choose the shift in the definition of the Z;(t, o) process
so that we could use ¥ () to trail it.

'The semicircular flow and the a-interpolation do not commute hence 7;(t) are not the
same as the quantiles 7, ;(t) of the semicircular evolution p, ; of the initial density p,. We
will, however, show that they are sufficiently close near the cusp and up to times relevant

for us, modulo an irrelevant time dependent shift. Notice that the evolution of 7, ;(¢) is
+

hard to control since analysing %’727,~(t) = —Rm. 1(72,i(t)) + Rm 4(e; ;) would involve
knowing the evolved density p, ; quite precisely in the critical cusp regime. While this nec-
essary information is in principle accessible from the explicit expression for the semicircular
flow and the precise shape analysis of p. obtained from that of p, and py, here we chose
a different, technically lighter path by using 7;(¢). Note that unlike 7, ;(¢), the derivative
of 7,(t) involves only the Stieltjes transform of the densities p, ; and p,,+ for which shape
analysis is available.

However, the global group velocities of 7(¢) and 7,(¢) are not the same near the cusp.
We thus need to define Z(t, @) not as 2(¢,a) — ¢ but with a modified time dependent
shift to make up for this velocity difference so that 7(¢) indeed correctly follows Z(t, «). To

determine this shift, we first define the function
B a) = R| = () + (1= a)mya(ey,) + ama(ed,)], (5.50)

where recall that 777, is the Stieltjes transform of the measure ;. Note that h*(t) = O (1)
following from the boundedness of the Stieltjes transforms m ¢, m, ¢ and My (E?' ). The

boundedness of m,, ; and m,, ; follows by (5.14) and ‘mt(éj)‘ < C by (5.47).
We note that

Rt =0) = my,t(e;t) —my(e)) = my,t(e;t) — mt(e;t)

since for v = 0 we have e;t = ¢, by construction. At v = 0 the measure p, is given exactly
by the density p,; in an O (1) neighbourhood of the cusp. Away from the cusp, depending
on the precise construction in the analogue of (5.46), the continuous p,, ; is replaced by locally
smoothed out Dirac measures at the quantiles. Similar statement holds at & = 1. It is easy
to see that the difference of the corresponding Stieltjes transforms evaluated at the cusp

regime is of order N1, i.e.
K (t,a=0)+h*(t,a=1)=0 (N_l) . (5.51)
Since later in (5.132) we will need to give some very crude estimate on the a-derivative

of h*(t, ), but it actually blows up since T} is singular at the edge, we introduce a tiny
regularization of h*,i.e. we define the function

R (t, a) = 3%{ — (e + iN‘lOO) +(1- a)my,t(e;t) + ozmw,t(e;“,t)}. (5-52)
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Note that by the $-Holder continuity of T in the cusp regime, i.e. for z € H such that
‘ﬂ?z —ef ‘ < %*, it follows that

K (t,a) = h*(t,a) + O (N—30) :
Then, we define
h(t) = h(t,a) = K (t,a) — ah™(t,1) — (1 — a)h*™(t,0) = O (1)

to ensure that

In particular, we have
Bt a) = R| =T (&) + (L - a)mya(ef,) + ameu(f )| +O (V7). G)
Define its antiderivative

t
H(t, ) ::/ h(s,a)ds,  H(0,a)=0,  max |[H(t,a)| S N~V2Fe,
0

0<t<t«

Now we are ready to define the correctly shifted process

Zi(t) = Zi(t, ) == zi(t) — [oze;t +(1- a)e;t] —H(t,a), (5-54)

that will be trailed by 7;(t). It satisfies the shifted DBM
- 2
dz; =4/ I dB; +

D(t) :== P, (t) = a%mx,t(e;t) +(1- a)?Rmth(e;t) — h(t, o), (5.56)

and with initial conditions z(0) := 2(0) — ¢} by (5.45) and H (0, &) = 0. The shift function
satisfies

1 1

N#izi—zj

+ <I>a(t)] dt (5.55)

with

o (t) = R ()] + O (N7). (5.57)

Notice that for @ = 0,1 this definition gives back the naturally shifted z(¢) and y(t)
processes since we clearly have

Z(t,a=1)=2(t) = x(t) — ¢ Z(t,a = 0) = gy(t) = y(t) — ¢

x,t

that are trailed by the shifted semiquantiles

Tilta=1)=7;,(t) =751 — ey Ti(ta=0)=7,,(t) =7,,(t) — e

As we explained, the time dependent shift H (¢, &) in (5.54) makes up for the difference
between the true edge velocity of the semicircular flow (which we do not compute directly)

and the naive guess which is d% [ae;t +(1 -« e;" ¢] hinted by the linear combination

procedure. The precise expression (5.50) will come out of the proof. The key point is that this
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adjustment is global, i.e. it is only time dependent but independent of % since this expresses
a group velocity of the entire cusp regime.

In the following three subsections we prove an almost optimal rigidity not directly for
Zi(t) but for its appropriate short range approximation 2;(¢). This will be sufficient for the
proof of the universality. The proof of the rigidity will be divided into three phases, which

we first explain informally, as follows.

Phase 1. (Subsection 5.6.2) The main result is a rigidity for Z;(t) — 7,;(t) for 1 < |i| < VN
on scale N™1T0%1 without i-dependence in the error term. First we prove a crude
rigidity on scale N ~1/2+C%1 for all indices i. Using this rigidity, we can define a short
range approximation Z of the original dynamics z and show that z; and Z; are close
by N —10w for 1 < il < v/N. Then we analyse the short range process 2 that has
a finite speed of propagation, so we can localize the dynamics. Finally, we can directly
compare £ with a deterministic particle dynamics because the effect of the stochastic
term \/2/N dB;, ie. /t,/N = N=3/4tw1/2 « N=3/44Cw1 remains below the
rigidity scale of interest in this Phase 1.

However, to understand this deterministic particle dynamics we need to compare it
with the corresponding continuum evolution,; this boils down to estimating the differ-
ence of a Stieltjes transform and its Riemann sum approximation at the semiquantiles.
Since the Stieltjes transform is given by a singular integral, this approximation relies
on quite delicate cancellations which require some strong regularity properties of the
density. We can easily guarantee this regularity by considering the density p, of the
linear interpolation between the quantiles of p, ; and py ;.

Phase 2. (Subsection 5.6.3) In this section we improve the rigidity from scale N —1HCw1 o scale
N=1+5%1 for a smaller range of indices, but we can achieve this not for z directly,
but for its short range approximation z. Unlike Z in Phase 1, this time we choose a
very short scale approximation 2 on scale N4“¢ with w; < wy < 1. As an input, we
need the rigidity of Z; on scale N=1+0w1 for 1 < il < V/N obtained in Phase 1.
We use heat kernel contraction for a direct comparison with the y;(¢) dynamics for
which we know optimal rigidity by Corollary 4.2.6, with the precise matching of the
indices (band rigidity). In particular, when the gap is large, this guarantees that band
rigidity is transferred to the Z process from the ¥ process.

Phase 3. (Subsection 5.6.4) Finally, we establish the optimal i-dependence in the rigidity esti-
mate for Z; from Phase 2, i.e. we get a precision N~—1tew |i| /4. The main method
we use in Phase 3 is maximum principle. We compare Z; with y;_ i, a slightly shifted
element of the § process, where K = N¢ with some tiny . This method allows us
to prove the optimal i-dependent rigidity (with a factor N §“1) but only for indices
|i| > K because otherwise Z; and y;— x may be on different sides of the gap for small
i. For very small indices, therefore, we need to rely on band rigidity for Z from Phase
2.

'The optimal i-dependence allows us to replace the random particles Z by appropriate
quantiles with a precision so that

~ ~ “1 3 i
EE P [il% — 1511

34wl
J— J— _7+7
fyl—fyj’ NN 4 6
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Such upper bound on |Z; — Zj|, hence a lower bound on the interaction kernel B;; =
1Zi — Z; ]72 of the differentiated DBM (see (5.128) later) with the correct dependence
on the indices i, 7, is essential since this gives the heat kernel contraction which even-
tually drives the precision below the rigidity scale in order to prove universality. On
atime scale t, = N —3tw the /P — (°° contraction of the heat kernel gains a factor
N~15%1 with the convenient choice of p = 5. Notice that % > %, so the contraction
wins over the imprecision in the rigidity IV 6“1 from Phase 3, but not over N¢“! from
Phase 1, showing that both Phase 2 and Phase 3 are indeed necessary.

5.6.2 Phase 1: Rigidity for Zn scale N —3/4+Cw1,

'The main result of this section is the following proposition:

Proposition 5.6.2. Fix o € [0,1]. Let Z(t, o) solve (5.55) with initial condition Z;(0, &) satis-
fying the crude rigidity bound for all indices

Z:(0, ) — 7 (0)| < N~1/242w1 <8
1?&?5'%( o) =7 (0)] S (5-58)

We also assume that
Iz 0l + Iy ol + (&) < C. (5.59)

Then we have a weak but uniform rigidity

sup  max |5t ) — ()| < N~/ o
Ostgt* 1§|i\§N| i(t,a) =7 ()] < , (5.60)

with very high probability. Moreover, for small |i|, i.e. 1 < |i] < iy, with iy = N1/2+C*w1for
some large C, > 100, we have a stronger rigidity:

NC’w1

sup max |z(t, ) =7 ()| < max |Z(0,a) —F(0)] +

_— (5.61)
0<t<t, 1<[i[<ix 1<]i| <2 N3/4 5

with very high probability.

In our application, (5.58) is satisfied and the right hand side of (5.61) is simply N —+C

since

_ NENT
Zi(0,0) =7;(0) = a(@i(0) —72,i(0)) + (1 =) (¥i(0) —,:(0)) = O <J\W> , (5.62)
i
for any £ > 0 with very high probability, by optimal rigidity for x;(0) and ;(0) from
Corollary 4.2.6. Similarly, the assumption (5.59) is trivially satisfied by (5.47). However, we
stated Proposition 5.6.2 under the slightly weaker conditions (5.58), (5.59) to highlight what
is really needed for its proof.
Before starting the proof, we recall a formula on the derivative of the (shifted) semi-

quantiles of a density which evolves by the semicircular flow:

d ~k *
&’Yi,r(t) = _%mﬁt(%ﬂ,i(t)) + %mr,t(e;ﬂtt)a r=,y. (563)
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'This formula is well known, it follows from differentiating the quantile equation

75 () Ve i—3 ,
/e; pro(B)dE=""Z >0
that, using the notation v := 7 ,.(t), gives
' L [ E)dE
v = _7/ P
p(y) Jet

using that p(e™) = 0. In the previous equality we denoted the time derivative d% by dot.
We also recall that from the defining equation (5.14) of the semicircular flow it follows that
the Stieltjes transform m = my(() of p; satisfies the Burgers equation:

1
m=mm' = §(m2)',
where prime denotes the d% derivative. Thus
1 v 1 1. (7
y=— S [ m(E)dE = — 70/ )(E)dE
5= gy 3 LBV =~ s [ )
1

= g3 = —Rm().

A similar formula holds for the time derivative of ¢™, giving (5.63).

Proof of Proposition 5.6.2. We start with the proof of the crude rigidity (5.60), then we in-
troduce a short range approximation and finally, with its help, we prove the refined rigidity
(5.61). The main technical input of the last step is a refined estimate on the forcing term.
These four steps will be presented in the next four subsections.

5.6.2.1  Proof of the crude rigidity:

For the proof of (5.60), using (5.63) twice in (5.44), we notice that

) =~ R (2 (0)) + Ry (e
(L= @) = Ry (0,4 (8)) + Fomga(e5)] = O.1)

since My ; and my, ; are bounded recalling that the semicircular flow preserves (or reduces)
the £°° norm of the Stieltjes transform by (5.14), so |[|[mz¢|| . < [[maoll,, < C, similarly
tor my, ;. This gives

75 (t) = 75 (0)] S N1/, (5.64)
Thus in order to prove (5.60) it is sufficient to prove

Hg(t7 a) - 5(07 a)”oo < N71/2+2w17 (5-65)

for any fixed a € [0, 1]. To do that, we compare the dynamics of (5.55) with the dynamics
of the y-semiquantiles, i.e. set

U = Uz(t, Oé) = gz(t) - ﬁ;,z(t%
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forall 0 < ¢t < t,.

Compute
du; = \/z dB; + (Bu); dt + F(t) dt (5.66)
with 1 fio f
E— i (5.67)
—— pn 5-67
N %;Z (zi = 2) (Vi — Yy i)
and
Z _ Ry o (7;3(8)) + [ R a(e,) = Ry a(e,)] = he).
N7 Vo = Vi

The operator B is defined on C2V and we label the vectors f € C2V as

f: (f*NJf*N#’l?"‘?f—laflw"7fN)7

, i.e. we omit the ¢ = 0 index. Accordingly, in the summations the j = 0 term is always
omitted since Zj, Z;j and 7, ; are defined for 1 < |7 < N. Furthermore in the summation
of the interaction terms, the j = ¢ term is always omitted.

We now show that

Hﬁ(t)Hoo <logN, 0<t<t" (5.68)

By the boundedness of 1, ¢, my ¢ and the 1/3-Holder continuity of 717, in the cusp regime,
it remains to control

72’\*( A*()S Z

i Vs =750~ Sy [l

<log N

since |, ; — 7, = cli — j| /N as the density py ¢ is bounded.
Let(s, t) be the fundamental solution of the heat evolution with kernel 13 from (5.67),
ie,forany0 <s <t

OU(s,t) = BOU(s,t),  U(s,s)=1.

Note that { is a contraction on every P space and the same is true for its adjoint U*(s, ).
In particular, for any indices a, b and times s, ¢ we have

Unp(s,t) <1, Uk(s,t) <1. (5.69)

By Duhamel principle, the solution to the SDE (5.66) is given by

w(t) = U(0, )u(0) + \/g /O "l(s.4) dB(s) + /0 s DF(s)ds,  (570)

where B(s) = (B_n($),...,B_1(s), Bi(s) ..., Bn(s)) are the 2N independent Brown-
ian motions from (5.48).
For the second term in (5.70) we fix an index 7 and consider the martingale

M, — \/z/otzaij(s,t)dBj(s)
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with its quadratic variation process

M]; = N/Z ’LJSt —/Hu*st

By the Burkholder maximal inequality for martingales, for any p > 1 we have that

2t

T?
E sup |M;|* <C,E <C,
0<t£T| ! (M7 PN

By Markov inequality we obtain that

T
sup |My| < Nf\lﬁ (5.71)
0<t<T

with probability more than 1 — N~ for any (large) D > 0 and (small) £ > 0.
The last term in (5.70) is estimated, using (5.68), by

/OtU(s t)F(s)ds

< tmaXHF H < tlog N.

This, together with (5.71) and the contraction property of B implies from (5.70) that
lu(t) = u(0)l|o S N7¥HH 4 tlog N g N~H/2H2
with very high probability. Recalling the definition of u and (5.64), we get (5.65) since

I1Z(£) = 2(0) o < [lu(t) — u(0)]] — %(O)Hoo < NV

'This completes the proof of the crude rigidity bound (5.60).

5.6.2.2 Crude short range approximation.

Now we turn to the proof of (5.61) by introducing a short range approximation of the dy-
namics (5.55). Fix an integer L. Let 2; = Z;(¢) solve the L-localized short scale DBM

c 2 1 1 1
dzi:\/;dBi—kN > dt+ | >

_Z .
J:li— z|<L J j:li—i[>L

1
Vi~

O(t)| dt  (5.72)

foreach 1 < |i| < N and with initial condition 2;(0) := Z;(0). Then, we have the following
comparison:

Lemmas.6.3. Fix « € [0, 1]. Assume that

Jna [5:(0,0) =7 (0)] S N—1/22e (5.73)

Consider the short scale DBM (5.72) with a range L = NY2HC11 qyith g constant 10 < Cy <
C,, in particular L is much smaller than i. Then we have a weak uniform comparison

su max |z (t, o (t,a)| < N~1/2+20 .
0<t<%* 1<‘ \§N| 1( ) ( ) )| ~ 9 (5 74)
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and a stronger comparison for small i.

sup  max |%(t a) — Zi(t, o) < N73/AHCw (5.75)
0<t<t, 1< <

both with very high probability.

Proof. For any fixed o € [0, 1] and for all 0 < ¢ < ¢, set w := w(t, ) = 2(t, ) — Z(¢t, o)
and subtract (5.72) and (5.55) to get

ﬁtw:élw+ﬁ',

where

PR S TR R N

S, 2. .3\ **_**_ .3

We estimate

o

i % -1+ 5 - 73] _ N7 1

7 =75~ %) 7 =7~ Z)]

1
< —

D

Jili—il>L

J:li—il>L

where we used the crude rigidity (5.60) (applicable by (5.73)), and we chose C in L =
N1/2+Cen large enough so that ‘72‘ —7;

for any |i — j| > L be much bigger than the

rigidity scale N~/2+241 in (5.60). This is guaranteed since
—% —k ~% % ~% ~k ”L - .7’ —
=7 = ain - A+ - ) A5 - A5 2 N RN
with very high probability. By this choice of L we have |z; — Zj| ~ |57 — 77| and therefore
1
. N—zt2 1
i Yi =75
J:lg—i|l>L : (576)
< NV S SNGOe <1 Vi< N
PRt L]

Since B; is positivity preserving, its evolution is a contraction, so by Duhamel formula,
similarly to (5.70), we get
120) = 2o = lw(t) oo < w(0)]|o + ¢ max | F(s)| S N2
with very high probability.
Next, we proceed with the proof of (5.75).
In fact, for 1 < |i| < 2i,, with i, much bigger than L, we have a better bound:

fl+2w1
2l NQT %—*2
Gili—i|>L v =75)
N2w1 1 L ) (577)
S Y g SNTTRATM N i <2,
g:li—i|>L | |i[*"" — 7] |
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which we can use to get the better bound (5.75). To do so, we define a continuous interpo-
lation v(t, B) between z and z. More precisely, for any fixed 5 € [0, 1] we set v(t,5) =
{v(t, B)i}_ as the solution to the SDE

2 1
/2 dB, + — P
dv; \/Nd 7’+Nj.jzl-:|<va‘—vj dt + O, (t) dt
15 o 5 ) (5:78)
+——= > ——dt+ = Y ———dt
N jilj—if>r 2T F Nj:\jfz'|>L Ti T

with initial condition v(t = 0,5) = (1 — 5)z;(0) + 52:(0). Clearly v(¢,8 = 0) = 2(¢)
and v(t, 5 =1) = 2(t).
Differentiating in 3, for u := u(t, ) = dgv(t, ) we obtain the SDE

du; = (B'w); dt + Fydt, with (Bf); ::% vy Aot

L )27
jiaer (i =)

with initial condition u(t = 0, ) = 2(0) — 2(0) = 0. By the contraction property of the
heat evolution kernel " of BY, with a simple Duhamel formula, we have for any fixed /3

o _ 3
sup [[u(t, )l o < t]| |, < N7V, (5:79)
0<t<ts«

with very high probability, where we used (5.76). After integration in 5 we get

, 0<t<t. (580)

o0

8
[o(t:8) =7 (Do < l0(£0) =7 Dl + /0 u(t, 8) df’

From (5.79) we have

Ié]
E|[ uft.)ds

0

P
B
< [(Bluesrdp s (VAP s
0
for any exponent p. Hence, using a high moment Markov inequality, we have

i

for any (large) D > 0 and (small) £ > 0 by choosing p large enough. Since v(t,0) = Z(¢),
for which we have rigidity in (5.60), by (5.80) and (5.82) we conclude that

/ " u(t. ) g

0

> N—1/2+§w1+5> <ND (5.82)

o)

_1
sup [|u(t, B) =7 ()]l S N2
0<t<t.

with very high probability for any 5 € [0, 1].
In particular L is much larger than the rigidity scale of v = v(¢, #). This means that

< N3t

[lvi = v = |77 = 7|
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1 1
and Z Il > Nz tCier 5 N2 ywhenever |i — j| > L, so we have

Vi — ’Y]

lvi — vl ~ 77 =75, li—jl > L. (5.83)

Since 4, is much bigger than L and L is much larger than the rigidity scale of v; (¢, 3) in the
sense of (5.83), the heat evolution kernel U/” satisfies the following finite speed of propagation
estimate (the proof is given in Appendix 5.B):

Lemma 5.6.4. With the notations above we have

sup (U +Up] < NP 1< i <., |p| > 2. (5.84)
0<s<t<tx

for any D if N is sufficiently large.
Using a Duhamel formula again, for any fixed /3, we have

ui(t) = ) Uup(0 +/ ZZ/{” s, 1) Fp(s)ds.

We can split the summation and estimate

@ <[ Y+ Y Ul w0 \+/ S+ > Ui (s, )lE(s)] ds.

[p|<2is  |p|>2is [p|<2is  |p|>2i.

For |i| < iy, the terms with |p| > 2i, are negligible by (5.84) and the trivial bounds (5.76)
and (5.79). For 1 < [p| < 2i, we use the improved bound (5.77). This gives

ui(t, B)l < max u;(0, B)| + N7¥/4Her = NTI ] <
1<]4|< 244
since u(t = 0, 5) = 0. Integrating from § = 0 to 8 = 1, and recalling that v(5 = 0) = Z
and v( = 1) = Z, by high moment Markov inequality, we conclude

_ . _3.4, ) )
) - 17 = = by
1Z:(t) — Zi(t)| S N~1F 1<i| <4

with very high probability. This yields (5.75) and completes the proof of Lemma 5.6.3.

We remark that it would have been sufficient to require that [2;(0) — 2;(0)| < N A
forall 1 < |j| < 2i, instead of setting 2(0) := Z(0) initially. Later in Section 5.6.3 we
will use a similar finite speed of propagation mechanism to show that changing the initial
condition for large indices has negligible effect. O

5.6.2.3 Refined rigidity for small |i|.

Finally, in the last but main step of the proof of (5.61) in Proposition 5.6.2 we compare
z; with 77 for small |i| with a much higher precision than the crude bound N —g+Cw
which directly follows from (5.74) and (5.60). Notice that we use the semiquantiles for
comparison since 7; € [¥,_1,7;] and 7} is typically close to the midpoint of this interval.
In particular, 5, (7 (t)) is never zero, in fact we have 7, (7% (t)) > ¢cN~'/3, because by band
rigidity quantiles may fall exactly at spectral edges, but semiquantiles cannot. This lower

bound makes the semiquantiles much more convenient reference points than the quantiles.
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Proposition 5.6.5. Fix o € [0, 1], then with the noz‘atiom above for the localized DBM %(t, o)
on short scale L = NY/2+HC1w1 quirh 10 < Oy <73 C defined in (5.72), we have
|(Zi(t, @) =7/ (1) = (2:(0, @) =77 (0)| < N3/ 1 < i <y (585)

where i, = N %+C*w1, with very high probability.

Combining (5.85) with (5.75) and noticing that

c . ~ ., NENT
21(0,04)—%'(0):Zi(oaa)—%'(o)zo< 3 ,1)
N1 |i]1

for any £ > 0 with very high probability by (5.62), we obtain (5.61) and complete the proof
of Proposition 5.6.2. O
Proof of Proposition 5.6.5. We recall from (5.63) that

d

7 (1) = al = R (075(0)) + R (e

+ (1= a)[ = Ry (7y3(8)) + Ry (e ,)].

(5.86)

Next, we define a dynamics that interpolates between Z;(¢, ) and 77 (), i.e. between
(5.72) and (5.86). Let 8 € [0,1] and for any fixed /3 define the process v = v(t,5) =
{vi(t, B)}._ v as the solution of the following interpolating DBM

1 1 1
m/ dB; +— dt+[3N > dt+ )| dt
J li— 2\<L Vi Y jili—i>r Vi T 75
d_, 1 1 .
+(L=B)| 7 )~ ———|dt, 1<[i|<N, (5.87)
J:li—i|<L Vi ’yj

with initial condition v;(0, 3) :== £2;(0) + (1 — 8)7;(0). Notice that

'Ui(taﬁ = 0) = Wj(t% Ui( 6 = 1) = zz( ) (5-88)

Here we use the same letter v as in (5.78) within the proof of Lemma 5.6.3, but this is now a
new interpolation. Since both appearances of the letter v are used only within the proofs of
separate lemmas, this should not cause any confusion. The same remark applies to the letter
u below.

Let u := u(t, ) = 0gv(t, B), then it satisfies the equation

du; = ,/ dB; + Y Bij(u; —u;)dt + F;dt,  1<[i| <N, (5.89)
J#i

with a time dependent short range kernel (omitting the time argument and the 5 parameter)

Li(li—jl< 1)

Bij(t) = Bij = — (i — ;)2

(5.90)
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and external force

= F(): §: %()+a%mﬂ«mxx

J
+(1- a)?Rmy,t(’yw(t)) —h(t,a), 1<|i] <N.

(5.91)

Since the density p is regular, at least near the cusp regime, we can replace the sum over j
with an integral with very high precision for small 7; this integral is ®m (et +77). A simple
rearrangement of various terms yields

1 1 _
[ﬂ?m( +7;) — N Z Vi 5| T (1—a)Dy; —aD,; +0O (N 1) , (5.92)
i lg# 7

with
Dy = §R[(m(?i_ +7;k) - m(?’_)) - (mT(Py:,i) - mr@i))]v r=a,Y,

where we used the formula for h from (5.53) and the definition of ® from (5.56). The choice of
the shift h was governed by the idea to replace the last three terms in (5.91) by Rm(et +77).
However, the shift cannot be 7 dependent as it would result in an i-dependent shift in the
definition of Z;, see (5.54), which would mean that the differences (gaps) of the processes z;
and z; are not the same. Therefore, we defined the shift 4(¢) by the similar formula evaluated
at the edge, justifying the choice (5.53). The discrepancy is expressed by D, ; and D, ; which
are small. Indeed we have, for r = z,y and 1 < |i| < 2i, that

Dyl < |R[(m(EH +37,) = 7(E)) = (my (e +77) = mi ()] |

+[mE + 77 - mE +77)

i — i

+ NTEmT 4
p(7;)? (5.93)

Bl [l + N [1og ||

S [<ﬂ>1/2+ <K7’>1/4N_6 ] (logN)+ N~ 5T

(li| /N) + ([i| /N)3/AN—5+er
(|s] /N)L/2

+ < N—i—l—Cwl’
where from the first to the second line we used (5.32a) and the bound on the derivative of
mm, see (5.18b). In the last inequality we used (5.26a) to estimate |7, < (|1l JN)3/ANCer
and similarly [3; — ;| in the regime |i| < i, = N 3701 fyrthermore we used that
p(75) > (li| /N)* and also | 7| > ¢/N, since a semiquantile is always away from the
edge.

LetU(s,t) be the fundamental solution of the heat evolution with kernel B from (5.90).
Similarly to (5.70), the solution to the SDE (5.89) is given by

u(t) =U(0,t)u + \/z/otbl(s, t)dB(s) + /OtZ/l(S, t)F(s)ds. (5.94)
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'The middle martingale term can be estimated as in (5.71). The last term in (5.94) is estimated
by

/ U(s, t)F(s)ds| <t max I F ()l - (5.95)

First we use these simple Duhamel bounds to obtaln a crude rigidity bound on v;(t, )
by integrating the bound on u

[vilt, §) — vit, B =0)| < B max |ui(t, 5] (5-96)
< max ||u(0, 8], + N~Y2Hwete 1< il <N,
B'€l0,1]

forany £ > 0 with very high probability, using (5.71), (5.94), (5.95) and that{ is a contraction.
Note that in the first inequality of (5.96) we used that it holds with very high probability by
Markov inequality as in (5.81)-(5.82). We also used the trivial bound

< ~
omax [[F(s)]lo < log L ~log N, (5-97)
which easily follows from (5.91), (5.93) and the fact that 77 (¢) — 7} (¢ )’ 2 |i—j|/N.
Recalling that v;(¢, 3 = 0) = 77 (¢) and u;(0, 5') = 2;(0) — 77 (0), together with (5.74)
and (5.60), by (5.96), we obtain the crude rigidity

vi(t,B) —Fi(t)| < N~2t21 1< |i| <N, (5.98)
i 59

with very high probability.

The main technical result is a considerable improvement of the bound (5.98) at least
for i near the cusp regime. This is the content of the following proposition whose proof is
postponed:

Proposition 5.6.6. The vector F' defined in (5.91) satisfies the bound

max [Fi(s)| < N7 1< Ji] < 2i.. (5-99)
S

Since 4, is much bigger than L = N 2TOI yith g large C'1, and we have the rigidity
(5.98) on scale much smaller than L, similarly to Lemma 5.6.4, we have the following finite
speed of propagation result. The proof is identical to that of Lemma 5.6.4.

Proposition 5.6.7. For the short range dynamics U = U B defined by the operator (5.90):

Sup  [Upils,t) + Usp(s, )] S NP, 1< [ <iuy [p| =20 (5100)
0<s<t<tx
Jforany D if N is sufficiently large. O

Armed with these two propositions, we can easily complete the proof of Proposition 5.6.5.
For any 1 < |i| < i, we have from (5.70), using (5.69), (5.71), (5.100) and that U/ is a con-
traction on £*° that

t
)] SN Sy 0]+ / > thys.0)|F3(o)]ds (5.101)

< N—3/4+wn+e -D
N~ + max |up(0 )I+tolglggg* nax [Fp(s)l + N7 max [|F(s) o
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The trivial bound (5.97) together with (5.99) completes the proof of (5.85) by integrating
back the bound (5.101) for u = Jdgv in 3, using a high moment Markov inequality similar
to (5.81)-(5.82), and recalling (5.88). This completes the proof of Proposition 5.6.5. d

5.6.2.4 Estimate of the forcing term.

Proof of Proposition 5.6.6. Within this proof we will use v; = 7,(¢), v, == ¥/ (t), p = Dy,
m = M and et = ¢ for brevity. For notational simplicity we may assume within this
proof that ¢ = 0 by a simple shift. The key input is the following bound on the derivative
of the density, proven in [12] for self-consistent densities of Wigner type matrices

C

PN o + &)

’IE‘ < Ox (5-102)

where A = A, is the length of the unique gap in the support of p = 7, in a small neighbour-
hood of size d, ~ 1 around ¢ = 0. If there is no such gap, then we set A = 0 in (5.102). By
the definition of the interpolated density 5, in (5.46) clearly follows that it satisfies (5.102)
by (5.4.3). Notice that (5.102) implies local Hélder continuity, i.e.

1(x) — p(y)| < min { |z —y|*/?, |z — y['/> A7/} (5.103)

for any x, y in a small neighbourhood of the gap or the local minimum.
Throughout the entire proof we fix an ¢ with 1 < |i| < 2i,. For simplicity, we assume
i > 0, the case i < 0 is analogous. We rewrite F; from (5.92) as follows

Fi=G1+G2+G3+ Gy (5.104)

with

Gi= ¥ /[ - *]p«c)dx, Gy = [ U

J— * —
1<fji<n = LT T

Vi 1 1
Gs= D /]1 [x—ﬁ R *] pLE) e

lj—i|>L Vi ,.Yj - %

1
Gy =—(1—-a)Dy; —aD,; + O (N) .

The term G4 was already estimated in (5.93). In the following we will show separately that
|Go| S N-V4 0 =1,2,3.

Estimate of G3. By elementary computations, using the crude rigidity (5.60), it follows
that )
N—2t2 1
GsIS—Fx— X e
Then, the estimate |G'3| S N 7 follows using the same computations as in (5.77).

Estimate of G>. We write

i d i — * i d
ng/j pz) x:/j '0(93)p(*%)dx—i—p(’y;“)/7 :1:* (5.105)

*
i-1 L= i—1 =7 Yie1 L=
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and we will show that both summands are bounded by CN~/%. We make the convention
that if ;1 is exactly at the left edge of a gap, then for the purpose of this proof we redefine
it to be the right edge of the same gap and similarly, if 7; is exactly at the right edge of the
gap, then we set it to be left edge. This is just to make sure that [y;_1, ;] is always included
in the support of p.

In the first integral we use (5.103) to get

Vi xT) — * . _ _
/ 7p( ) = rl3i) dz| < min {(%‘ - %’—1)1/37 (i — %‘—1)1/2A 1/6} =0 (N 1/4> .

T =
(5.106)
Here we used that the local eigenvalue spacing (with the convention above) is bounded by
A9
Vi — Vi1 S max {W? W} (5.107)
For the second integral in (5.105) is an explicit calculation
p(7;) / - = p(7;) log u (5.108)
Yie1 T % Vi — Yi-1
Using the definition of the quantiles and (5.103), we have
1 i
= d
N p(x)dz
= p(3) (3 = 7i-1) + O (min { |57 = 71 |*®, I — w2 A7},
and sirnilarly
n o : « _4/3 3/2 A~1/6
. = [ pta)dr=p:)0s =) + O (min { ot =1 i = ).

The error terms are comparable and they are O (N 1) using (5.107), thus, subtracting these
two equations, we have

3 |y —
» )4

/2 A-1/6}
P(%’) ‘

min { |7} — 7|
(v =) — (v —vi—1)| S thi =

Expanding the logarithm in (5.108), we have

* Yi d:L'
p(77) / ;
8

< ( f)’(/yi_’ﬂk)_(rygk_’yifl)‘
i T = !

v vie1
1/3

|1/2 1/6} < N4

§mln{\ﬁ—%| 7"71
as in (5.106). This completes the estimate
|Ga| < N4, (5.109)

Estimate of G1. Fix i > 0 and set n = n(i) as follows

n(i):==min{n €N ‘ min { [Vicn—1 — %], [Yien — % | } > CN_3/4} (5.110)
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with some small constant ¢ > 0.
Next, we estimate n(i). Notice that for i = 1 we have n(i) = 0. If i > 2, then we notice
that one can choose c sufficiently small depending only on the model parameters, such that

1
- < <2:Vxe Yien(i)—1s Yitn@)l, 12> 2. (5~IH)
2= 400) =1 )
Let
m(i) := max {mEN ES p(z) <2 :Vre [’yi_m_l,’y¢+m]},
2 P(%‘)

then, in order to verify (5.111), we need to prove that m(i) > n(i).
Then by a case by case calculation it follows that m(i) > ¢; |i| and thus

min { )z ma { ()7 a1 ()7 2 v

Yi—m(i)—1 — o Yi+m(i) — Vi
with some ¢1, c2. Hence (5.111) will hold if ¢ < ¢ is chosen in the definition (5.110). Notice

)

that in these estimates it is important that the semiquantiles are always at a certain distance
away from the quantiles.

Now we give an upper bound on n (i) when 7} is near a (possible small) gap as in the
proof above. The local eigenvalue spacing is

. A9 1
Yi— Y~ maX{Nz/g( )1/3 N3/4(; )1/4}

which is bigger than ¢cN—3/% if i < AY3N1/%, So in this case (i) = 0 and we may now
assume that i > A/3NY/4 and still i > 2.
Consider first the so-called cusp case when @ > N A3 in this case, as long asn < %2,

we have
n

Yitn = Vi W-

'This is bigger than eN=3/4if n > /4 thus we have n(i) < i1/4 in this case.

In the opposite case, the so-called edge case,i < N A*3 which together with the above
assumption i > AY3N1/4 also implies that A > N~3/%, In this case, as long as n < 34,
we have

. nAl/Q
Yidn — Vi ™~ N2/3;1/3°
'This is bigger than eN=3/4ifn > A~YVIN-Y12;1/3 S5 we have n(i) < A~YON-1/12;1/3 <
i1/3 in this case.
We split the sum in the definition of G, see (5.104), as follows:

G = / ] z)dx
1 2 i1 (=17 vf)p( )

1<]j—3|<L

z( ) )::Sl+82.

n(i)<|j—il<L  1<]j—i|<n(i)

(5.112)
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For the first sum we use [z — 77| < i — 77, [ — @] ~ |7 — ;|- Moreover, we have

1

PO —vi-1) ~ 7

from the definition of the semiquantiles. Thus we restore the integration in the first sum S

and estimate
1 Yi—n(i)—1 o0 dz
—00 Yitn(i) ‘I‘ - % |

< 1 1
Syl e
”Yzfn(z)fl Yi ’ |71+n(1) Yi ’

} < ON~V4,

In the last step we used the definition of n(3).
Now we consider Ss. Notice that this sum is non-empty only if n(i) # 0 In this case to
estimate Sa we have to symmetrize. Fix 1 < n < n(7), assume ¢ > n and consider together

Yi—n x — ¥ Yitn x — ¥
| @ de (@) da
Yi—n—1 (%‘ - ’Yifn)(x - %’) Vitn—1 (%’ - %‘+n)($ — % )

1 Yi-n g — ~F 1 Yitn x — ~F
- [T e e [
Vi~ Vien Jvicn T Vi %Jrn Yign—1 L TV

1 1 1 Yien z)d Yitn r)dx
1 . [ ey e pl)de
N Yien—1 L — ’Yi Yi+n—1 T — ’Yz‘

NIy = % = Ym
— Bi(n) + Ba(n). (513

|+

We now use £-Holder regularity

p() = p(07) + O (= = 71*) .

‘We thus have
Yi—n Yi 1 fy Yi+n (i) dx
> / = > () 10g71n -+0 / <12/3
n<n(i) Yi-n—1 n<n(i) Vi fyl Yi—n(i)—1 |CIJ — % |

and similarly

Yitn Yitn Vi Yitn(i) dx
o LT RS O L
;) Yi

n<n(z) Yitn—1 L= n<n(i itn T ’YZ i—mn (i) "I - ’Y ’

The error terms are bounded by CN~1/4 using (5.110) and therefore we have

= ) [1og H—dizn=l _ joq Jitn =00 _y
Baln) = 2L 1 o (N
ng@) 2(n) ngzn(i)p(%)[ og Ty - o %} n ( )

— Z p(7F) [log Ji — Yizn—1 '_ %7";1 + log 7%];”71 _ i } + O (N_1/4> .
n<n(i) Yi+n — V; Vi — Yi-n
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We now use the bound

lp(z) — p(4)] S p(V)2 + p(ﬁ)Al/y T € [’Yi—n(i)—17%+n(i)],

which follows from the derivative bound (5.102) if € in the definition of i, = €N is chosen
sufficiently small, depending on § since throughout the proof 1 < |i| < 2i, and n(i) < ix.
Note that

2= /% p(x)dx = p(;)[vi — Yi-n] + O < [rin = i1 ) (5.114)
N ) ' p(F)? + p(y;)AL/3

'Thus, using (5.114) also for ;4 — s, equating the two equations and dividing by p(;),

we have )
Win — ] )

i—n

Vi = Vien = Vitn =% + O ; ;
i i—n i+n i <p(’7i )3_|_p(,)/i )2A1/3

Similar relation holds for the semiquantiles:

(5.115)

Ve, — ) )

Lo p(VF)® + p(y;)2Al/3

and for the mixed relations among quantiles and semiquantiles:

* * h’z—n — 7:‘2 )
Y = Yien = Yitn—1—7% + O " ¥
i i—n i+n i <P(’7¢ )3 + P(%’ )2A1/3

’7i—n - 7:|2
(v7)3 4 p(vp)2Al/3

Thus, using v — Vi—pn—1 ~ Yitn — Y, We have

*

i

Yien—-1 = Yiqn — ¥ +O (p

p(7;) .
Yi+n — V;

< P0) ( i—n-1 =71 )

~ Yien =95 \p()P + p(r})2AL3
[Yien—1 — ¥}

p(F)? + p(yf) AL/

Using n < n(i) and (5.110), we have |;_n,_1 — 7| < N~3/%. The contribution of this term
to Y, Ba(n) is thus

~

_ 1 n(i)N—3/4
N3/ < : 116
nﬁzn:(i) PO+ p(7)AYE T p(3])? + p(yp )AL 519

In the bulk regime we have p(yf) ~ 1 and n(i) ~ N'/4 so this contribution is much
smaller than N—1/4,

In the cusp regime, i.e. when A < (i/N)3/4, then we have v} ~ (i/N)3/* and p(v}) ~
(i/N)'/*, thus we get

n(i)N—3/4 n(i) N—3/4

(5.116) < < MR
d p(V)? + p(y;)AL/3 p(7})?

5 N71/4n(i)2‘71/2 S N71/4
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since n(i) < il/4,
In the edge regime, i.e. when A > (i/N)3/4, then we have 7 ~ Al/g(i/N)2/3 and
p(F) ~ A=Y /N)Y/3, thus we get

n(i)N‘3/4 - n(i)N‘3/4 - n(i)N—5/12 N—5/12

< N—1/4
p(Y)? + (V)AL = p(yp)AVE ™ AT A9

(5.116) <

since (i) < i'/3 and A > N—3/%, This completes the proof of 3_,, Ba(n) < N~V/4,
Finally the }°,, B1(n) term from (5.113) is estimated as follows by using (5.115):

Z%[ 1 n 1 }

* * * *
n Yi =™ Vien—1 Vi T Yitn-1

_ Z 1 1 < (% — Yien—1)? ) n(7)
w N OF =) (i le(n) + AVR) T Np(p)?[e(y;) + AV
In the bulk regime this is trivially bounded by CN~3/4. In the cusp regime, A < (i/N)3/4,
we have . . .
n(i) _onl) )
Np(yi)2[p(vf) + AY3] = Np(vf)? ~ NY/43/4 ~
since (i) < i'/4.
Finally, in the edge regime, A > (i/N)3/4, we just use

n(i) L) )
Np(yi)2lp(f) + AY3] = Np(yf)2 A3~ N1/4s/4

sincen(i) < i'/3. This gives 3°,, B1(n) < N~/4, Together with the estimate on 3°,, Ba(n)
we get |Sa| S N~1/4 see (5.112) and (5.113). This completes the estimate of G in (5.104),
which, together with (5.109) and (5.93) finishes the proof of Proposition 5.6.6. O

5.6.3 Phase 2: Rigidity of 2 on scale N~3/471/6 without i dependence

For any fixed a € [0, 1] recall the definition of the shifted process Z(¢, ) (5.55) and the
shifted a-interpolating semiquantiles 7} (¢) from (5.44) that trail z. Furthermore, for all
0 < t < t. we consider the interpolated density p, with a small gap [¢; , ¢/ ], and its
Stieltjes transform 77;. In particular,

+

o= aeit + (1 —a)e,.

We recall that by Proposition 5.6.2 and (5.62) we have that

sup  max [%(ta) —7;(1)] < N73HO, (s.117)
0<t<t, 1| <ix

holds with very high probability for some i, = N g0,

In this section we improve the rigidity (5.1r7) from scale N ~17Cw1 t6 the almost op-
timal, but still i-independent rigidity of order N —1T% 1 but only for a new short range
approximation Z;(t, a) of Z;(, ). The range of this new approximation /4 = N4 with
some wy < 1 is much shorter than that of Z;(¢, @) in Section 5.6.2. Furthermore, the result

will hold only for 1 < |i| < N4et01 for some small §; > 0. The rigorous statement is in
Proposition 5.6.9 below, after we give the definition of the short range approximation.
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5.6.3.1 Short range approximation on fine scale.

Adapting the idea of [122] to the cusp regime, we now introduce a new short range ap-
proximation process Z(t, «) for the solution to (5.55). The short range approximation in this
section will always be denoted by hat, Z, in distinction to the other short range approxima-
tion Z used in Section 5.6.2, see (5.72). Not only the length scale is shorter for Z, but the
definition of Z is more subtle than in (5.72)

The new short scale approximation is characterized by two exponents wy and w4. In

particular, we will always assume that w; < wy < wa < 1,where recall that t,, ~ N —gtwr
is defined in such a way p, has an exact cusp. The key quantity is £ :== N“* that determines
the scale on which the interaction term in (5.55) will be cut off and replaced by its mean-field
value. This scale is not constant, it increases away from the cusp at a certain rate. The cutoff

will be eftective only near the cusp, for indices beyond %*, with i, = N 3+Cw1 , no cutoff is
made. Finally, the intermediate scale N“4 is used for a technical reason: closer to the cusp,
for indices less than N“4, we always use the density p, ; of the reference process y(t) to
define the mean field approximation of the cutoff long range terms. Beyond this scale we
use the actual density 7,. In this way we can exploit the closeness of the density p, to the
reference density p, ¢ near the cusp and simplify the estimate. This choice will guarantee
that the error term (p in (5.127) below is non zero only for |i| > N“4.
Now we define the Z process precisely. Let

A= {3) i -1 < t00 + i+ 119} o {6y il > S )

One can easily check that for each i with 1 < |i| < % the set {j : (4, ) € A} is an interval
of the nonzero integers and that (¢, j) € Aifand only if (4,4) € A. For each such fixed i we
denote the smallest and the biggest j such that (7, j) € A by j_(i) and j4(7), respectively.
We will use the notation

A,(@) ‘
SIEID SRS SR i
J j:(i,j)EA J J:(6,5) ¢ A

Assuming for simplicity that i is divisible by four, we introduce the intervals
To(t) = [T _osa (8), 7 (8)] (s.118)
4 4
and for each 0 < |i| < % we define

Z.i(t) = [F;_ ) (), V0 (D] (5.119)

Forafixed o € [0,1] and N > [i| > & we let

dzi(t,a) =/ = dB; — — —

alt ) N + N Z Zi(t,a) — Z(t, o)
! (5.120)
1 A€ (1)
+ EJ: AT S + @, (t) | dt
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for 0 < |i| < Nwa

A, (@)

2 1 1
d/\i t, - \/>de — — _
zZi(t, a) N + N ZJ: Zi(t, o) — Z(t, @)
(E +¢,) (5.121)
Pyt (L + ey .
S _F EHR dt
" ‘/Iyy’i(t)c /’Z\Z(ta Oé) - E + [my7t(ey7t)] 9
and for N“4 < |i| < ix
A, (1) B N
~ 2 1 1 5 (E e )
( ) N N ; Zi(t7 a) - Z](t) Iz,i(t)cmjz(t) Zi t, a) _ E
+ 3 ! +du(1)| dt (5.122)
N 3 gz(t, Oé) — ZJ (t7 a) a ’ 5.122
IJIZZZ*
with initial data
z(0,a) = %(0,q), (s.23)

where we recall that Z;(0, ) = aZ;(0) + (1 — a)y;(0) for any o € [0, 1]. In particular,
Z(t,1) = z(t) and 2(t,0) = y(t), that are the short range approximations of the Z(t) =
x(t) — e;t and y(t) :== z(t) — e;t processes.

Using the rigidity estimates in (5.60) and (5.117) we will prove the following lemma in
Appendix 5.C.

Lemma 5.6.8. Assuming that the rigidity estimates (5.60) and (5.117) hold. Then, for any fixed
a € [0, 1] we have

_ NCw1
sup  sup [t ) — Zi(t,)| <~ (5124)
1<[i| <N 0<t<t. N1

with very high probability.

In particular, since (5.60) and (5.117) have already been proven, we conclude from (5.117)
and (5.124) that

NC’w1
sup [Zi(t, o) =7 ()| < ——, 1< i <y, (5.125)
0<t<ty N1

for any fixed a € [0, 1].

Now we state the improved rigidity for z, the main result of Section 5.6.3:

Proposition 5.6.9. Fixanya € [0,1]. There exists a constant C > 0 such that if 0 < 61 < Cwy
then

NENT
sup |Z(ta) - T,()| S —ur) 1< i < Nt (5.126)
0<t<ty Nz

Jor any & > 0 with very high probability.
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Proof. Recall that initially 2;(0, «) is a linear interpolation between Z;(0) and y;(0) and
thus for 2;(0, «) optimal rigidity (5.62) holds. We define the derivative process

w;(t, ) = 0a2i(t, o).
In particular, we find that w = w(t, c) is the solution of
dw=Lw+ ¢, L=B+V, (5.127)

with initial data
w;(0, ) = 2;(0) — 7;(0).

Here, for any 1 < |i| < N, the (short range) operator B is defined on any vector f € C2V

as A7(l) 1 1
(Bf)i =Y Bij(fi — f;), Bij = —— (5.128)
J

N (Ei(t7 a) - 2j(t’ 0‘))2'

Moreover, V is a multiplication operator, i.e. (Vf); = V; fi, where V; is defined in different
regimes of 4 as follows:

E +
7,40 (Zit, @) — E)

(2 4T , (5.129)

Pt t . Ty

Vz‘:—/ 1t dF, NY4 < il < =
rtrng () ilt o) — EP =3

and V; = 0 for [i] > L The error term (Z-(O) = Ci(o) (t) in (5.127) is defined as follows: for

|li| > % we have

A°,

(o1 O 92, (t, ) — DaZilt, )

TN 2 Gl - 5ha)?

+ 00D (t) = Z1 + 00 Pa(t) (5.130)

for N¥4 < |i| < % we have

1 3 Oazj(t, o) — DaZi(t, @) alpy(E +)]

0 _ /
S (Zi(t, o) — Z(t, @))? T..teng.(t) Zi(t,a) — E

dE  (5.131)

|J|ZT*

p(E+7))
+ 80‘/ AidE—Faa(I)at ::Z _|_Z +Z _'_aa@at?
( Izl(t)cmjz(t)>z7; t,a) — E (t) 2 3 4 (t)

and finally for 1 < |i| < N“4 we have Ci(O) = 0. We recall that 7, ;(t) and J.(¢) in (5.131)
are defined by (5.119) and (5.118) respectively. Next, we prove that the error term ¢ ©) in
(5.127) is bounded by some large power of N.

Lemma 5.6.10. There exists a large constant C' > 0 such that

V)] < NC. (5.132)

sup max |(;

0<t<t, I<[i|<N
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Progf. By (5.56), it follows that
Da®a(t) = OuR[: (€ +iN 1] + n*™(t,1) — h*™*(t,0),

with h**(¢, &) defined by (5.52). Since the two h** terms are small by (5.51), for each fixed
t, we have that

(& +E) - _
|aozq>a(t)| 5 801 Rm dE +N 1 :U1+U2+N 1, (5133)
where

U, = 8 /7i<6*) M dFE| = a ﬁt(Ej +90a7t(8)) ! (S) ds

C s, E-INTIO0 © J1. Garls) —iN-100 70

1 (E—
Uz :=|— Da / WE = 7)) dE :
—iN- 100
z*(5 <\ <N

using the notation ¥;(5,) = ¥;(s.)(?) and the definition of p, from (5.46). In Uy we changed
variables, i.e. E = @,+(s), using that s — ¢q,¢(s) is strictly increasing. In particular, in
order to compute the limits of integration we used that ¢, ¢(i/N) = 7,(t) by (s.15) and
defined the a-independent interval I, = [—i(d«)/N,i(dx)/N]. Furthermore, in U; we
denoted by prime the s-derivative.

For Uy we have that (omitting the ¢ dependence, p = p;, etc.)

U1 < / * %Ef)((;;_tffa_(fo)o)]% (s) ds| + / * ((pi(g) + 5\;{?}%)2(% ()2 ds
bl 2 g as. o
For s € I, by the definition of ¢, (s) and (5.16) it follows that
1 = n(0a(5)9a(5) = pa(@als))pa(s),
and so that | 1
Pals) = pe(oa(s) S, (5.135)

where in the last inequality we used that pq (w) ~ min{w!/3,w2A=1/6} and @, (s) ~
max{s% , S%AI/Q} by (5.20a).
In the first integral in (5.134) we use that

ﬁ(E+ + ¢a(s)) = pal€ + ©a(8)) s € Iy

by (5.46) and that 9, [pa (€™ + pa(s))] is bounded by the explicit relation in (5.21). For the
other two integrals in (5.134) we use that 5 is bounded on the integration domain and that
(¢ (5))? < s71/2 from (5.135), hence it is integrable. In the third integral we also observe
that

Datpa(s) = oa(s) — pu(s)
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by (5.15), thus |94} (s)] S s~/ similarly to (5.135). Using |@a(s) —iN7100] > N—100]
we thus conclude that
Ul 5 N200.

Next, we proceed with the estimate for Us.
Notice that [0at)(E —7;(t))] < |U'||o Va,i(t) — y,i(t)| by (5.44). Furthermore,
since |E —iN ’100‘ 2 6, on the domain of integration of Us, we conclude that

Uy S N [9] o »
and therefore from (5.133) we have
|0aPa(t)] < N2, (5.136)

since ||¢/[| ., < N? by the choice of 1), see below (5.43).
Similarly, we conclude that

|Z3] S N?[[¢]|co-
To estimate Zs, by (5.55), it follows that

_ 1 0uZi — OaZi
d(0az) = N Z W + 0aPa(t) | dt,
j

with initial data
0a7i(0, o) = 7;(0) — ;(0),

forall 1 < |i| < N. Since |0,2:(0, )| < N?% forall 1 < |i| < N, by Duhamel principle
and contraction, it follows that

[0aZi(t, a)] S N*™ +t. max [0aPa(r)] S N* (5.137)

for all 0 <t < t,. In particular, by (5.137) it follows that
|Z,] S N*2VN

since for all j in the summation in Zy we have that |i — j| 2 i, ~ N'% and thus Zi — %] 2
i~ jl /N 3 N2,

Finally, we estimate Z4 using the fact that the endpoints of Z,, ;(t)°N 7 (t) are quantiles
7,(t) whose a-derivatives are bounded by (5.44). Hence

P (Vaie + &)

1Za| S ——
Zj T 7Y Bix
4

SN (5-138)

Zi =75

(¥, &
t(/\]+7 t)’—i-

i Vjy

> (~ s+
pi(7; +°¢
t(] t)‘_’_

by rigidity. Combining (5.136)-(5.138) we conclude (5.132), completing also the proof of
Lemma 5.6.10. O
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Continuing the analysis of the equation (5.127), for any fixed « let us define w# =
w7 (t, a) as the solution of

dw® = Lw™, (5.139)

with cutoff initial data
wfé((), O[) = ]1.{|,L-|§N4wg+6}wz'(0, Oé),

with some 0 < § < Cwy where C' > 10 a constant such that (4 + C)wy < wa.

By the rigidity (5.125) the finite speed estimate (5.207), with §’ := ¢, for the propagator
UL of £ holds. Let 0 < 6; < %, then, using Duhamel principle and (5.132), it easily follows
that

sup max
0<t<t, |i|<N*etd

wh(t,0) = wi(t,a)| < N7I, (5.140)

for any o € [0,1]. In other words, the initial conditions far away do not influence the
w-dynamics, hence they can be set zero.

Next, we use the heat kernel contraction for the equation in (5.139). By the optimal
rigidity of Z;(0) and 7;(0), since U)Z#(O7 «) is non zero only for 1 < |i| < N4+9 it follows
that
NENT

Ni

max _|w (0, a)‘ <

1<[i|<N ’

and so, by heat kernel contraction and Duhamel principle

NEN T

#
sup max ‘wi (tja)’ < S
N1z

JI41
o<t<t, 1<[i|<N (5.141)

Next, we recall that Z(¢, « = 0) = y(¢).
Combining (5.140) and (5.141), integrating w; (¢, ') over o € [0, @], by high moment
Markov inequality as in (5.81)-(5.82), we conclude that

NEN
sup [5i(t, @) — Gi()] < g, 1< i < Nt
0<t<t« Nz

for any fixed @ € [0, 1] with very high probability for any £ > 0. Since

Zi(t, @) = 7;(0)] < |5:(t) = Fi (O] + [7: () = Ay (O)] +

)

NI

forall 1 < |i| < N%¢+o and o € [0,1], by (5.28) and the optimal rigidity of 7;(t), see
(5.49), we conclude that

NENT
sup |Zi(t, @) —7;(t)| £ ———, 1< [i| < Nweth
0<t<t« N1

for any fixed o € [0, 1], for any & > 0 with very high probability. This concludes the proof
of (5.126). O
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5.6.4 Phase 3: Rigidity for Z with the correct i-dependence.

In this subsection we will prove almost optimal i-dependent rigidity for the short range
approximation z;(t, ) (see (5.120)—(5.123)) for 1 < |i| < NAwetor

Proposition 5.6.11. Lez 01 be defined in Proposition §.6.9, then, for any fixed o € [0, 1], we have

that o
NENT©
sup |Zi(t ) — () S —p. 1< i < Neth (5142)
0<t<ts N1 |i|s
Jor any & > 0 with very high probability.
Proof. Define
K = [N€),

then (5.126) (with £ — £/2) implies (5.142) for all 1 < |i| < 2K. Next, we prove (5.142) for
all 2K < |i| < N4t by coupling ;(t) with Y(i—k)(t), where we make the following
notational convention:

i K {z’—K ifi e [K+1,N]U[-N,—1], (143)

i—K—1 ifie[l,K]

'This slight complication is due to our indexing convention that excludes i = 0.
In order to couple the Brownian motion of #;(t) with the one of §;_x (t) we construct
a new process 2*(t, a) satisfying

/2

with initial data

1

>
Nj# zi(t, o) — Zi(t, @)

+O,(t)|dt, 1<]i|<N

(5.144)

% (0,0) = azi(0) + (1 — @)yii-x) (0),

forany a € [0, 1]. Notice that the only difference with respect to z; (¢, o) from (s.55) is a shift
in the index of the Brownian motion, i.e. zZ and z* (almost) coincide in distribution, but their
coupling to the y-process is different. The slight discrepancy comes from the effect of the
few extreme indices. Indeed, to make the definition (5.144) unambiguous even for extreme
indices, i € [-N,—N + K — 1], additionally we need to define independent Brownian
motions B; and initial padding particles 7;(0) = —jN3® forj = —-N —1,... - N — K.
Similarly to Lemma 5.5.1, the effect of these very distant additional particles is negligible on
the dynamics of the particles for 1 < |i| < eN for some small e.

Next, we define the process 2*(t, a) as the short range approximation of 2*(¢, «), given
by (5.120)~(5.122) but B; replaced with B(;_ gy and we use initial data 2*(0, ) = 2*(0, a).
In particular,

(1) =5+ O (NT) 25(1,0) = gy (1) + O (NT1) 1< i <eN,

the discrepancy again coming from the negligible effect of the additional K distant particles
on the particles near the cusp regime.
Let w}(t, ) == 0a7] (t, ), i.e. w* = w*(¢, o) is a solution of

dw* = Bw* + Vw* + ¢
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with initial data

w; (0, @) = 77 (0) = Y1) (0)-

The operators B, £ and the error term () are defined as in (5.128)-(5.131) with all Z and
replaced by z* and z*, respectively.
We now define (w*)? as the solution of

A (w*)* = L(w")¥,
with cutoff initial data
(wH)#(0,a) = Ly < pawetoywi (0, @),

with 0 < § < Cwy with C > 10 such that (4 + C)w; < wa.
WEe claim that
(w))#(0,0) >0,  1<[i| <N. (5.145)

We need to check it for 1 < |i| < N4+ otherwise (w?)#(0,a) = 0 by the cutoff. In
the regime 1 < |i| < N4+ we use the optimal rigidity (Lemma 5.6.1 with ¢ — £/10) for
77(0) and §(;_ g (0) that yields

Sl

(w;)*(0,@) = Z7(0) = ik (0) = —N101;(7; ;(0)) +72.,:(0)

- 'Yy,(ifK)(O) — N0 Uf(’Yy,@_}q (0)).

We now check that 3 ; (0) —7,,i— ) (0) is sufficiently positive to compensate for the N 15 un
error terms. Indeed, by (5.26a) and (5.28), for all |i| > 2K we have

_~ b * i *
Az,i(t) = Ay i—rcy (1) Z Ky (va,i(t) > N10ns(v;,(t))
and that
N (Vg -y () ~ (V2 (8)).

This shows (5.145) in the 2K < |i| < N4wetd regime. If K <|i| <2Kor—K <i< -1
we have that (w})# (0, ) > 0 since

R R K3/4 K2/3
Ve,i(0) = Yy, (i~ k) (0) Z max {W’ (s — t)l/ﬁ N2/3 }

R K max {n7(7;;(0)), 0 (vy.i- 1) (0))

50 7z,i(0) — Ay,(i—k)(0) beats the error terms N%nf as well. Finally,if 1 < i < K —1
the bound in (5.146) is easy since 7, ;(0) and 7, ;) (0) have opposite sign, i.e. they are in
two different sides of the small gap and one of them is at least of order (K/N)3/4, beating
NTs ny. This proves (5.145). Hence, by the maximum principle we conclude that

(w)*(t,a) >0,  0<t<t., acl01]

1

Let; < g be defined in Proposition 5.6.9. The rigidity estimate in (5.125) holds for z*
as well, since Z and z* have the same distribution. Furthermore, by (5.125) the propagator



5.6. Rigidity for the short range approximation

U of L := B+ V satisfies the finite speed estimate in Lemma 5.B.3. Then, using Duhamel
principle and (5.132), we obtain

sup ax
0<t<t, 1<[|i|<N*wetdn

(wi)#(t,0) = wi(t,0)| < N7, (5147)
for any o € [0, 1] with very high probability.
By (5.147), integrating w} (¢, ') over &/ € [0, ], we conclude that

Z(ta) = Gu-my(t) > —N710 1< [i| < NHeth (5.148)

forall @ € [0,1] and 0 < ¢t < ¢, with very high probability. Note that in order to prove
(5.148) with very high probability we used a Markov inequality as in (5.81)-(5.82). Hence,

Zi(t ) =7 (t) > (G ( ) 7y< &y O] + Ay, 6-r0) () = Fy,i(1)]

Y(i—

+ [7% t)] N— 100

> —K(nmy w0y (1) + 0 (a(6) — ()
> 2K (5 (v -1y () + 11 (754(8))

forall 1 < |i| < N4+t where we used the optimal rigidity (5.49) and (5.28) in going to
the second line. In particular, since for [i| > 2K we have that n(v; ;(t)) ~ nr(v, -k (1)),
we conclude that

|
(o)~ Tl > - K < S NRR (sagg)
N1z M 1
forall 0 <t <t and for any a € [0, 1]. This implies the lower bound in (5.142).
In order to prove the upper bound in (5.142) we consider a very similar process z;' (¢, )
(we continue to denote it by star) where the index shift in y is in the other direction. More
precisely, it is defined as a solution of

2
4% (t,0) = |/ dByiso) +

with initial data

+ Oq (1) | dt

1 1
N %ﬁ:@ zi(t o) — Zi(t, @)

52'(0, a) = Oéﬂ<i+K>(O) + (1 — Oé)fi(()),

for any o € [0, 1]. Here (i + K) is defined analogously to (5.143). Then, by similar compu-
tations, we conclude that

o &

KN
N1 |i|

Zi(t o) —7,(t) < . 2K < |i| < NAwetor (5.150)

W=

forall 0 < ¢ < ¢, and for any « € [0, 1]. Combining (5.149) and (5.150) we conclude (5.142)
and complete the proof of Proposition 5.6.11. O
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5.7 Proof of Proposition 5.3.1: Dyson Brownian motion near the
cusp

In this section t; < ¢, indicating that we are before the cusp formation. The main result of
this section is the following proposition from which we can quickly prove Proposition §.3.1
for t1 < t,. If t1 > t, we conclude Proposition 3.3.1 using the analogous Proposition 3.8.1
instead of Proposition 5.7.1 exactly in the same way.

Proposition 5.7.1. Forty < t., with very high probability we have that

< N—1en (5.151)

|(t) = ) = (i-in (01) = €r,)
for some small constant ¢ > 0 and for any j such that |j — i] < N1,

'The proof of Proposition 5.7.1 will be given at the end of the section after several auxiliary
lemmas.

Proof of Proposition 5.3.1. Using the change of variables © = N1 (@' — byy,), forr =\, p,
and the definition of correlation function, for each Lipschitz continuous and compactly
supported test function F', we have that

£ T
F(w) |:Nk/4p](g],\t]1)\) (b)\,tl + ]\7—3/4> _ Nk/4p](€17\tfvlﬂ) (bu,tl + )] da

Rk N3/4
A\ L
3 3
— N’“<k> 3 {EHEM F(NT(i = bag), - Ni(Q, = bay))  (s50)
{i1,-.ik }C[N] 1
- EH,E;‘) F(A— M)}
where A1, ..., Ax and p1,. .., g are the eigenvalues, labelled in increasing order, of Ht(l/\ )

and Ht(lu) respectively. In B () F'(A — p1) we also replace by 4, by by, ¢, .
t
In order to apply Proposition 5.7.1 we split the sum in the rhs. of (5.152) into two sums:

/

Z and its complement Z, (5.153)
{il ,...,ik}C[N]
|i1—i)\|,..4,|ik—i)\‘<N€

where € is a positive exponent with € < wj.
We start with the estimate for the second sum of (5.153). In particular, we will estimate

only the term E__(»)(-), the estimate for E ) (-) will follow in an analogous way.

) (1)
Hyj Hti

Since the test function F is compactly supported and in >’ there is at least one index
iy such that |i; — iy| > N€, we have that

/
3 3
S B0 F (N3 iy = bagy), o N3 (N, = bagy))

SN P (- baal SNTE).

ir:|ig—ix|>Ne !
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Let ya; = Yni + e;ttl be the classical eigenvalue locations of py (1) defined by (5.24) for
all 1 — iy <4 < N + 1 —iy. Then, by the rigidity estimate from Corollary 4.2.6, we have
that \

Py (M = Basl SN73Jig —ia] > N9) < NP, (5-154)

for each D > 0. Indeed, by rigidity it follows that

Aiy = b | = 1w — Yinl = 1A — il = 16a6 — s
ce c€ ce I
2N3_N32N3 (5.155)
NY N3N

with very high probability, if N¢ < |i; —i)| < éN, for some 0 < ¢ < 1. In (5.155) we used
the rigidity from Corollary 4.2.6 in the form

4

N
i — il < IR

for any £ > 0, with very high probability. Note that (5.154) and (5.155) hold for any € 2 &.
If |9y — ix] > €N, then |y;, —7i,| ~ 1 and the bound in (5.155) clearly holds. A similar

estimate holds for Ht(lu ), hence, choosing D > k + 1 we conclude that the second sum in
(5.153) is negligible.
Next, we consider the first sum in (5.153). For ¢; < . we have, by (5.17a) that

1 _3_1
=5 Ans, — Dty | S Appy (ta—t1)/3 < N=3751C0w1,

(e, = o) = (e — Bpu)

Hence, by (5.151), using that |F'(z) — F(2')| < |J& — /||, we conclude that

3 3
Z [EH()‘) F (N4 (>‘11 - b)\,h)a cee 7N4()\’ik - b>\7t1)>
{i1,ik }C[N] "
i1 —ixlse o |i—ixn | <N€

Nke

for some ¢ > 0. Then, using that

NE(N —k)! _
we easily conclude the proof of Proposition 5.3.1. O

5.7.1 Interpolation.

In order to prove Proposition 5.7.1 we recall a few concepts introduced previously. In Sec-
tion 5.5 we introduced the padding particles x;(t), y;(t), for 1 < |i|] < N, that are good
approximations of the eigenvalues \;(t), p;(t) respectively, for 1 < j < N, in the sense
of Lemma 5.5.1. They satisfy a Dyson Brownian Motion equation (5.41), (5.42) mimicking
the DBM of genuine eigenvalue processes (5.39), (5.40). It is more convenient to consider
shifted processes where the edge motion is subtracted.
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More precisely, for r = x,y and r(t) = x(t), y(t), we defined
Fi(t) =mri(t) — ey, 1< <N,

forall 0 <t < t,. In particular, 7(¢) is a solution of
R 2 1 1 N
d?"l(t) = N dBl + N Z =N~ n + %[mm(ent)] dt,

with initial data
7i(0) = r;(0) — ¢y,

forall 1 < |i| < N.
Next, following a similar idea of [122], we also introduced in (5.55) an interpolation pro-
cess between Z(t) and y(t). Forany a € [0, 1] we defined the process Z(t, «v) as the solution

of
dz(t )_1/2(313'-1— lz ! + @y (t) | dt
L=y O N ZZZ(ta) = Z(ta) | ° ’

with initial data
Zi(0, @) = a@;(0) + (1 — a)y:(0),

for each 1 < |i] < N. Recall that ®,,(t) was defined in (5.56) and it is such that ®g(t) =
%[my,t(e;t)] and ®1(t) = Rma(e],)]. Note that Z;(¢,1) = Z;(t) and Z(t,0) = ()
foralll <|i| < Nand 0 <t < t,.

We recall the definition of the interpolated quantiles from (5.44) of Section 5.5;

Yi(t) = aqei(t) + (1= a)3yi(t),  ael0,1],

where 7, ; and 7, ; are the shifted quantiles of p,; and p, ; respectively, defined in Sec-
tion 5.5. In particular,

T = aef;t +(1—a)et

Ut a € [0,1].

We denoted the interpolated density, whose quantiles are the 7,(t), by p; (5.46), and its
Stieltjes transform by ;.

Let 2(¢, o) be the short range approximation of Z(t, &) defined by (5.120)-(5.122), with
exponents w; < wy < wa < 1andwith initial data 2(0, o) = Z(0, @) and i, = Nz tOwr
for some large constant C,, > 0. In particular, Z(¢) = Z(¢, 1) and y(t) = 2(¢,0). Assuming
optimal rigidity in (5.49) for 7 (t) = Z;(t), yi(t), the following lemma shows that the process
7 and its short range approximation 7 = Z, § stay very close to each other, i.e. |F; — 73| <
N _%_C, for some small ¢ > 0. This is the analogue of Lemma 3.7 in [122] and its proof,
given in Appendix 5.C, follows similar lines. It assumes the optimal rigidity, see (5.156)
below, which is ensured by Corollary 4.2.6, see Lemma 5.6.1.

Lemmags.7.2. Letiy, = N0 Jsume that Z(t,0) and Z(t, 1) satisfy the optimal rigidity

,sup Zi(t, @) = Fra()] < Nonf™* (e +Ar2i(1)), 1 < || <, (5.156)
U]
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withr = x,y, a = 0,1, for any § > 0, with very high probability. Then, for o = 0 or o = 1

we have that

sup  sup [%(t, @) — Zi(t, )

1<[i|<N 0<t<ty
_NTNE (N Ner NOuNT NFENCa  NCe (5157)
S B v S v A TN )

PN
&l

Jor any § > 0, with very high probability.

In particular, (5.157) implies that there exists a small fixed universal constant ¢ > 0 such
that ,
sup  sup [E(to)—ELa) SNEC a=0,1 (5.159)
1<[i| <N 0<t<ty

with very high probability.

Remark 5.7.3. Note the denominator in the first error term in (5.157): the factor N 3we s petter
than Nt in Lemma 3. 7 in [122], this is because of the natural cusp scaling. The fact that this
power is at least N (4w qas essential in [122] since this allowed to transfer the optimal rigidity
from Z to the Z process for all o € [0,1]. Optimal rigidity for Z is essential (i) for the heat
kernel bound for the propagator of L, see (5.12;7)—(5.128), and (ii) for a good (P -norm for the initial
condition in (5.168). With our approach, however, this power in (5.157) is not critical since we
have already obtained an even better, i-dependent rigidity for the z process for any o by using
maximum principle, see Proposition §.6.11. We still need (5.157) for the x andy processes (i.e. only
fora=0,1 ), but only with a precision below the rigidity scale, therefore the denominator in the

7
Jferst term has only to beat Nowrte,

5.72 Differentiation.

Next, we consider the a-derivative of the process z(¢, ). Let
u;i(t) = u;i(t, ) == 0nzi(t, @), 1 <|i]| <N,
then w is a solution of the equation
Oru = Lu+ ¢, (5.159)

where ¢(9), defined by (5.130)-(5.131), is an error term that is non zero only for |i| > N“4
and such that ’CZ-(O)‘ < NC, for some large constant C' > 0 with very high probability, by
(5.132), and the operator £ = B + V acting on R2N is defined by (5.128)-(5.129).

In the following with U~ we denote the semigroup associated to (5.159), i.e. by Duhamel
principle

t
w(t) = UE(0, t)u(0) + / UE (s, 8)¢ O (s) ds
0
and U (s, s) = Id forall 0 < s < t. Furthermore, for each a, b such that |a| , [b] < N,with
Z/{(ﬁ, we denote the entries of /£, which can be either seen as the solution of the equation

(5.159) with initial condition 14(0) = d4p.
By Proposition 5.6.2 and Lemma 5.C.1, for any fixed a € [0, 1], it follows that
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NCwl
sup |Zi(t, o) =¥, S —, 1< <N, (5.160)
0<t<t« N2
and
R NG« L
sup [Zi(t, ) =7, S —=—, 1< i <y, (5.161)
0<t<ts« N1a

with very high probability. Then, using (5.161), as a consequence of Lemma 5.B.3 we have
the following:

Lemma 5.7.4. There exists a constant C' > 0 such that for any 0 < § < Cuwy, if 1 < |a| <
%N‘Mﬁ‘s and |b| > N4wetd shen

sup U5 (s, t) + UL (s,t) < NP
0<s<t<t«

Jfor any D > 0 with very high probability.

Furthermore, by Proposition 5.6.11, for any fixed o € [0, 1], we have that

NENE
sup [Zi(t,0) = 7i(t)] S ——p, 1< Ji] < Nt (5.162)
0<t<t. Nili|z

for some small fixed 6; > 0 and for any £ > 0 with very high probability.

Next, we introduce the /P norms

1
p
[ellp = (ZIW!”) s ulloo = max fug .

i

Following a similar scheme to [41], [79] with some minor modifications we will prove the

following Sobolev-type inequalities in Appendix 5.D.

Lemma 5.7.5. For any smalln > 0 there exists c;, > 0 such that

2
(i = 1,)° ;
: .3]2777 2 Cn Z ’ul‘p )

3
i#jEL ‘14 —14\ i>1
+( )2 2 (5-163)
U; — U5 P
e e (X )
itgez_ | i1 =517 | i<—1

hold, with p = 5, for any function ||ul|,, < oco.

Using the Sobolev inequality in (5.163) and the finite speed estimate of Lemma 5.7.4, we
prove the following lemma on the heat kernel decay in Appendix 5.E.

Lemma 5.7.6. Assume (5.160), (5.161) and (5.162). Let 0 < 04 < % and wy € RN such that
[(wo)i| < N7 wyl|1, for |i| > (AN, Then, for any smalln > O there exists a constant
C > 0 independent of ) and a constant c,) such that for all0 < s <t <t,

w 1-3n

NCYH"TI

et (s, tywolls < | ——— [[woll1, (5.164)
cyN2(t —s)



5.7. Proof of Proposition 5.3.1: Dyson Brownian motion near the cusp

and
2(1-3n)

NC’r]-i—% P
U5 (0, t)wolloo < <N1t> [[wol[p, (5.165)
cyIN 2

Joreachp > 1.
Let 0 <, < %. Define v; = v;(t, @) to be the solution of
v =Lv,  vi(0,a) =ui(0,0) L < nawouy- (5.166)
'Then, by Lemma 5.7.4 the next lemma follows.

Lemma 5.7.7. Let u be the solution of the equation in (5.159) and v defined by (5.166), then we

have that
sup sup |u(t) — v;(t)] < N1, (5.167)
0<t<t: i|<td

with very high probability.

Proof. By (5.159) and (5.166) have that

N4w€+6v
ui(t) — vi(t Z 0 t)u;(0 Z U,;?(O,t)uj(())
N4w5+5v
—I-/ Z Z/IE (s,t)C: 7 (s) ds.

|7|>NwA

Then, using that (i(o) = 0 for 1 < |i| < N“4 and (5.132), the bound in (5.167) follows by
Lemma 5.7.4. O

Proof of Proposition 5.7.1. ' We consider only the j = i) case. By Lemma 5.5.1 and (5.158) we
have that

|y (01) = €)= (i, (01) = 650,)

<@ () = Bu(t)] + [F1(t) — ()] + [F1(0) = Gi(tn)] < [80() = Ga(ta)| + N737°

with very high probability.
Since Ei(tl, 1) = i‘\i(tl) and /Z\i(tl, 0) = ﬂi(tl) forall 1 < |Z| < N, by the definition of
u;(t, o), it follows that

i’\l(tl) — /y\l(tl) = /01 ul(tl,a) da.

Furthermore, by a high moment Markov inequality as in (5.81)-(5.82) and Lemma 5.7.7,
we get

1 1
/0 |u1(t1,a)\da§N_100—|—/0 o1 (£, )| da.

269



5. Cusp UniversaLiTy FOR Ranpom MaTtrices II: THe Rear SymmeTrIC CASE

270

Since v;(0) = u;(0)1y}; < yawe+s0y and, by (5.28) and (5.49), for 1 < |i| < N4wetdu we have
that -

i (0)] S 124(0) = A2, (0)] + |7:(0) — 3y,i(0)] + [72,4(0) — 7y,:(0)]
NF  JijiNT _ NT

o1 3 + 11 S gL 37

|Z‘4N4 N 12 M4N4

N

we conclude that

o &

N

[0(0)lls <
with very high probability. Hence, by Lemma 5.7.6 and Markov’s inequality again, we get

(5.168)

]

[ tn el da < sup ot )l S e = 1
1\'1, = 1 ~ w w1 )
0 a€[0,1] PN NINE T NINT
with very high probability. This completes the proof of Proposition 5.7.1. O

5.8 Caseoft > t,: small minimum

In this section we consider the case when the densities p,. ¢, py.t, hence their interpolation
p; as well, have a small minimum, i.e. t, < ¢t < 2t,. We deal with the small minimum
case in this separate section mainly for notational reasons: for t, < t < 2t, the processes
x(t) and y(t), and consequently the associated quantiles and densities, are shifted by m,. , for
r = x,,instead of e:: 1 Werecall that m,. ;, defined in (5.22a), denotes a close approximation
of the actual local minimum m, ; near the physical cusp. We chose to shift 2(¢) and y(¢) by
the tilde approximation of the minimum instead of the minimum itself for technical reasons,
namely because the t-derivative of m,.;, = x, y, satisfies the convenient relation in (5.22d).

Aswe explained at the beginning of Section 5.7, in order to prove universality, i.e. Propo-
sition 5.3.1 at time ¢; > t,, it is enough to prove the following:

Proposition 5.8.1. Forty > t., we have, with very high probability, that

!()‘j(tl) - m)\,t1> - (Mj—&-iu—i)\(tl) — mu,h)‘ < N_%_C

Jor some small constant ¢ > 0 and for any j such that |j — i\| < N“'. Heremy, and my ¢
are the local minimum of py 1, and p, 1,, respectively.

We introduce the shifted process 7;(t) = Z;(t), y;(t) for t > t,. Let us define
ri(t) = ri(t) — mpg, L<[i| <N,
for r = x,y, hence, by (5.22d), the shifted points satisfy the following DBM
d

dﬁ-(t):\/idBJr Z TR0 )dt—<dtm”)dt.

Furthermore we recall that by 7, ;(t) we the denote the quantiles of p, ¢, with r = z, y, for
all t, <t <2t ie.
/777",1; = VYri — Tﬁr,ta 1< |Z| < N.
By the rigidity estimate of Corollary 4.2.6, using Lemma 5.5.1 and the fluctuation scale
estimate in (5.27a) the proof of the following lemma is immediate.



5.8. Case of t > t,: small minimum

Lemma 5.8.2. Let 7(t) = Z(t),y(t). There exists a fixed small € > 0, such that for each 1 <
li| < €N, we have
sup [7i(t) = Fra(t)] < Noug™ (y0(1)), (5.169)
1 <t<ty
Jor any & > 0 with very high probability, where we recall that the behavior of 77? T’t(eft +
Ar,4i(t)), withr = x,y, is given by (5.27b).

In order to prove Proposition 5.8.1, by Lemma 5.5.1 and (5.22b), it is enough to prove the
tollowing proposition.

Proposition 5.8.3. Forty > t, we have, with very high probability, that

- . .
[(@it) = Ma ) = (pi(t) — myp)| < N737°
for some small constant ¢ > 0 and for any 1 < |i| < N1,

'The remaining part of this section is devoted to the proof of Proposition 5.8.3. We start
with some preparatory lemmas. We recall the definition of the interpolated quantiles given
in Section 5.5,

Vi(t) = aqzi(t) + (1 = )y,i(0), (5.170)

forall « € [0, 1] and t, <t < 2t,,as well as
m; = Oéﬁx’t + (1 — Oé)ﬁl%t,

forallar € [0, 1] and ¢, < ¢ < 2t,. Furthermore by p, from (5.46) we denote the interpolated
density between p, ; and py ; and by m; its Stieltjes transform.

We now define the process Z;(t, o) whose initial data are given by the linear interpola-
tion of £(0) and y(0). Analogously to the small gap case, we define the function ¥, (t), for
t. <t < 2t,,that represents the correct shift of the process Z(¢, &), in order to compensate
the discrepancy of our choice of the interpolation for p, with respect to the semicircular flow
evolution of the density py.

Analogously to the edge case, see (5.50)-(5.53), we define h(t, ) with the following
properties

h(t, @) = aR[mg (Mg 0)] + (1 = ) Rlmy,(my,4)]

— R[m(m; +iN 1)+ 0 (N*l) 5170
and h(t,0) = h(t,1) = 0. Then, similarly to the edge case, we define
d . d ~
W) = 0 ()] — (1 ) Sy )] — Ait0). (saz)

In particular, by our definition of h(t, ) in (5.171) it follows that W (t) = d%ﬁly,ty Uy (t) =
d ~
Mz, and that

U, (t) = Rim(my)] + O (N_%—"wl) . (5.173)

Note that the error in (5.173) is somewhat weaker than in the analogous equation (5.57) due
to the additional error in (5.22d) compared with (5.22¢).
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More precisely, the process Z(t, «) is defined by

dzi(t,a) = \/ dB+

with initial data

1
zl(t a) — zZj(t, a)

+ W (t)| dt, (5'174)

Zi(te, @) = aZi(ts) + (1 — @)i(ts), (5.175)
forall 1 < |i| < N and for all & € [0, 1].

We recall that w; < wy < wa < 1 and thati, = N 3+001 with some large constant
C*.

Next, we define the analogue of 7 (t) and Z, ;(t) for the small minimum by (5.118) and
(5.119) using the definition in (5.170) for the quantiles. Then, for each ¢, < t < t1, we define
the short range approximation Zi(t, o) of Z(t, ) by the following SDE.

For |i| > % we let

2 1w 1
dzi(t,a):,/NdBﬁ sz:z(t,a) o
176
| A0 , (5.176)
AT \Ija )
TN XJ: Sta) -5 ta) (t)] dt
for |i] < Nwa
\F g 1
Zi(t, o) =\ wdBi+ | = = o~
4zt @) Nd * sz: Zi(t,a) — Zj(t, «)
pyt E +m ) :| d .
ae|at — (Z&,,) dt,
+/l”(,:)c Zi(t, o) (dtm ’t>
and for N¥4 < |i| < %
A, (%) _ —
= 2 1 pe(E+m)
dz;(t,a) =/ —=dB; + | —= — —I—/ - dFE
Lo=yy Pty Z S EE R N
+ ) e a) S a) +\Ifa(t)1 dt,
151> 3 i
with initial data
’/Z\l(tﬂﬂa) = Ez(t*a Oé) (5I77)

Next, by Lemma 5.C.2, by the optimal rigidity in (5.169) for Z(¢) and y(t), the next

lemma follows immediately.
Lemmas.8.4. Fora = 0and o = 1, with very high probability, we have

< NS Nwl NC’wl
sup sup |Zi(t, o) — Zi(t,a)| < — FEEL,
1§\z‘|§Nt*§t§t1| i(h ) = Z(f o)l Ne Vs TN

Jorany & > 0 and C > 0 a large universal constant.



5.8. Case of t > t,: small minimum

In order to proceed with the heat-kernel estimates we need an optimal i-dependent
rigidity for 2; (¢, &) for 1 < |i| < N4+ for some 0 < § < Cwy. In particular, analogously
to Proposition 5.6.11, we have:

Proposition 5.8.5. Fix any o € [0,1]. There exists a small fixed 0 < 01 < Cuwy, for some
constant C' > 0, such that

1< |’L| < N4wg+§1

sup  [Zi(t, ) = ¥;(O)| S —5
1 <t<2t, N1 |z'\4

Jor any § > 0 with very high probability.

Proof. We can adapt the arguments in Section 5.6 to the case of the small minimum, ¢ > ¢,
in a straightforward way. In Section 5.6, as the main input, we used the precise estimates on
the density p,; (5.17b), (5.30), on the quantiles 7, ;(t) (5.26a), on the quantile gaps (5.28), on
the fluctuation scale (5.27a) and on the Stieltjes transform (5.32a); all formulated for the small
gap case, 0 < ¢t < ¢,. In the small minimum case, ¢ > t,, the corresponding estimates are
all available in Section 5.4, see (5.17d), (5.31), (5.26b), (5.29), (5.27b) and (5.32b), respectively.
In fact, the semicircular flow is more regular after the cusp formation, see e.g. the better
(larger) exponent in the (¢ — t.) error terms when comparing (5.17b) with (5.r7d). This
makes handling the small minimum case easier. The most critical part in Section 5.6 is the
estimate of the forcing term (Proposition 5.6.6), where the derivative of the density (5.18a)
was heavily used. The main mechanism of this proof is the delicate cancellation between the
contributions to S from the intervals [y;—n—1, Vi—n] and [Yitn—1, Vi+n], see (5.113). This
cancellation takes place away from the edge. The proof is divided into two cases; the so-
called "edge regime”, where the gap length A is relatively large and the "cusp regime”, where
A is small or zero. The adaptation of this argument to the small minimum case, t > t,,
will be identical to the proof for the small gap case in the "cusp regime”. In this regime the
derivative bound (5.18a) is used only in the form |p/| < p=2
minimum case, t > t., as well, see (5.19a). This proves Proposition 5.6.6 for ¢ > ¢,. The rest
of the argument is identical to the proof in the small minimum case up to obvious notational
changes; the details are left to the reader. O

which is available in the small

Let us define u;(t, @) = 0n2i(t, @), for t, < t < 2t,. In particular, u is a solution of
the equation

du = Lu+ ¢ (5.178)

with initial condition u(ts, o) = Z(t.) — 7(t«) from (5.175). The error term ¢(©) is defined
analogously to (5.130)-(5.131) but replacing ®, and Eg‘ with ¥, and my, respectively. Note
that this error term is non zero only for |i| > N“4 and for any ¢ we have ‘CZ-(O)‘ < N¢
with very high probability, for some large C' > 0. Furthermore, £ = B + V is defined as in
(5-128)-(5.129) replacing ¢, and € by i, ; and T, respectively. In the following by 2/~ we
denote the propagator of the operator L.

Let0 < 6§, < %4, with 4 defined in Lemma 5.7.6. Define v; = v;(t, a) to be the
solution of

O = Lu,  vi(ts, o) = ui(ts, @)1{|i|§N4we+6u}. (5.179)

By the finite speed of propagation estimate in Lemma 5.B.3, similarly to the proof of Lemma 5.7.7,
we immediately obtain the following:
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Lemma 5.8.6. Ler u be the solution of the equation in (5.178) and v defined by (5.179), then we
have that
sup  sup fuy(t) —vi(t)] < NI
L <t<2t 1< 3] <04
with very high probability.

Collecting all the previous lemmas we conclude this section with the proof of Proposi-
tion 5.8.3.
Proof of Proposition 5.8.3. We consider only the i@ = 1 case. By Lemma 5.5.1 and Lemma
5.8.4 we have that
[(@1(t1) = WMay) — (w1 (t1) — Myp, )|

< |@1(t1) — 21t + [Z1(81) — Gu(t)| + [F1(t) — g ()] < |21 (t) — 5 (t)] + .

Nite

with very high probability. Since u(t, o) = 0,2(t, o), using 1 (t1)—y1(t1) = fo u(ty, o) da
and Lemma 5.8.6 it will be sufficient to estimate fol |vi(t1, @)| de. By rigidity from (5.169),
we have

N¢

vi(te, @) = [uite, @) = [7i(ts) — Zi(8)] S —5
Nili|1

i

forany 1 < |i| < NAwetdo hence

N§
[v(ts, )5 S F7

4

for any £ > 0 with very high probability.
Finally, using the heat kernel estimate in (5.165) for UL(0,t) for t, < t < 2t,, we
conclude, after a Markov inequality as in (5.81)-(5.82),

1 N§
| ity da s —~—cr

2N 15

with very high probability. O

5.A Proof of Theorem 5.2.4

We now briefly outline the changes required for the proof of Theorem 5.2.4 compared to the
proof of Theorem 5.2.2. We first note that for 0 <73 <.-- <7, < N ~1/2 ip distribution
(H™) ...  H(%)) agrees with

(H+ﬁU1,H+ﬁU1+VTz—TlU2,-- SHATU + - /T — T 1Uk) (5.180)

where Uy, . . ., Uy, are independent GOE matrices. Next, we claim and prove later by Green
function comparison that the time-dependent k-point correlation function of (5.180) asymp-
totically agrees with the one of

(f_jt + VTUL Hy + VTiUL + V1o — 11Us,y .. Hy + UL + -+ + /T — kalUk)a
(5.181)



5.B. Finite speed of propagation estimate

and thereby also with the one of

(Hi + VetU + iU, Hy + VetU + iUy + /7y = 7iUs,

(5.182)
o Hy A+ VetU + rUn + -+ T _Tk—lUk>a
for any fixed t < N ~1/4=¢ \yhere we recall that H; and H; constructed as in Section 5.3
(see (5.9)). Finally, we notice that the joint eigenvalue distribution of the matrices in (5.182)
is precisely given by the joint distribution of

()\i(ct F ) Nlet+TR), i € [N])

of eigenvalues Aj evolved according to the DBM

2 1
dXi(s) = \/; dB; + ; NG N0 ds,  X\i(0) = \(Hy). (5.183)

'The high probability control on the eigenvalues evolved according to (5.183) in Propositions
5.7.1 and 5.8.1 allows to simultaneously compare eigenvalues at different times with those of
the Gaussian reference ensemble automatically.

In order to establish Theorem 5.2.4 it thus only remains to argue that the k-point func-
tions of (5.180) and (5.181) are asymptotically equal. For the sake of this argument we con-

sider only the randomness in H and condition on the randomness in Uy, . . ., Ug. Then the
OU-flow
- 1 -
dH! = —i(H; —A— U — - — 7 — 11U ds + £Y2[dB,]

with initial conditions

Hy=H+ 71U+ + /1 =710,
for fixed Uy, ..., U is given by

H!.=H,+nUi + -+ /7 — 11U,
i.e. we view /71Uy + -+ + /7 — 11—1U; as an additional expectation matrix. Thus we

can appeal to the standard Green function comparison technique already used in Section
5.3 to compare the k-point functions of (5.180) and (5.181). Here we can follow the standard
resolvent expansion argument from (4.115) and note that the proof therein verbatim also
allows us to compare products of traces of resolvents with differing expectations. Finally
we then take the Eyy, ... Ey, expectation to conclude that not only the conditioned k-
point functions of (5.180) and (5.181) asymptotically agree, but also the k-point functions
themselves.

5.B  Finite speed of propagation estimate

In this section we prove a finite speed of propagation estimate for the time evolution of
the a-derivative of the short range dynamics defined in (5.120)—(5.122). It is an adjustment
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to the analogous proof of Lemma 4.1 in [122]. For concreteness, we present the proof for
the propagator U* where £ = B + V is defined in (5.127)—(5.129). The point is that once
the dynamics is localized, i.e. the range of the interaction term B is restricted to a local
scale i — j| < |74(i) — 7—(4)], with |j+ (i) — j_(i)| 2 N**¢ = L, and the time is also
restricted, 0 < ¢t < 2t, S N ~2H1 then the propagation cannot go beyond a scale that
is much bigger than the interaction scale. This mechanism is very general and will also be
used in a slightly different (simpler) setup of Lemma 5.6.4 and Proposition 5.6.7 where the
interaction scale is much bigger I ~ v/N. We will give the necessary changes for the proof
of Lemma 5.6.4 and Proposition 5.6.7 at the end of this section.

Lemma 5.B.x. Ler Z(t) = Z(t, ) be the solution to the short range dynamics (5.120)—(5.122)
with i, = N%+C*“’1, exponents w1 K wy K wa K 1 and propagator L = B+ V from
(5.127)—(5.129). Let us assume that

NC’w1

sup |2Zi(t) —7;(t)| < —=—, 1< i] <, (5.184)
0<t<t« N1

where 7, (t) are the quantiles from (5.44). Then, there exists a constant C' > 0 such that for any
0<d<Cwylal > LN?® and |b] < %LN‘g,faranyﬁxedO < s < ty, we have that

sup U5 (s,t) + UL (s,t) < NP (5.185)
s<t<ty

Jfor any D > 0, with very high probability. The same result holds for the short range dynamics
after the cusp defined in (5.178) for t,, < s < 2t,.

Proof of Lemma §.B.1. For concreteness we assume that 0 < s < t < t,, i.e. we are in
the small gap regime. For ¢, < s <t < 2t, the proof is analogous using the definition
(5.170) for the 7,(t), the definition of the short range approximation in (5.176)-(5.177) for the
2;(t, @) and replacing &, by m;. With these adjustments the proof follows in the same way
except for (5.200) below, where we have to use the estimates in (5.32b) instead of (5.32a).

First we consider the s = 0 case, then in Lemma 5.B.3 below we extend the proof for all
0 < s < t. Let¢(z) be an even 1-Lipschitz real function, i.e. ¢ (z) = ¥(—x), [|[¢'[|, <1
such that

3 3 3 3
L7N76 L*N*(S
Y(@) = 2| for |o] <, W(2)=0 for |z|>2" .
N1 3
and
N1
Hw”Hoo S L%N%{s . (5186)

We consider a solution of the equation
of=Lf, 0<t<t,

with some discrete Dirac delta initial condition f;(0) = d;p, at p for any |p.| > N4 N°,
For concreteness, assume p, > 0 and set p := N*¢ N9, Define

di(t, @) == e2"PEEDT®O) it a) = fi(t a)gi(t,a), v = (5.187)
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with some §’ > % to be chosen later. Let z; = Z;(¢, ) and set

F(t)=Y" FrPGE=T(0) = Y mi.

Since
~ A2 — . 2 D T
2Zfl<8f)l¢z = Z Bzy(mz - m]) — Z B”mlm] QZT + g — )
i (ij)eA (i,j)EA J i

using Ito’s formula, we conclude that

dF = Z Bz](mz — mj)2 dt + 2 Z Vlmg dt (5.188)
(i,5)eA i
— Z Bijmimj <¢l + @ — ) dt (5.189)
(oA ¢j b
+> vmy (2 - 7,) d(Z - 7,) (5.190)
2 1/2 /(= — \2 Vo _ d
+Domi | VG -7+ G - | dt. (5.191)

Let 71 < t, be the first time such that F' > 5 and let 75 be stopping time so that the
estimate (5.184) holds with ¢ < 7y instead of ¢ < ¢,; the condition (5.184) then says that
To = t, with very high probability. Define 7 := 71 A 72 A L., our goal is to show that 7 = ¢,.
In the following we assume t < 7.

Now we estimate the terms in (5.188)—(5.191) one by one. We start with (5.189). Note
that the rigidity scale NV —H+0w 4y (5.184) is much smaller than N _%(1_5)“‘3“"’, the range
i =Ty 2 (p/N)¥* for any
i > 2p = 2LN?. Therefore ¢ (2; — ¥p) = 0 unless [i| LN?°. Moreover, if |i| < LN?
and (4, 5) € A, then |j| < LN°. Hence, the nonzero terms in the sum in (5.189) have both
indices |i|, || < N4t9. By (5.184) and Cw; < wy, for such terms we have

of the support of ¢/, which, in turn, is comparable with

. . 3 ..
12— 3| < i —Jjl NCM<L4N2
(3 ~ :
7~ Nimin{li],|j)}7 Ni Ni

~

Note that v |Z; — 2;| < 1. Therefore, by Taylor expanding in the exponent, we have

~ ~ 2

— (egw(z,-—vp)—w(zi—w) - e%(w@—m—w@—ﬁp)))

2

)

S V(s = 7,) — (5 - 7,)

and thus

(9 % 5| <
BZ]<¢j+¢i )
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where in the last inequality we used that ) is Lipschitz continuous. Hence we conclude the
estimate of (5.189) as

> Bigmim; (Z; + f;i - )

(i,5)eA

V2LNi§
SN Zm Z Lige S 71’(75),

since the number of j’s in the summation is at most
(i) — j_ ()| < €1+ 0)if>* < LN®/*, (5.192)
By (5.186) and since |¢)'(2)| < 1, (5.191) is bounded as follows

Sm? (it -7+ L7 5 (% e | F)

The next step is to get a bound for (5.190). Since ¢/(2;—7,,) = O unless |i| < N*+0 <«
N¥4 choosing C' > 0 such that (4 + C)wy < w4 and using (5.121) we get
2 19
d(zi(t) —7,(t)) =/ =dB; + — —_— i .
E() =7(0) =\ 5 +N;Zi(t)_zj()+Q() (5.193)

with
Pyt(E +e .
Aty = [ P Gy (Rl () + ) = mag(65)
a0 Z(t) — E (5-194)

+ (1= @) (Rlmya Gy (8) + €)= mya(ef)]) + Rimy(ef)]:

We insert (5.193) into (5.190) and estimate all three terms separately in the regime [i| <
LN?Y. For the stochastic differential, by the definition of 7 < ¢, and the Burkholder-Davis-
Gundy inequality we have that

sup \/> Zm21/1 ~7,) dB; < N* \/N\/t: sup F(t) S yNCN-atae,

0<t<r o<t<r
(5.195)
for any ¢ > 0, with very high probability. In (5.195) we used that 7 < ¢, ~ N2+ and
that, by the definition of 7, F'(t) is bounded forall 0 < ¢ < 7.
The contribution of the second term in (5.193) to (5.190) is written, after symmetrisation,
as follows

vy VE A v v YE-Tm ; —m3)

(ig)ea I 2N (i Dea E (5.106)
o I
s S m w(zz ¥p) — V(25 —7p)
2N Zi— % '

(i,5)€A

Using (5.186) and (5.192), the second sum in (5.196) is bounded by

A N CEL P ELUC R

2N (e Zj — %
1
1 VLZ
Ni % % Zm Z 1{¢ (zi— '7p)7é¢ (Z] 7p)} Ni k.



5.B. Finite speed of propagation estimate

: 2 2 _
Using mj —mj =

bounded as follows

(m; —m;j)(m; + m;) and Schwarz inequality, the first sum in (5.196) is

15 _ = 2 _ 2
v > V' (Z Zp)(’i% m3) . < S Biy(mi —mj)?
2N 7 Zj — Z; 100
(i,j)eA (z,] )EA
(5.197)
Z Y (Z V2 (m? + mJQ)
( i,j)EA
The second sum in (5.197), using (5.192), is bounded by
2LNT
Z V'(Z (mf +m3) < 01/27]\,41[7 :
( J)EA
hence we conclude that
v V' (Zi = 7,)m7 1 2
N X T s <, X Bulmi—my)
(i,5)eA (i,5)eA (5.198)

1 36
vL1 VALNT
+C + F
(Ni N )

Note that the first term on the right-hand side of (5.198) can be incorporated in the first,
dissipative term in (5.188).
To conclude the estimate of (5.190) we write the third term in (5.193)

E +e¢"
Q0= ([, R R0+ ) (109

(Rl e G (t) + €)= M (6] = Rlmy s (B p(t) + ) — mya(ef)])
+ Ry (e (1) + €] = Rlmy o (7,(8) + ¢)])
+ (1= @) (RImyo Gyp(®) + )] = Rlmyo(T,(8) + ef)) = A1+ Ag + As + Au.

Similarly to the estimates in (5.93), for Aa we use (5.32a) while for A3, A4 we use (5.18b),
then we use the asymptotic behavior of 5, 7%, by (5.26a) and p = LN 9 to conclude that

LiNiNC« logN

Az + [ As] ] A4] 3 (5.200)
N4 N6
For the A; term we write it as
Fp(t) — Zi(t)
A= / AT pyi(E+ ¢ ) dE
LU Gl - )( t)— E) vl uit)
) (5.201)
Py,
E.
+ / E d
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Since ¢ < Cp, we have py,+(E + e;t) < pyt(Vep(t) + e;t) < LIN~T+1 for any E €

Z,.(t), the second term in (5.201) is bounded by LiN—i+% log N. In the first term in
(5.201) we use that

2:(t) — Bl > [7:(t) — E| = [2:(t) = %:(H)] 2 7, (%)

for E ¢ T, ;(t), by rigidity (5.184) and by the fact that in the ¢ < C'p regime

_ C
71( ) Vliji 1) ’ ~ ’Yp ) > N~ 4+ “t

since w; < wy and = LN® = N4wetwr,
We thus conclude that the first term in (5.201) is bounded by

Sy i(ey ; + 17, (t))]

1 1 1,8
zi(t) —7,(1) = S SLIN 17,
0 =50 5 /
where we used again the rigidity (5.184). In summary, we have
|A;| S LiN~1+i1og N. (5.202)
In particular (5.199)—(5.202) imply that
Q= sup sup |Qi(t)|SL LiN~itHe log N. (5.203)
0<t<t. [i|SLNS
Collecting all the previous estimates using the choice of v from (5.187) with ¢’ > g nd
that F' is bounded up to ¢ < 7, we integrate (5.188)—(5.191) from 0 up to time 0 < ¢ < ¢,
and conclude that
VLNTH yLIN“  pQN®
SupF(t)—F(0)§< 3 + 5 T Q1
0<t<r Nz N1 N2
(5.204)

30 )
N7 +w1 N@1 7\7w1+z

~ 1 1 1 logl S 1
LzN?  LiN®  LiN¥

for large N and with very high probability, where we used the choice of v (5.187) and that
w1 < wy in the last line. Since F'(0) = 1, we get that 7 = ¢, with very high probability,
and so

sup F(t) <5, (5.205)
0<t<t«

with very high probability.
Furthermore, since p = LN?,if i < 3LN‘5 ,choosing §' = 22 — €1, with €1 < %, then
by Proposition 5.6.2 we have that

v (Zi(t) —7p) = v |7

with very high probability.



5.B. Finite speed of propagation estimate

Note that (5.205) implies
fi(t) < 5e— 3V Y () —Tp)
Therefore, if i < 32¥° and p, > p, then for each fixed 0 < ¢ < £, we have that
U, (0.t) < N7,

for any D > 0 with very high probability. Similar estimate holds if ¢ and p. are negative or
have opposite sign. This proves the estimate on the first term in (5.185) for any fixed s. The
estimate for Z/{Ii ; (s, 1) is analogous with initial condition f = ;. This proves Lemma 5.B.1.

O

Next, we enhance this result to a bound uniform in 0 < s < t,. We first have:
Lemma 5.B.2. Let u be a solution of
Otu = E’U,,

with non-negative initial condition u;(0) > 0. Then, for each 0 < t < t, we have

1
3 Z u;(0) < Zu,(t) < Zu,(O) (5.206)
with very high probability.

Proof. Since U* is a contraction semigroup the upper bound in (5.206) is trivial. Notice that
O > ui = >_; Viu;. Thus the lower bound will follow once we prove —V; < N 3173 with
very high probability since ¢, N 2172 is much smaller than 1 by w1 < we.

The estimate —V; < N3L ™3 proceeds similarly to (5.201). Indeed, for 1 < |i| < N“4,
we use py+(E + e;t) < \E\% and that |Z;(t) — E| ~ [7,(t) — E| by rigidity (5.184) and by
the fact that

5 00) =l 13-(0) =il 2 N Nt il
is much bigger than the rigidity scale. Therefore, we have

/)rt(E + ert)
—Vf:/ U dE
amc%@—E)

1 | )
7il® Nz 2
~ dE + / s dE S -
/ FIE-7@f Jnaec E=m®OP T~ N L
The estimate of —V; for N¥4 < |i| < % is similar. This concludes the proof of Lemma 5.B.2.

O]

Finally we prove the following version of Lemma 5.B.1 that is uniform in s:

Lemma 5.B.3. Under the same hypotheses of Lemma 5.B.1, for any 0" > 0, such that &' < C'wy,
with C' > 0 the constant defined in Lemma 5.B.1, |a| < L]gé and |b| > LN? we have that

sup Z/{aﬁb(s,t) +U£L(s,t) <N P (5.207)
0<s<t<t,

with very high probability. The same result holds for t, < s <t < 2ty as well.
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Proof. By the semigroup property for any 0 < s < ¢ < ¢, and any j we have that
US(0,8) > U (s, U (0, s). (5.208)

Furthermore, by Lemma 5.B.2 for the dual dynamics we have that
1
§Zuj(0)§2uj ZZ Z/lﬁ 0,s) uZ(O),
J J
and so, by choosing u(0) = d; we conclude that

1
Zu,fj-(o,s)zi, VO < s<t,.
j

From the last inequal/ity and since Sup,<;, L{lf;- (0,5) < N1 with very high probability
for any |j| < 3LN° by Lemma 5.B.1, it follows that there exists an j, = j.(s), maybe
depending on s, with |j.(s)| > 3LN % such that Z/Ib X S)( s) > . Furthermore, by
the finite speed propagation estimate in Lemma 5.B.1 (this time with |a| > %LN % and
|b] < 1 LNY; note that its proof only used that |a — b| > LN?), we have that

supU (0,) < NP, Wi > SIN
t<t. 4
with very high probability. Hence we get from (5.208) with j = ji, (s) thatsup,, U5 (s,t) <
N~P+1 with very high probability. The estimate for U~ (s, t) follows in a similar way. This
concludes the proof of Lemma 5.B.3. O

Finally, we prove Lemma 5.6.4 and Proposition 5.6.7 which are versions of Lemma 5.B.3
but for the short range approximation on scale L = N1/2+C1¢1 needed in Section 5.6.2.2.

Proof of Lemma §.6.4. Choosing L = N %+Clw1, the proof of Lemma 5.B.1 is exactly the
same except for the estimate of () in (5.203), since, for any a € [0, 1], Q;(t) from (5.78) is
now defined as

Q=% Y et Y e, (sae)

* *
vy —Z.
J:li—i|>L Vi /yj J:lj—i|>L Zi J

with ®,,(t) given in (5.56) instead of (5.194). Then Lemma 5.B.2 and Lemma 5.B.3 follow
exactly in the same way.
By (5.209) it easily follows that

Q= sup sup |Qi(t)] <logN. (5.210)
0<i<t« |i|<LN?'

Hence, by an estimate similar to (5.204), we conclude that

1

N5 Ni N3
NZ+w N1 Nt
T, T i, T TE T
L2 N9 L2NY LiN2N?¢

NSt L LiNw Ne1
sup F(t) — F(0) < (” LN e
0<t<r

-log N <1,

~

with very high probability. Note that in the last inequality we used that L = N2 30w O



5.C. Short-long approximation

Proof of Proposition 5.6.;. 'This proof is almost identical to the previous one, except that Q;(¢)
is now defined from (5.87) as

1 1 d 1 1
Qit)=8|w Y Z—=+20)|+1-5 [7?(75) - == |
N jili—i|>L Vi T dt N jili—il<L Ti —7;
which satisfies the same bound (5.210). The rest of the proof is unchanged. d

5.C Short-long approximation

In this section we estimate the difference of the solution of the DBM Z(t, ) and its short
range approximation 2(t, a), closely following the proof of Lemma 3.7 in [122] and adapt-
ing it to the more complicated cusp situation. In particular, in Section 5.C.1 we estimate
|Z(t, &) — 2(t, )| for 0 < t < t,,i.e. until the formation of an exact cusp; in Section 5.C.2,
instead, we estimate |Z(t, ) — Z(t, )| for t, < t < 2t,, i.e. after the formation of a small
minimum. The precision of this approximation depends on the rigidity bounds we put as a
condition. We consider a two-scale rigidity assumption, a weaker rigidity valid for all indices

and a stronger rigidity valid for 1 < |i| Six = N 2701 both described by an exponent.

5.C.x  Short-long approximation: Small gap and exact cusp.

In this subsection we estimate the difference of the solution of the DBM Z(¢, ) defined in
(5.55) and its short range approximation z(¢, &) defined by (5.120)-(5.123) for 0 < t < ¢,.
We formulate Lemma 5.C.1 (for 0 < ¢ < ¢,) below a bit more generally than we need in
order to indicate the dependence of the approximation precision on these two exponents.
For our actual application in Lemma 5.6.8 and Lemma 5.7.2 we use specific exponents.

Lemmas.Cox Letw K wy K wa K 1. Let0 < apg < %—I—C’wl, C' > 0 a universal constant
and 0 < a < Cwiy. Let iy = N%+C*“’1 with Cy defined in Proposition §.6.2. We assume that

N
1Zi(t, ) —7;(t)| < —, 1<i| <N, 0<t<t, (5.211)
N1
and that
N(l
1Zi(t, ) —7,(t)] < —5, 1<i] <iy, 0<t<t,. (5.212)
N1
Then, for any o € [0, 1], we have that
sup  sup [Z(t, o) — Z(t, )| (5-213)
1<|i|<N 0<t<t«
NeNCer (1 N3'1logN N3 logN NF& N 1
< 3 50, T 1 + 1 + Tt T+ T )
Ni N Ni&Ne NiNea N%iT  Ne;2 NTBNe

with very high probability.

Proof of Lemma 5.6.8. Use Lemma 5.C.1 with the choice ag = % + Cw; and a = Cwy, for
some universal constant C' > 0. The conditions (5.211) and (5.212) are guaranteed by (5.60)

and (5.61). O
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Proof of Lemma 5.C.1. Let w; := Z; — Z;, hence w is a solution of
orw = Biw + Viw + (5.214)
where the operator By is defined for any f € C*V by

A, (9)

(B1f)i Z

J

fi— i .
o -StaELa - Sta) o

'The diagonal operator V; is defined by (V1 f); = V1 (i) fi, where

‘ pyt(E + e;_t) .
Vi(i) :__/ _ 7 dE, for 0<|i| < N“a,
1,50 (Zi(t, @) = E)(Zi(t, a) — E)
and
Vz::—/ — — dE, for N« <|i|] < —.
=" Jo wrnsi Gltm) - B ) — B =5
' (5.216)
Finally, V1 (i) = 0 for |i| > % . The vector  in (5.214) collects various error terms.
We define the stopping time
in{|Z,;(t)|,|Zy.i(t
T := max { t €[0,t.] | sup|zi(s, @) — Zi(s, )| < min{|Z, (;‘ Ly (D} }, (5.217)

where sup, , = supgeposup @ € [0, 1], where we recall that |Z,;(t)| ~ [Zy:(t)] ~
N— % +3wz .

For 0 <t < T we have that V; < 0. Therefore, since }_,(Bf); = 0, by the symmetry of
A, the semigroup of B1 + V1, denoted by U Bi+V1 s a contraction on every P space. Hence,
since w(0) = 0 by (5.123), we have that

£) = /OtUBlJer(s,t)C(s) ds

and so )
[w(t)lloo <t sup [[((5)]lec < N72F1 sup [[¢(5)[co- (5.218)
0<s<t 0<s<t

Thus, to prove (5.213) it is enough to estimate ||C( )||oo, forall 0 < s < ¢,.
The error term ( is given by ¢; = 0 for |i| > %, then for 1 < |i| < N4, (; is defined as

AC,(4)

_ M 1 1 _ +
CZ B /Iy,i(t)c El(t7a) - F 4~ N zj: gl(tv a) - g](tv CM) " q>a(t) éR[my?t(ey,t)L
’ (5-219)
with ®,(t) defined in (5.56), and for N¥4 < |i| < % as
5,(E + ¢ 1 A 1
¢ = / M dE — — _ _ ) (5.220)
T.i(t)°NT:(t) Zi (t,o) - E N ., Zit ) = Z(La)
I<|jl<=3
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Note that in the sum in (5.220) we do not have the summation over |j| > 2 since if
1 <|i| <% and [j| > 2= then (i, 7) € A°.

In the following we will often omit the ¢ and the o arguments from z; and 7; for nota-

tional simplicity.
First, we consider the error term (5.220) for N*4 < [i| < %. We start with the estimate

5 5 Ac,(7)
|C’_ / MdE—i Z:Z 1 (5.221)
2 ~ ~ —~ .
I;i(t)njz(t) Zi — E 1§‘]‘<3% Zi — Z]
A m . - Ac (i -
_ z(:%) Vi+1 p(E + ezr)(E — W’j) dE] + i z(f) Zj — 7,
1<]jl< B Bz, (zi — E)(z —7;) NISUK% (zi — z;)(Z —7;)
+ /WHHMdE + /V—ST“MdE + / pt(NE—i_et)dE
Viy zZi—E Y 3ix zi— E 0 zi— FE
4
Since [j; — 4| > N4we 4 Nwe M% and N“4i.e.
1
N2
"7‘7+ le e N%

is bigger than the rigidity scale (5.212), all terms in the last line of (5.221) are bounded by
1
N—a 3w,
'Then, using the rigidity estimate in (5.212) for the first and the second term of the rhs. of
(5.221), we conclude that

Na A0

Ni

1 1
W + N1 3w£' (5.222)

G| S
1<|jl< 2

The sum on the rhs. of (5.222) is over all the j, negative and positive, but the main con-
tribution comes from ¢ and j with the same sign, because if ¢ and j have opposite sign

then
1 1

¥ —7,)? = (7-i —Vj)z.

Hence, assuming that ¢ is positive (for negative i’s we proceed exactly in the same way), we

conclude that
A°,(i)

N¢ 1 —1_3u
G| S —= Z 5 t NI (5-223)
4 1< B Q7 —’Yj)

From now we assume that both 7 and j are positive. In order to estimate (5.223) we use
the explicit expression of the quantiles from (5.26a), i.e.

(551"

where A; < £2/2 denotes the length of the small gap of p;, for all |j| < i, ~ Nz.A simple
calculation from (5.26a) shows that in the regime ¢ > N“4 and j € A° we may replace
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o —%‘ ~ i (8) = Yy (£)] ~ ‘ 3/4 3/4‘ /N34 hence

A,(4)
N? z2+ > 1
Gsr X o J) + N (5.224)
gt Y

In fact, the same replacement works if either ¢ > N dwe or 5 > N4 and at least one of
these two inequalities always hold as (7, ) € A°. Using i < % and that by the restriction

(i,7) € A° we have |7 —i| > £(63 + Z%), elementary calculation gives

Na/
< .22
Gl S ST (5-225)
Since analogous computations hold for 7 and j both negative, we have
N e e
Gl S —/—— forany N“4 < |i| < iy (5.226)
N I N2w l 2

with very high probability.
Next, we proceed with the bound for ¢; for |i| < N“4. From (5.219) we have

A<,(7)

p(E+7¢) 1 1
= < ) — (5.227)
G /Iz,i(t)cﬁjz(t) zi—F N 4231'* 2T Z§ 227
|7]<=g
5,(E+ ¢ 1 e®
+ / PETE) gy 1 Y ——
T=(t) 2 — FE N \j\>% Zi — Zj
= 4

+ P (t) — RMu(Zi + )] + Rlmy 1 (Zi + ¢ )] — Rlmy (e )]

S(E +&F E+e¢}
+ / PEYE) +et)dE—/ ot EF o0 o) Ay g Ayt Ayt As,
SN ORI

By the remark after (5.224), the estimate of A; proceeds as in (5.224) and so we conclude
that Na
A1 S —/——. (5.228)
N1 N2we
To estimate Ay, we first notice that the restriction (Z j ) € A°i in the summation is
superfluous for |i| < N4 and |j| > 3i,. Letn; € [N~ Trgwa SN~ it 1“4] be an auxiliary

scale we will determine later in the proof then we write A as follows

Ay — / PEAE) g PEFE) 4o
() 2 —F J.(t)e zi — E +1im
1 1 1 1
¥ 2 535w~ A
>3 Y n lj|> 8 Y (5.229)
1 1 5,(E +7¢
+ | = Z ~7‘_/ MdE
N BH%—%+m1 J.(t) zi — E+im

+ (Me(Z + im) — man(Zi +1im, t, ) = Ag 1 + Ago + Ao s + Aoy,
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where we introduced

1
man(z,t, ) == — z € H.
2N ( - N ; ta )— 2z’

For 1 < |i| < N*4 and |j| > 3=, the term Ay 5 is bounded by the crude rigidity (5.211) as

1 m N2771
Ags| < E .
ik /3

* Nl

91>

Exactly the same estimate holds for As ;.
Next, using the rigidity estimates in (5.211) and (5.212) we conclude that

L -l o % -7
AalSy D =t 2 T
1<jl<i, 15T 2T i<[jl<n 1B 2 T
Ne L Nao 1
S Ny, )+ G (5231
Nim Ny <gren i ™ 75

1 N + 1
T Nii? Nm 2N

1

Ne [N *N% _ NNF N
~ 3 — +m + .
Nam

Here we used that the rigidity scale near i for 1|i] < N“4 is much smaller than 1; >
N-1ts%a, In particular, we know that Smy(7; + in1) can be bounded by the density
7,(7; + n1) which in turn is bounded by (7; 4 11)"/3. Similarly we conclude that

Optimizing (5.230) and (5.231) for 71, we choose

1
1 w 5
iZNeNH\°
m= 3
N2

which falls into the required interval for 77;. Collecting all estimates for the parts of Ay in
(5.229), we therefore conclude that

(5.232)

a
2
|Ag| < —
4
Tx

Next, we treat A3 from (5.227). @, (t) = R[m(¢) )] +O (N~1) by (5.57), then by (5.322)
we conclude that
[As] = [Rlm(e))] — Rlme(Z: + 5] + Rl (5 + e)] = Rlmy(e,)]|

< (M !’Ié) log [l < NN log N N3 logN (5.233)
(2

NN6 N2
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We proceed writing Ay as

5,(E + ¢ E+ef
Ay = / PUELE) g5 Pl E ¥ ey) 4
T..¢t) Zi—FE L.t Z—E
E+ef E+e¢f
+ / Bt &) 4y / ot B ) g\ _ayy + Au.
L.t zZ—FE T,:() Zi—E

We start with the estimate for A4 2. By (5.119) and the comparison estimates between
7. and 4y ; by (5.28) we have that

|IZ,Z' (t)AIy,i(t” 5

+

Vaimjo () — Vyimio(@)| T |Vasitis (i) = Tysitis ()
w1 .3 .

- N3 (631_1'_ ‘Z|4)’ (5234)

N 12

where A is the symmetric difference. In the second inequality of (5.234) we used that

li £ j+(i)] S N“4 andwy < 1. For E € T, ;AZ, ; we have that

~

1
put(E+egy)| _ N2(2 4 if?)

a-E 03+ i)
and so, using |7| < N“4,
N3N3 NINF
|A4,2| S Ni = NlNl (5-235)
12 4 6

with very high probability.
To estimate the integral in A4 ;1 we have to deal with the logarithmic singularity due to
the values of E close to 2;(t). For max{¢; ,¢,;} < E' <0 we have that

Pyt (E + e;j,t) =n(E+3e)=0. (5-236)

For min{e, , ¢, ,} < E < max{e, ,¢, ,},using the -Hélder continuity of p, and py ¢ and
(5.17a) we have that

11

€

1
_ _ 1 1 _ N8
(B + €)= BB+ &) S AL (6 — )7 S =

36

oo

=

Y

forall 0 < ¢t < t,. In the last inequality we used that A, ; < Ay S N_%“'g% for all
t < t,. Similarly, for &' < min{e, , ¢, ,} we have that

_ _ _ __ 1 1
(B + 60) = BB + 5| S |pya (B + €)= BB + &) [+ A7, (L~ 1), (5.237)

with B/ <0.
Using (5.17b) for E > 0 and combining (5.17b) with (5.236)-(5.237) for E' < 0, we have
that
C+[i|H)NT (2 +]i]2) N 1
|Agq] < T + — + —1 / N - dFE
NiNs N2 N 36 I,i(t)ﬂ{’E—zi >N—60} ‘Zi - E|

n / P(E+¢) = pya(E+eyy)
’E72|§N—60 z— F

dE| |
(5-238)
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The two singular integrals in the second line are estimated separately. By the 1-Holder
continuity p, ; we conclude that
Pyt
<N—60 zi— F

/ Py,tEE‘f‘ e;_,t) dE| = /
|E—Z‘§N‘60 zi— F |E_ZI
1

< —— dE SN,
|E—Z|<N-%0 |3, — E|3

+ = +
(B + ey,t) — pye(Zi + ey,t) dE

The same bound holds for the other singular integral in (5.238) by using the %—Hélder con-
tinuity of 5,. Hence, for 1 < |i| < N“4, by (5.238) we have that

NENF logN NFlgN N 1logN
+ R

A <
Al = NiNG N3 N5

; (5.239)
with very high probability.

Collecting all the estimates (5.226), (5.228), (5.232), (5.233), (5-235) and (5.239), and re-
calling w; < wy € wa < 1, we see that (5.228) is the largest term and thus |(| <
N—i~20 NCw1 45 ¢ < Cw;. Thus, using (5.218), we conclude that the estimate in (5.213) is
satisfied for all 0 < ¢ < T'. In particular, this means that

Zi(t, ) — Zi(t,a)| < N7itC 0<t<T,

for some small constant C' > 0. We conclude the proof of this lemma showing that T" > ¢,.

Suppose by contradiction that T' < t,, then, since the solution of the DBM have con-
tinuous paths (see Theorem 12.2 of [78]), we have that

~ - NaNCwl

2 —Z M

|Zi(T +t,a) — %(T+t,a)| < NIN

for some tiny ¢ > 0 and for any v € [0, 1]. This bound is much smaller than the threshold

|Zyi(t)|,|Z2(t)| ~ N~—473%0 i the definition of T.. But this is a contradiction by the

maximality in the definition of 7', hence T = t,, proving (5.213) for all 0 < ¢t < t,. This

completes the proof of Lemma 5.C.1. O

Proof of Lemma 5.7.2. 'The proof of this lemma is very similar to that of Lemma 5.C.1, hence
we will only sketch the proof by indicating the differences. The main difference is that in
this lemma we have optimal i-dependent rigidity for all 1 < |i| < i,. Hence, we can give a
better estimate on the first two terms in (5.221) as follows (recall that N¥4 < ¢ < %‘)

“1

NEéN
N

5 1 NNT ilE 412 NN
|j]< 2= ¥ —7;)% 1514 N 1j]< B (|i| = [iD2 [j|7 ~ NiN3we

4 4

G| <

o
o

Compared with (5.225), the additional N“* factor in the denominator comes from the |j| 1/4

factor beforehand that is due to the optimal dependence of the rigidity on the index. Con-
sequently, using the optimal rigidity in (5.49), we improve the denominator in the first term
on the rhs. of (5.213) from N2¢ to N3“¢ with respect Lemma 5.C.1.
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Furthermore, by (5.49),

.7\/v5 N% 1 1_Cxwy
| A3, [A24] < N and |A2.1],A22| S ;] SN2,
m Zf

. . 1 . _5
since i, = N21TC+¥1 hence, choosing 1 = N~ &, we conclude that

NENT  NE
A+ Ag] § —— + .
NiN3we N3

All other estimates follow exactly in the same way of the proof of Lemma 5.C.1. This con-
cludes the proof of Lemma 5.7.2. O

5.C.2  Short-long approximation: Small minimum.

In this subsection we estimate the difference of the solution of the DBM Z(¢, «v) defined by
(5.174) and its short range approximation Z(t, &) defined by (5.176)-(5.177) for t,, <t < 2t,.

Lemmas.C.2. Under the same assumption of Lemma . C.1 and assuming that the rigidity bounds
(5.211) and (5.212) hold for the Z(t, o) dynamics (5.174) for all t, <t < 2t,, we conclude that

NeNCer (1 . 2 N 1
N2we ZéN% N%é NaN 2
(5.240)

sup sup |zi(t, @) — Zi(t, )| < 3
1<[i[ <N t.<t<2t, Ni

with very high probability, for any a € [0, 1].

Progf. 'The proof of this lemma is similar to the proof of Lemma 5.C.1, but some estimates
for the semicircular flow are slightly different mainly because in this lemma the Z;(¢, o)
are shifted by m; instead of ¢;". Hence, we will skip some details in this proof, describing
carefully only the estimates that are different respect to Lemma 5.C.1.

Let w; := Z; — Z;, hence w is a solution of

Oy = Byw + Vyw + C,

where B; and V) are defined as in (5.215)-(5.216) substituting ¢, with m,.

Without loss of generality we assume that Vi < 0 forall ¢, < ¢t < T (see (5.217) in
the proof of Lemma 5.C.1 but now we have ¢, < ¢ < 2¢, in the definition of the stopping
time). This implies that U/ Bi+W1 i5 a contraction semigroup and so in order to prove (5.240)
it is enough to estimate

sup [[¢(s)llco-
«<t<T
At the end, exactly as at the end of the proof of Lemma 35.C.1, by continuity of the paths,
we can easily establish 7" = 2, for the stopping time.

The error term ( is given by ¢; = 0 for |i| > %, then ¢; for 1 < [i| < N“4 is defined as

~ A€ (1)
Py (B +my ) 1 1 d _
; = P2 Tt ap - = % v
CZ /Iy,i(t)c gl — F N - gl — gj + Oé( ) + dtmy7t7



5.C. Short-long approximation

with W, (t) defined in (5.172), and for N¥4 < |i| < % as

Ciz/ pELM) g L
La(t)enTa(t)  Zi

We start to estimate the error term for N4 < |i| < “. A similar computation as the
one leading to (5.226) in Lemma 5.C.1, using (5.212), we conclude that

_ — A€ (i) .
E 1 1 Ne .
IGi| = / wdE—— Z | < — ’ NwA<M§L_
e 0nT.() Z—E N T 53| T NaNe 2

4

Next, we proceed with the bound for (; for 1 < |i| < N“4. We rewrite (; as

_ _ A° (i)
o Py (£ +my) 1 1
G = (/If’z(t) % —E dF N ; (5.241)

% - 7

SO d . o
+ §R[my7t(zi + m%t)] + dtmy,t + \I/a(t) — %[mt(zi + mt)]

0,(FE +m, E+m
+ / 7pt(~ LLDPY / —py’t(~ ) 4p) - (A1 + A2) + Az + Ay
..t zi—F Ty (t) zi—E

where (A; + Ag) indicates that for the actual estimates we split the first line in (5.241) into

two terms as in (5.227). By similar computations as in Lemma 5.C.1, see (5.228) and (5.232),
we conclude that

% N
+ . (5.242)

N@ N
[Ar] + [A2] S + T
1iN1

NiNng

NI

N
N

* | ol

i

By (5.22b), (5.22d), (5.32b) and the definition of ¥, () in (5.172) it follows that

w1
|As| < [Rmy (2 +mye) — mye(my )] — R[mg(my) — (2 +me)]| + N
NENT N N R N NG (5-243)
T .1 3 + 1 |10g |%(t)|| + 7 S 7 -
NiNs N3 N2 N321 N 2a

We proceed writing A4 as

Ay = / MdE—/ MdE
I..(t) z—F T..i(t) z— F

N (/ pualE 4 B) 1 | MdE) Aun+ Asa,
Z.i(t) zi— B Z,,i(t) zi— B

We start with the estimate for A4 2. By (5.29) we have that

N+ i
7.:0az,00) £ D,
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where A is the symmetric difference. Note that this bound is somewhat better than the anal-
ogous (5.234) due to the better bound in (5.29) compared with (5.28). For E € Z,, ;(t)AZ, ;(t)
we have that

1
pyr(E+T)| _ N2(62 +1i]?)
Zi—E 3+ i3

and so .

wA

N2

[ Al § — (5-244)

N2

with very high probability.
To estimate the integral in A4 1, we combine (5.17d) and (5.22b) to obtain that

Py + E) — pyt(my: + E)| < [pzi(amgs + (1 —a)my + E) — py(my s + F)|
+(t—t,)T2

Proceeding similarly to the estimate of |A4 1| at the end of the proof of Lemma 5.C.1, we
conclude that

e NE(@E +Jif) | N / L _ag
4115 N2 N#i ) Sz wni]E-z[>n-ey |5 - Bl

/ ﬁt(E—i_ﬁt) _pyvt(E"i_my,t) dEl
E-7%;|<N-60 zi— E

(5-245)

Furthermore, similarly to the estimate in the singular integral in (5.238), but substituting ¢,
and e; ¢ by m; and m,, ; respectively, we conclude that that the last term in (5.245) is bounded
by N =20, Therefore,

NE(2 +|iz) N _ N
|Aa1| S T +—= S 7 (5.246)
Nz N321 N321

for any |i| < N«4. Collecting (5.242), (5.243), (5.244) and (5.246) completes the proof of
Lemma 5.C.2. O

5.D Sobolev-type inequality

'The proof of the Sobolev-type inequality in the cusp case is essentially identical to that in
the edge case presented in Appendix B of [41]; only the exponents need adjustment to the
cusp scaling. We give some details for completeness.

Proof of Lemma 5.7.5. We will prove only the first inequality in (5.163). The proof for the
second one is exactly the same. We start by proving a continuous version of (5.163) and then
we will conclude the proof by linear interpolation. We claim that for any small ) there exists
a constant ¢;) > 0 such that for any real function f € LP”(R}) we have that

[T YT s, ([ @ran) . e

3
T4 =Y




5.D. Sobolev-type inequality

We recall the representation formula for fractional powers of the Laplacian: for any
0 < a < 2 and for any function f € LP(R) for some p € [1, 00) we have

(Sl 1) = Cle) [ / Ha Y dway,

with some explicit constant C'(«v), where |p| := vV —A.
Since for 0 < z < y we have that

1

=g [Ms s <o -,

.J:.\t,o

3
1

Y

in order to prove (5.247) it is enough to show that

/+OO /+OO - e yv7))2 (zy)Tdedy > ¢ (/0+00 |f ()P dfl«“)i , (5.248)

where ¢ := i

real line, ie. f(z

calculation we have

+o00 +oo _ )) q g
4/ / |x—y|2 ; (zy) dxdy>// - |:r:y| dz dy.

Introducing ¢(z) := |x|? and dropping the tilde for f the estimate in (5.248) would follow
from

and p = 575 +377 Let f(z) be the symmetric extension of f to the whole
= f(z) forz > 0and f(x) == f(—2) for z < 0. Then, by a simple

& oo\:

(@) = [(y))? : ;
L s aray = ¢, ([1s@ras)” . Ga
By the same computation as in the proof of Proposition 10.5 in [41] we conclude that
(f(2) = /() - |$(x) f ()|
/R/RW]¢($)¢(Z/) dedy = (¢f, |p\1 Tof) 4 Co(n) /R W dz

with some C(n) > 0, hence for the proof of (5.249) it is enough to show that

2
O of) = e ([ 107)"
Letg:= \py%(l_n) |z|? f, we need to prove that

— N e
lglla > eylllz] =% |72 g,

By the n-dimensional Hardy-Littlewood-Sobolev inequality in [165] we have that

o fle =l o) a|

where%+m=1+l,0<q< ﬂand0<a<n.1nourcasea:1+—" r=2mn=1and

n P — 20

all the conditions are satisfied if we take 0 < 7 < 1. This completes the proof of (5.247).

< Clgllr
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Next, in order to prove (5.163), we proceed by linear interpolation as in Proposition B.2
in [79]. Givenu : Z — R, let ¢ : R — R be its linear interpolation, i.e. (i) := u; for
1 € Z and

V(@) = wi + (it1 — u) (@ — 1) = wip1 — (ip1 —ug) (i + 1 — ),

for x € [i,i 4 1]. It is easy to see that for each p € [2, +00] (i.e. n < 2/3), there exists a
constant ), such that

1H¢HLP ®) < lullzezy < Cpll¥ll Lemw) (5.250)

In order to prove (5.163) we claim that

/+OO/+OO |17[} ( )’ dxdy< cn Z %’ (5-251)

i —y4 iFJELy (V4 — )4

for some constant ¢, > 0. Indeed, combining (5.250) and (5.251) with (5.247) we conclude
(5.163). Finally, the proof of (5.251) is a simple exercise along the lines of the proof of Propo-
sition B.2 in [79]. d

5.E Heat-kernel estimates

'The proof of the heat kernel estimates relies on the Nash method. In the edge scaling regime
a similar bound was proven in [41] for a compact interval, extended to non-compact interval
but with compactly supported initial data wy in [122]. Here we closely follow the latter proof,
adjusted to the cusp regime, where interactions on both sides of the cusp play a role unlike
in the edge regime.

Proof of Lemma 5.7.6. We start proving (5.164), then (5.165) follows by (5.164) by duality.
Without loss of generality we assume ||wp||; = 1 and that

lw(3)]lp > N7 (5-252)

for each s < § < t, where w(3) = U*(s,5)wp. Otherwise, by £P-contraction we had
[w(@)l, < N~ 100 implying (5.164) directly.
In the following we use the convention w := w(8§) if there is no confusion. By (5.163),

2 (wi — w;)? (w; —w;)?
loly £ 30 55+ > —r 5
531 i1 — 47| ig1 | i* = [j]7 |
i#] i#]

we have that

First we assume that both 4 and j are positive. Let 04 < d2 < d3 < %1 We start with the
following estimate

Acv(i) 2
(w; — wj)? (w; — w;)? w?
Z_ T S DL T @am tX X T o (5.253)
i,j>1 |Z4 J4| (4,5) eA‘“ j4] i>1 j>1 |Z4 J4
i#] 4,7>1



5.E. Heat-kernel estimates

We proceed by writing

(w; — w;)? < (wi — w;)? (wz w;)?

(’L |Z4—]4|2 n ~ ' |Z4 ]4’2 ui s |Zi—]4|2 n’
J)EA (i,)€A: 4,5 >1 (i,7)€A
1,521 ior j<¢iN%2 i,j>0ENS2

By Lemma 5.B.3 we have that

(w; — wj )2 —200
Yo e SN (5.254)
(ij)eA |12 — j4
i,j>0ANO2

since i > (N2 and |(wp);| < N9 for j > ¢4N% by our hypotheses. Indeed, for
i > (*N% we have that

LAN%
w; = (uﬁ S, S wo) Z )] = Z ui?(wO)j‘i‘NilOO 5 Nflooj (5255)
j=fZ4N54

with very high probability. If (i,7) € A, 4,7 > 1 and i or j are smaller than £* N2 then
both i and j are smaller than ¢*N% . Hence, for such ¢ and j, by (5.162), we have that

NG i—jzl

Zi(t, o) = 2(t, 0)| S

(5-256)

lwo

4

for any fixed @ € [0, 1] and for all 0 < ¢ < t,, where Z;(t, @) is defined by (5.128)-(5.129). If
i and j are both negative the estimates in (5.253)-(5.256) follow in the same way.

In the following of the proof B, B;; and V; are defined in (5.128)-(5.129). By (5.256) it
follows that

2 2
(w; — w]2) + Z (w; — wJQ)
n n
(i.4)EA:1,5>1 ’“ - «74‘ (i) €A i, j<—1 ’“ - 34’
i or j<EANO2 iorj>—¢4N%2 (5.257)
S ~N"ENT T Z Bij(w; — w;)* = N2 N3 (w, Bw) .
(i.7)eA

Furthermore, since 1 < |i| < #2N?% we have that

A% 1 NG AN
3 3 2 g S 3 Z P SVE (5.258)
il — 1513 | N )

By the rigidity (5.160), (5.161) and (5.162), we can replace 2; by 7, in the sum on the rhs.
of (5.258) and so approximate it by an integral, then using that p,(E) < py+(F) in the cusp
regime, i.e. | E| < 0., with J, defined in Definition 5.4.1, we conclude that

AC,(4)
1 pyt(E-i-e ) _
N 3 GO50P S GO BT ST 6
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Hence, by (5.259), we conclude that

A,(i) 2

Ww; _
ZZ 3 S Z e e
|| ‘ ’ ’4’ 1<\‘|<€4N‘53 AR
< N_iN ++Cn Z w?Vi + N200 (5.260)
|i|<¢4N°%3

< —N"2N 30y Vi) + N~200,

Note that in the first inequality of (5.260) we used (5.255).
Summarizing (5.254), (5.257) and (5.260) and rewriting N 2% into an £P-norm using
(5.252), we obtain

1
-1 l.iC 2
Jwll < -N"2NF w, Lw) + 75 lwllp-

Hence, using Hoélder inequality, we have that

1 w
BilJw|)3 = (w, Lw) < —anﬁN“*l‘C"lelz
“—9on
< —e;NIN~ lonuwm oy (5.261)
—317 2—3n
> amam
< —eyNIN~F 1wl 2 [jwpl; 2

In the last inequality of (5.261) we used the ¢!-contraction of U*. Integrating (5.261) back
in time, it easily follows that

w 1-3n

NCW+T1

U= (s, tywollz < | ———— llwollr, (5.262)
cyN2(t —s)

proving (5.164). The same bound also holds for the transpose operator (%)
In order to prove (5.165) we follow Lemma 3.11 of [122]. Let X(é) := 1y;<pap55}, with

04 < 05 < %1, and v € R?V . Then, we have that
<u£(0> t)w07 U> = <w01 (UE)TX’U> + <w07 (UL)T(l - X)U>
By Lemma 5.B.3 we have that
[, @5 (L= x)0)| < N1 g oo (5265)

By (5.164) and Cauchy-Schwarz inequality we have that

w 37]
]\]Cn-ﬁ-?1
[(awo, UE)Tx0)| < [lwolo| @F) xv]l2 < ol <N> ol (5264)
Cn 2

Hence, combining (5.263) and (5.264), we conclude that

w 3n
NCnJrTl
1450, t)wo|oo < <1> [[wol|z, (5.265)

Cn 2
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and so, by (5.262), that

247 (0, t)wo o = (L4 (£/2, U= (0,2/2)wo]|so (5.266)
w1\ 1-3n w1\ 2(1-3n)
NOn+3 NEnt+3
S <1> 1U“(0,/2)woll2 < <1 [|woll1
cy N2t cyN 2

where in the first inequality we used that U~ (0, /2)wy satisfies the hypothesis of Lemma
5.7.6, since ’(UE(O,t/Q)wo)i’ < N7 for |i| > £*N?% by the finite speed estimate of
Lemma 5.B.3. Combining (5.265) and (5.266) then (5.165) follows by interpolation. O
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Fluctuations of Rectangular Young Diagrams of
Interlacing Wigner Eigenvalues 6

We prove a new CLT for the difference of linear eigenvalue statistics of a Wigner
random matrix H and its minor H and  find that the fluctuation is much smaller than
the fluctuations of the individual linear statistics, as a consequence of the strong
correlation between the eigenvalues of H and H. In particular our theorem identifies the
Sluctuation of Kerov’s rectangular Young diagrams, defined by the interlacing eigenvalues
of H and H , around their asymptotic shape, the Vershik-Kerov-Logan-Shepp curve.
Young diagrams equipped with the Plancherel measure follow the same limiting shape.
For this, algebraically motivated, ensemble a CLT has been obtained in [ros] which is
structurally similar to our result but the variance is different, indicating that the
analogy between the two models has its limitations. Moreover, our theorem shows that
Borodin’s result [34] on the convergence of the spectral distribution of Wigner matrices to
a Gaussian free field also holds in derivative sense.

Published as L. Exrdés and D. Schroder, Fluctuations of rectangular Young diagrams of
interlacing Wigner eigenvalues, Int. Math. Res. Not. IMRN, 3255-3298 (2016), MR3885203.

6.1 Introduction

There is a rich history of probabilistic models of essentially algebraic nature with surprising
connections to random matrix theory. Examples include the longest increasing subsequence
in random permutations [22], queuing processes [25], random tilings of a hexagon [110],
poly-nuclear growth processes [149] and 1+1 dimensional exclusion processes (see e.g. [37]
for a good overview of the topic). Recent years have seen a spectacular progress towards
the KPZ universality that is detected in the extreme regimes. The intuition for the KPZ
universality often comes from relating these model to the extreme eigenvalues of random
matrices. Many of these models are related to a classical algebraic problem, the statistics of
Young tableaux from representation theory. In this paper we focus on the bulk regime and we
investigate the analogy between large Young diagrams equipped with the classical Plancherel
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measure and Kerov’s rectangular Young diagrams, originating from eigenvalue statistics of
minors of large random Wigner random matrices. Their limiting shape curves coincide.
Here we identify the fluctuation of the rectangular Young diagrams and establish the precise
conditions when it is Gaussian and we compute its correlation. We find that the limiting
behavior of the two diagram ensembles are not the same, even though in the extreme regime
their statistics coincide.

Given an integer NV and a partiton N = A1 + Ay + ... of N into integers A\; >
Ag > --- > 0, the planar figure obtained as the union of consecutive rows consisting of
A1, A2, ... unit square cells, is called the Young diagram corresponding to A of size |A| = V.
Young diagrams of size N are commonly considered as a probability space equipped with
the Plancherel measure Py()\) = d3 /N!, where d) is the number of Young tableaux with
given shape A (see, e.g. [86])

'The first major connection between Young diagrams and random matrix theory was es-
tablished by Baik, Deift and Johansson who showed in [22] that the distribution of A /v N
with respect to Py () asymptotically agrees with the distribution of the largest eigenvalue
ofan N x N GUE matrix, hence it follows the Tracy Widom law [170]. Similar result [20]
holds for A\y/ V/N and the second largest eigenvalue, and Okounkov [139] established that
the joint distribution of A1/V/N, ..., \i/v/N asymptotically follows that of the k largest
eigenvalues of the GUE. Alternative proofs are given in [38,108]. In fact, in [38] also sine ker-
nel universality in the bulk regime (that is, correlation functions of rows A\;, with k ~ V/N)
has been proven.

To study the bulk behavior of Young diagrams, it is convenient to draw them in the
Russian convention which is rotated by 45° from the horizontal convention (see Figure
6.1). In this way we can view the upper boundary the diagram as a continuous function
E — X(E) such that A(E) > |E| and N'(E) = =1, whenever it is defined. We can
continuously extend this function by A(E) = |E| outside the extent of the diagram. The
limiting shape and the fluctuation of this curve under the Plancherel measure, after proper
rescaling, has been determined:

1 2
\/—N)\(\/NE) ~ Q(E) + ﬁA(E), N — oo, (6.1)

{]E\ if |E| > 2
O(E) =

% {E arcsin % + V4 — EQ} else

is the Vershik-Kerov-Logan-Shepp curve. The fluctuation term A(E) is a generalized Gaus-
sian process on the interval [—2, 2] that can be defined by the trigonometric series

where

A(2cosb) = % Z éw\/%w
k>2

of independent standard Gaussian random variables . The limit shape has been indepen-
dently identified in [130] and [175], the fluctuation was proved in [105] following Kerov’s
unpublished notes.

A direct connection between random matrices and Young diagrams in the bulk regime
was found by Kerov in [114]. He showed that for a Wigner random matrix H € CNxN
and an independent random N — 1 dimensional hyperplane h with uniformly distributed



6.1. Introduction

NE)

| E

Ficure 6.1: Young diagram in French and Russian convention corresponding to the parti-
tion 15 =6 + 5+ 2 + 1 + 1, together with the curve A(E)

normal vector, the eigenvalues A1, ..., An,and A1,...,Ay_1 of H and P, H P}, where P
is the projection onto h, can be used to construct a curve very similar to Young diagrams. He
defined a rectangular Young diagram (for a more general context, see [141]) as the function

Z|)\k—E| ’)\k— EeR.

It is easy to see that wyy is the unique piecewise-linear continuous function with local min-
imain A7 < ... < Ay and local maxima in )\1 < < )\N 1 such that the slope is 1
whenever it exists and wy (F) = ’E D IRVEEDY )\k‘ for large enough |E|. It was then
shown that

A}i_r)noo Ewn(E) = QE),
uniformly in E.

Bufetov in [51] has recently improved this result in two directions. First, he showed that
the randomness in the choice of the projection is not needed; it is sufficient to consider the
eigenvalues of H and its minor H = (h;j); j>2 (where the choice of removed row/column
is, of course, arbitrary). Second, he improved the convergence in expectation to convergence

in probability;

A}gn sup lwy(E) — Q(E)| = 0. (6.2)

We note that 3 A, = 33 Ae—1 + hi1, 50 wy(E) = |E — hyy| for large E and thus
it does not exactly match Q(E) even outside of the limiting spectrum [—2, 2]. To remedy
this, we will also consider the shifted diagram

wN(F) =wn(E + hi1)

which agrees identically with Q(E) outside the spectrum. This modification is irrelevant
for the limit shape but it becomes relevant when we consider fluctuations. Figure 6.2 shows
realizations of wy for different values of IV together with the limiting curve 2.

In the present work we upgrade the law of large numbers type results (6.2) to a central
limit theorem (CLT) as in (6.1), and thus demonstrate that a certain analogy between ran-
dom matrices and representation theory extends beyond the macroscopic behavior. Specif-
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ically, we prove that

E\/(4—E?) 4 +4arcsin E/2

wy (E) ~ Q(E) + L [A(E) +&n ] : (6.3)

VN 27
T () ~ ) + [&E) e YO E (6.0

where A(E ) are collections of centered Gaussian random variables whose covariance struc-
ture we explicitly compute and 11 = v/Nhyy is independent of them. Therefore the fluc-
tuations of wy and Wy are Gaussian if and only if h11 is Gaussian. We also conclude from
our explicit formulas for the variances that although (6.3) resembles (6.1), the distribution
of the Gaussian part of the fluctuation, A(E) and A(E) do not agree. For example — in
contrast to A(E) — the fluctuation term A(E ) has a finite variance.

Motivated by the preprint of the current paper, Sasha Sodin [159] considered another
rectangular Young diagram w}; obtained from the interlacing roots and extrema of the char-
acteristic polynomial of H. He found that

Wi(E) = O(E) + LA(E), (69

albeit in a weaker sense than (6.3), where A(E) is a generalized Gaussian process closely
related to A(E) in (6.1). In particular the fluctuations of w}, are always Gaussian; the dis-
tribution of any specific matrix entry does not play a distinguished role. The difference be-
tween wy and w}jy can be understood via the Markov correspondence (see, e.g. [115]). Sodin
pointed out that the rectangular Young diagram wy created by a random matrix H and its
minor H is related to the entrywise spectral measure py, defined as [ fdpn == f(H)11,
while the empirical spectral density juv = 4 3, 65, corresponds to the rectangular Young
diagram w},. Thus the behavior of w}, is directly related to & Tt f(H) and not to f(H)11
which also explains the difference in the size of the fluctuations between (6.3) and (6.5). For
more details on the relation of wx and w}; we refer to [159].

We prove our results (6.3)—(6.4) as corollaries to a new central limit theorem for the
difference in linear eigenvalue statistics of a Wigner random matrix and its minor. For many
classes of random matrices H = H®) € CVN*! the empirical spectral density, i.e., the nor-
malized counting measure of eigenvalues, +- SV, 0, converges weakly to a deterministic
measure p as N — 00, which may be viewed as type of law of large numbers. Phrased in
terms of an appropriate test function f,

naturally raises the question whether the fluctuations in this convergence also follow an ana-
logue of the central limit theorem. The object S-0; f(A\(HN))) = Tr f(HM), called
the linear eigenvalue statistics of H™) has been studied for many types of random matrices
[15, 132, 154, 24, 157, 162, 106] and large classes of test functions f. Contrary to the classical
CLIT, the fluctuations of the linear eigenvalue statistics do not grow with IV, at least if f is
sufficiently regular. The fluctuations are typically Gaussian, but there are also some patho-
logical examples where this is not the case, e.g. for certain invariant ensembles with density



6.1. Introduction

" —Q
2N
2 SN |
G N
. 7
\ 7
g
\ N #
N AN
’
\ . \
\ ‘ \ .
\ ’ \ 4
N \ ’
N \ ’
\ N /
\ ’
.
\
N
VAN ,/
N ¥ ,
> ’
N N .
X4 ’
NV ’
\ ‘.
\ , ’
\ .
\
]_* N 2N B
N
A
| | | | |

F1GuRre 6.2: Sample rectangular Young diagrams wy with limiting shape {2

supported on several intervals [142]. For polynomial test functions f the Gaussian fluctua-
tion can be proved by the elementary moment method, see e.g. [14, Theorem 2.1.13], but a
simple approximation argument does not suffice to extend the result to less regular f. CLT
still holds, for example it has been shown in [132] that for GOE random matrices and test
functions f with bounded derivative Tr f(H\)) —E Tr f(HM)) converges in distribution
to a centered Gaussian random variable of variance

dzdz’.

LR [\ -

2772/_2/—2( x—a ) Vi — 224 — 2

The currently weakest regularity conditions on f for CLT are found in [162]; f € H!T€
is necessary for general Wigner matrices and f € C/2*¢ suffices for GUE. We stress
that linear statistics are very sensitive to regularity of the test function; while polynomial
test functions do not require understanding of any local eigenvalue statistics (the global
moment method works), the proof in [162] for the Wigner case heavily relied on techniques
developed to prove local semicircle laws [82], while the GUE case even used the Brézin-
Hikami formula and saddle point analysis of the determinantal kernel by Johansson [109].
All previous work concerned linear statistics of a single Wigner matrix except two papers

by Borodin [34, 35] and a few recent works motivated by them. In these papers joint fluctu-
ations of linear statistics of Wigner matrices and its minors were investigated (see also [111]
where a similar question was discussed for d-regular graphs). Borodin considered general
families of regularly nested minors and identified the limit of their joint spectral counting
functions as a Gaussian free field (GFF), but the test function was polynomial and thus a
relatively simple extension of the moment method [14] worked. The class of test functions
was extended to include functions with a high Sobolev regularity (H%5%¢ for Gaussian and
HP-5F¢ for general Wigner matrices) using a Chebyshev basis decomposition [128] (see also
[112] where not only nested but overlapping matrices were considered). However, all these
results identify the joint fluctuations on order one scale, whose correlations are typically
strictly between o and 1 for a collection of minors whose sizes asymptotically differ by cV.
Our work detects the small fluctuation of order N ~1/2 resulting from the very strong cor-
relation between minors of almost the same size. This fine effect is not visible on the scale
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of the analysis in [34, 35, 128]. Nevertheless, one may ask whether the fine scale covariance
structure proven in our main Theorem 6.2.1 is consistent with the covariance formula in [34,
35, 128] if one formally applies it to H and its immediate minor H disregarding the inter-
change of limits. Effectively this question is equivalent to asking whether the convergence
of the spectral counting functions of the minors to the GFF also holds in derivative sense.
In Appendix 6.A we show that the derivative of the GFF predicts the correct variance of
the fluctuations but fails to identify their distribution, in general. This is essentially due
to the fact that our fine scale result depends on the precise distribution of h1; while the
macroscopic formula does not depend on any individual matrix entry.

Inspired by Kerov’s rectangular Young diagrams, in the present work we study the dif-
ference of two linear statistics f = Tr f(H) — Tt f(H) of a Wigner matrix and its minor
for alarge class of test functions that includes f(z) = |z — E|. We find that the expectation
of fn converges to

12 flx)

e

and its fluctuations around €2 s are of order IV —1/2 In particular, the fluctuations we identify
are much smaller than those of the individual linear statistics, as a result of the strong corre-
lation of the eigenvalues of H and H. Moreover, we prove that the fluctuations are Gaussian
if and only if hy; follows a normal distribution. It is clear that h1; plays a special role, since
for example with f(z) = x,we have fy = Tr H —Tr H = hy. Since our test function has
a relatively low regularity, our proof requires to understand the spectral statistics on small
mesoscopic scales. In practice, we jointly analyze the Green functions G(z) = (H — z) ™!
and G(z) = (H — z)~! on a spectral scale Sz > N~2/3,

After completing this manuscript, we learned’ from Vadim Gorin that he and Lingfu
Zhang have obtained [92] the exact analogue of our result for the multilevel extension of
the -Jacobi ensemble that was introduced in [36] as an analogue of the minor process for
general $-ensemble.

Acknowlodgment. The authors are grateful for discussions with Zhigang Bao and for
advice on references from Alexei Borodin. We thank Vadim Gorin for motivating the ob-
servation discussed in Appendix 6.A.

6.2 Main Results

We consider complex Hermitian and real symmetric random matrices and their minors of

the form
hi11 ... hni hoo ... hno

hin ... hnn hany ... hnn

with (hij)fyjzl being independent (up to the symmetry constraint h;; = hj;) random vari-
ables satisfying

2 Sij 0
Eh;j =0, E|h| :F] and E‘hij‘pSNpp/Q (6.6)

for all ¢, 7, p and some absolute constants £, Our main result about the difference of linear
eigenvalue statistics of a Wigner random matrix and its minor is as follows.

"Private communication
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Theorem 6. 2 1. Let the Wigner matrix H satisfy (6.6), s” = 1fori # jandsy < C for
all i, E|h1]] = o4/N? for j = 2,. Nﬂna’Eh = 09/N fori < j. Moreover, let
f € H?([-10,10)) be some real-valued function. Then z‘be random variables

R N N-1
In=Tef(H)=Tr f(H)=> f(\) — f(A%)
k=1 k=1
and
B N N-1
fv=Y" f(k = hi) - f(Ak = ha1)
k=1 k=1

are approximately given by
fNNQf‘F\ﬁ[Af‘i‘fll/ flx )dx}
fNNQf+\/N[Af+fll/ v/ (@

where p(x) = 5=/4 — a2 is the density of the semicircle law,

S B GO
W/_2\/4—x2 v

and A\ 15 a centered Gaussian random variable, independent of {11. Its variance is given by the
explicit formulas

E(Afp)? =Vy=Vig+ oo Vo + (04 — 1)Via

Via= [ rare@ - ([ of@ow ) ([ re d:v) 69)
Via = ( [ , xf'(x)p(x) d$>2, (6.9)

where Vi, as defined in eq. (6.42), is a correction term only needed when o9 # 0. For the special
case of symmetric Wigner matrices H where 09 = 1 holds automatically, we have V5, = Vi 1.
More precisely, for any fixed € > 0,

EfN:Qf+O(N72/3+6>, EfNZQf+O(N72/3+€)’
and
2
VN [fx — Q] —511/ fl(x)p(z) dz = Ay,

\/JV[fN —Qf] 511/2 a:f’;( ?) p(z)de = Ay

converge in distribution to A y. Any fixed moment of these random variables converges at least at
a rate of O (N -1/ 6"'6) to the corresponding Gaussian moments.
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Remark 6.2.2. Theorem 6.2.1 shows that the fluctuations of fn and fN are always Gaussian if
[ fl(x)p(z)de = 0 or [ f"(x)zp(x)da = O, respectively. For generic f not fulfilling these
conditions the fluctuations are Gaussian if and only if h11 _follows a Gaussian distribution.

By polarization identity, the limiting covariances of VN |[fy — Q] and VN[gn —
;| may be obtained for any pair of functions f, g. In particular, Theorem 6.2.1 extends to
complex test functions f by considering its real and imaginary parts separately. We also
note that the condition f € H? is not essential. The theorem holds for any f € H?',
provided that fEQ |/ (x)z f'(x)] do < co. Finally, we remark that the same statement holds
for generalized Wigner matrices where we assume s;; = 1 only fori = 1 and j > 1. For
¢ > 2 we only need to assume

D osij=N-—1, max s;; < C
§>2 "

for some constant C'. We leave it to the reader to check that our proof carries over with
minor modifications to this general case, as well.

Applied to rectangular Young diagrams, this result translates to:

Theorem 6.2.3. Let the Wigner matrix H satisfy (6.6), s;j = 1 for (i,7) # (1,1), E \h1j|4 =
o4/N2forj =2,...,N and E hgj = 09 /N fori < j. Then — in the sense of Theorem 6.2.1 and
with the same error bounds — we asymptotically have

wn(E) = (B) + [K(E) IPVICRL S 4arcsinE/2]

and

wy(E) ~ QE) + \/1N lA(E) + 511@] ;

where A(E) is a centered Gaussian, independent of {11. Its variance is given by the explicit
Sformulas

E[A(E)? = V(E) = Vi(E) + |o2|* Vo, (E) + (04 — D)Va(E),

2
(- E2)3 - (E\/(4 —E?), +4arcsinE/2) (4B}
i(E) =1 972 472 - ValE) = 972

where it is understood that arcsin(+x) = /2 for x > 2. The correction term V., (E), that is
only needed when oo # 0, can be obtained via the general formula for Vi, from (6.42). For the
special case of real symmetric H, we have V,,(E) = Vi(E).

A simple inspection also shows that Wy not only becomes deterministic for |E| > 2,
but it has smaller fluctuation than wy everywhere. Furthermore, both wy and wy have
fluctuations precisely of order N~/2 in E € [~2, 2], while outside of this interval only wy

1/2

has fluctuations of precisely order N~"/“ and wy has strictly smaller fluctuations.
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6.3 Variance Computation

In this section we prove Theorem 6.2.1 in the sense of mean and variance. The proof for
higher moments and the convergence of distribution will be given in Section 6.4. We first
introduce a commonly used (see, e.g., [73]) notion of high-probability bound which helps

in keeping the notation compact.

Definition 6.3.1 (Stochastic Domination). If
X = (XM |NeNuecUM) and v=(YMw|NeNuecu™)

are families of random variables indexed by N, and possibly some parameter u, then we say that
X is stochastically dominated by Y , if for all €, D > 0 we have

sup P (XM () > NY N ()] < NP
ueU W)

for large enough N > N (€, D). In this case we use the notation X <Y . Moreover, if we have
| X| <Y, wealso write X = O (Y).

It can be checked (see [73, Lemma 4.4]) that < satisfies the usual arithmetic properties,
eg. if X3 < Y] and Xy < Y5, then also X7 + Xo < Y7 + Yz and X1 Xy < VYo,
We will say that a (sequence of) events A = AN) holds with overwhelming probability if
P(AN)) > 1 - N=Pforany D > 0and N > No(D). In particular, under the conditions
(6.6), we have h;j; < N ~1/2 and max;, |\ < 3 with overwhelming probability.

Let x: R — R be a smooth cut-off function which is constant 1 inside [—5, 5] and
constant 0 outside [—10, 10]. Now define

and its almost analytic extension

fe(@ +in) = [ (@) + infy(@)] x(n).

Clearly, fc is bounded and compactly supported. Then,

) 10 ) 7 0 )
Oz fc(x +in) = 5%‘70@(90 +in) + 5877f(c($ +in)

= DX A + X ) [fule) + inf ()]

and we note that for small 7,
Oz:fc(x +in) =0O(n) and 0Oy0:sfc(x+in) =0 (1). (6.10)

For real \ we have

) = i [ e g, L[ Bfeletin)

- dzd
2T Jo —z TJR2 A—x —1 v

307



6. FructuaTtions oF REctaNGULAR YOUNG DiacraMs oF INTERLACING WIGNER E1GENVALUES

308

whenever f € C?(R), as follows from Cauchy’s Theorem. Since the left hand side of this
equality is real, it suffices to integrate the real part of the integrand on the right hand side
which conveniently is symmetric with respect to the real axis. Consequently,

/ / 9:fe(@ + in) dndax. (6.11)
R

A—x—1in

Eq. (6.11) is commonly known as the Helffer-Sjéstrand formula [101]. One can easily check
that eq. (6.11) extends to H?(R) functions. The cut-off was chosen in such a way that with
overwhelming probability f(A;) = fc(Ax) and f(Ar —hi1) = fo(Ag — hi1) and therefore
eq. (6.11) yields

v = i%/RA 0: fe(a + in) [T G(a + in) — TrGla +in)] dpde (6.2)

and
fN = 72T§R/ - Oz fc(x +in) [Tr G(x + h1p +in) — Tr @(w + hi1 + ”])} dndz,
(6.13)
where for convenience we defined
n= (3 5) 0= 7))
G(z)=(H-2)"", GGz)=WH-2)"", W) =@ -z
We also introduce the short hand notations
An(2)==TrG(z) = TrG(z) and Apn(z):=TrG(z+ hi1) — TrG(z + h11).

From the Schur complement formula we find

L+ (hG)Ph) Ane) = 1+ (h,G(z + h11)*h)

Anlz) = hi1 — z — (h, G(2)h) —2= (b, G(z + ha)h)

(6.14)

'The basic strategy now is that we identify the leading order behavior of these two expressions
and then handle the fluctuations separately. To do so, we firstly exclude a critical area very
close to the real line. Since

)77 + 1 (h,G(x+ i77)2h>‘ <0+ S (h, Gz + in)h) < ’xo +a+in+ (h,G(x + in)h>‘
for any xy € R we find that
nAN(z+in)| <1 and  |pAy(e+in)| <1

for all » > 0. Therefore we can restrict our integrations in (6.12)—(6.13) to the domain
Sz > ng == N~2/3 and find that

—8‘%// Ozfc(x + in)An(z +in)dndx + O< ( 2/3)
0
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and

7%/ / 0: fe(w + im)Ax(x + in) dyda + O (N7/9).
For 3z = 1 > no we claim that the leading order of Ay and Ay is given by

1+ L TrG(2)?

An(z) = o ITa() (6.15)
Accordingly, we split the proof effectively into two parts. We define
—?R/ / Oz fc(x + zn)AN(x +in)dndz (6.16)
0
and
= —?R/ / Oz fe(x +in) {AN(x—i-in)—AN(w—i-in)} dndz (6.17)
—?R/ /77 0z fe(z +in) {A (z +in) — An(z —I—in)] dndez,
so that

fN:Qf+FN+O<<N_2/3> and fN:ﬁf—i—F‘N—I—O<(N_2/3>.
Proposition 6.3.2 (Leading Order). Under the assumptions of Theorem 6.2.1 we have that
Qf :Qf+o.< (N72/3) .
Proposition 6.3.3 (Fluctuations). Under the assumptions of Theorem 6.2.1 we have that
1 ~ 1~
EF} =V + 04 (N”/G) and BEF} = S V;+0< (N*Wﬁ) .

Note that the error terms in these propositions are deterministic and hence could also
be written as O (N_2/3+E) or O (N_7/6+5) for any € > 0, respectively, but for simplicity
we keep the O (. ..) notation for deterministic quantities as well.

'The positivity of Vy and f/f defined (6.8)—(6.9) follows from 1 = 02 < o4 and from
simple Schwarz inequalities

([ ) < [ ot |
([, oot (1@ [ ﬂf)dw) <(/f 22p<:c> (f(w)— [or) sanaz).

using that the semicircle density p is symmetric and [ 22p(z)dz = 1.

309



6. FructuaTtions oF REctaNGULAR YOUNG DiacraMs oF INTERLACING WIGNER E1GENVALUES

3I0

6.3.1 Leading Order Integral

'This section is devoted to the proof of Proposition 6.3.2. We rely on the local semicircle law
in the averaged form (see [82] or [73, Theorem 2.3])

mpy(z) = %Tr G(z) =m(z) + O <Z\}77> (6.18)

and the entry-wise form

Gij(2) = Siym(z) < —= (6.19)

which holds true for all 7 = 3z > 9. Here m(z2) is the Stieltjes transform of the semicircle
distribution, i.e.,

2 1 1 (2 V4d—2a? —z+Vz2—4
m(z) —/ plr)dx = 2—/ da = ,
m™J-2

9T —Z Tr—z 2

where we chose the branch of the square root with positive imaginary part. Note that G
isan (N — 1) x (N — 1) matrix but we still normalize its trace by 1/N to define my;
this unconventional notation will simplify some formulas later. Strictly speaking, the sum
of the variances in each row of H is not exactly one as required in [82, 73], partly due to
the removal of one column and partly due to the relaxed bound E |h;|? < C/N on the
diagonal elements. Nevertheless, we still have > o E |;;2 = 1 + O (N~!) for each
Jj =2,3,..., N and the proof of [73, Theorem 2.3] goes through. The only small change is
that the O (N 1) error term above gives rise to an additional term of size O (1/N7) in the
definition of Y; in (5.7)-(5.8) of [73] using the trivial bound |v;| = |G — m| < 2/n with
the notation of that paper. Since the error bound on T; used in that proof is bigger than
O (1/Nn), see [73, Lemma 5.2], the rest of the proof is unchanged.
Thus

where we used the relation m(z) = 1/(—z —m(z)). Since 0z fc(x +1in) = O (n) for small
7 the error term, when inserted in (6.16) only gives a contribution of 1/N. Thus eq. (6.16)
becomes

SA)f = i%/ﬂ@/ﬁ:o Oz fc(z)m(z) [1 + ;Tré(z)ﬂ dndx 4+ O (N_1> ,

where from now on we shall always use the shorthand notation z = x + 7. Noting that

1 ~ 1 ~
1+ ¥ Tr G(z + in)? = 9, [77 — z‘N TrG(z + m)] = 0Oy [n — imn(x +1in)],
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and —i0,h(z) = 0.h(z) for analytic h, we can now perform an integration by parts to find

Q= 2R [ 0xfelzolmzo) [y — im(zo)] do
=7 / (0: fe(2)m(2)) [y — im ()] dnda + O~ (N7
=29 [ D:fe(a)mizo) by — im(z))da
20 [ [0, @cfeteme) [~ im(e))dnda + 0 (V)
+2R | 0= felzaym(z0)i fma(z0) = m(z0)] da
- m/ / (9= fe(2)m(2)) i [m () — m(2)] dn da

éR//n Ozfc(z)m(z) [1 +m/(2)] dndz + O« (Nfl) + 0« (N71|10g770|)

where we used that 0z fc ( + in) scales like 7) near the real axis and the local semicircle law
from eq. (6.18). For the main term we need the following simple lemma.

Lemma 6.3.4. Lez ¢,1): [—10,10] x [0, 10¢] — C be functions such that 0:1)(z) = 0, ¢, €
H! and ¢ vanishes at the left, right and top boundary of the integration region. Then for any
no € [0, 10], we have

10 10 1 10
[ [N ands = o [ pa+in)p(o+im)de, 2 =a+in
10 Jno 1 .J-10

Proof. 'This follows from the computation

10 1 10 10
/ / z)dndz = —/ / [0z0(2)]Y(2)dzZ Adz
0 20 J-10 /o
1 10 ] ]
= / (A2 = 50 [ (et i)l +im) da.
where we used Stokes’ Theorem in the ultimate step. O

We apply this together with Sm(x)[1 + m/(x)] = (4 — 2%)~'/? and (6.10) to extend
the integration to the real axis and conclude that

3%//77 0: fe(2)An(2) dy da

_Qf+(’)<(N2/3)—71T/_22 Z(_)x dz+ 0L (N72%),

completing the proof of Proposition 6.3.2.
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6.3.2 Fluctuation Integral
We now turn to the proof of Proposition 6.3.3. We formulate the main estimate as a lemma:

Lemma 6.3.5. For any 1 > ng we have that

. (B G(2)h) —my(2) — hi 1 20
AN(Z) o AN(Z) — 82 - mN(Z) + O-< <N,’72> (6. )
and
- ~ (A, @(Z + hi1)h) —mpy(2) 1 21
AN(Z) . AN(Z) — 82 - mN(Z) + O-< (NT]2> . (6 )

Proof: 'This lemma relies on the following large deviation bound (see, e.g. [73, Theorem C.1])

1 1
(hy Ah) = - Tr A+ O (N\/Tr\A]Q). (6.22)

To prove eq. (6.20) we write the difference Ay — Ay from (6.14) and (6.15) as
(=2 —mn(2)) ((h G(2)2h) = miy(2)) = (=1 = miy(2)) ((h, G(2)h) — mn(2) = hus )
(=2 = my(2)* = (=2 = m(2)) (0, G(2)h) = mw(z) = ) |

Now it follows from eq. (6.22) and (6.18) that

(h, G(2)h) — ]1,\/ T |G(2) an é(z)<\/J1W (6.23)

and also

(h, G(2)%hY — miy(2) < %\/Tr G < ]\}T’,/Tr G <

We can therefore conclude that Ay (z) — An(2) can be estimated as

(h,G(2)h) — mn(z) — h11 1
0 —z—mp(2) +0 (N172) '

'The proof of eq. (6.21) is identical and shall be omitted. O]

We now use eq. (6.20) to start estimating the fluctuations F)y of fx as defined in
eq. (6.17) via an integration by parts (with 2o = x + 1)

__“ 2 (h G(Zo)h> —mn(z0) — hit
N §R/ 8 f(C 0 —20 —mN(zo)

n %// 0,0 fe( h G(2)h) —mn(z) — b1y dndz + O (—logno)
0

—z—mpy(2)

dz

and continue with the estimate

(h,G(2)h) —mn(2) —hi1 _ (h,G(2)h) —mn(z) — b1 1
—z—mny(2) N —z—m(z) +0O< <(N77)3/2>




6.3. Variance Computation

from (6.23) and (6.18) to find that

Fy=-— 35)% / m(20)0s fo (20)i [(h G(z0)h) — mn(z0) — hn] daz (6.24)
+ 9%//77 2)0y0:fc(2)i [(h, G(2)h) —m(2) — | dnda + O (N2/7)
25 [ [ (10,0212 [(1. G — ma(2) — ] dnda + 0 (82,

where we used in the last step that

(20) [(h, G(z0)h) — iy (20) — P | < \/;7\70 < N3

from (6.23) and (6.10). Similarly one finds that

=2y / /n 0 fc(2)[An(2) — Ay ()] dnda (6.23)
9%//77 2)0y0:fc(2)i [(h, Gz + hua)h) — muy(2)] dnda + O (N72/7)
79%// 2)0,0:Fc(2)i[th, G + hn)h) — m(z + )

+m(z+ h11) — m(z)} dndz + O (N*2/3)
_ - 23/]&/;0 m(2)0y0: fo(2)[ (h, G (= + han)h) — m (2 + h)

™ 0

+ hnm'(z)} dndz + O <N72/3)

where in the penultimate step we used the local semicircle law (6.18) and integrated the error
term (N7) ! at an expense of N ~!|log 1| and in the last step estimated

1
m(z + h11) — m(z) = hyym'(2) + O <773/2N) ,
where the error term, after integration, contributes an error of at most N —2/3,
Both fluctuation estimates from eqs. (6.24) and (6.25) have two convenient properties:
Firstly, the leading order expressions for Fiy and F)y have zero mean and secondly, the

fluctuations in them stemming from hq; and the ones from h and G(z) can be separated.

Indeed,

E {<h, G(z + hi1)h) — my(z + hyy) + hllm/(z)} :
=E {<h, G(Z + hll)h) — mN(z + hll)}Q +E [hnm'(z)]Q

since the expectation with respect to h, conditioned on h1; of the first term on the rhs. is
zero and h and hq; are independent. Similarly,

2 2
E [(h, G(2)h) — my(z) — hn} —E [<h, G(2)h) — mN(z)} +E[h1]?.
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Therefore we can start computing the variances as
~ 2
EF]% ( / / 2)0n0z fe(2) [<h7G(Z)h> - mN(Z)] dndx>
0
811 10 2
( S, mE@a0sse)dn dw) + 0 (N7T/%) (6.26)

and
Eﬁj%:E@%/R/IO ()00 fec (= )[<h,é(z+hn)h> — (e + )] dndx>2

s ( //10 )0y 0= fe (= )dndx>2+(’)< (N=7/8). (6.27)

Note that in the second terms we extended the integration domain of 7 starting from o
instead of 1 at a negligible error. The second terms are already deterministic and explicitly
computable using Lemma 6.3.4 and they give rise to the integral coeflicients in (6.7). When
taking expectations, we frequently use the property thatif X = O~ (Y),Y > 0and | X| <
N for some constant C, then E|X| < EY, or, equivalently, E|X| < N°EY for any
€ >0and N > Ny(e).

For the first term we introduce short-hand notations

9(2) = %m(z)@nag fe(z),  X(2) = VN [(h,G(2)h) — mn(2)] (6.28)

to write

Fe=—u(s [ [gexE ) .
= B(s /[

Y E( //77 z+h11)dndx>2.

For complex numbers z, w we can expand

to write out
10
Fly = %%mﬂ [[ 99z EX(2)X(Z) ~ 9(:)g(=) B X (2) X ()] dndy darda’
R 7o

(6.29)

where we used that X (z) = X (Z) and g(z) = ¢(z). To work out the expectations, we
expand

X(2)X (Zthh +Z{|h| } )(thszhk+Z[lhzl —} )

1#£] l#k
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6.3. Variance Computation

where we introduced the shorthand notations
G=G(), G =G

Note that we have redefined the notation G but it should not create any confusion since the
tull resolvent matrix G(z) will not appear any more in the rest of the paper. To keep the
notation simple we generally index the (N — 1) x (N — 1) matrices G, G’ and the (N — 1)
vector h by integers {2,..., N}. In particular, all sums involving G and G’ run from 2 to
N if not stated otherwise. We then compute the expectation E; = E(-|[H(1)) conditioned
on HW to find

Ei[X(2)X(Z)] =N (GUG}@' E [hi|* |h;|* + Gi; G Ehf?hi) (6.30)
i#£j
2 1 2 /

1 2 g4 — 1

=N g; (Gz'sz‘i + [o2] GijG;j) TN ZL:G“G;z
1

= 5 2 (CigGli +loaf’ Gyl ) + (04 = m(=)m()

N i#]

1 1 1
+0 ( + + ) )
“\VNn VN7 NVir
where we recall that Ehzzj = o09/N fori < jand Eh;; = G3/N fori > j. For the
computation of the first term we need a lemma:

Lemma 6.3.6. Lezn,n > 0. Then for z, 2’ with |Sz| = 1 and |32'| = 0/’ it holds that

1 o m(z)?m(z')? 1 11 1
N ;G”Gﬂ 1 —m(z)m(2) O ((n+n’)va)’ [\/ﬁ T \/Nnn’D

(6.31)
and
tan[m(z)m(z')So2]
1 o o (L m(z)m (") Ro) =g = — 1
¥ ; Gi;Gi; = m(z)m(2) P M) (6.32)

Soo
@) ; [L + i + #}
N+ )N Lym Vi Ny
(if Soo = 0, then we use the convention that tanx/x = 0 for x = 0).

We remark that the (n + 1) ™! factor in the error term can be substantially improved
if 3z and 32’ has the same sign, see e.g. [70] for the special z = 2’ case, but the same
argument works in the general case.

Proof. 'The proof of this lemma follows the techniques used in [70]. We let G (9) denote the
resolvent of the minor of H after removing the j-th row and column. We have the resolvent
identity
@
Gij=—GiY GPhyy,  i#],

J
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where the summation runs overall j = 2,3, ..., N except j = {; this exclusion is indicated
with the upper index on the summation. Using the local semicircle law (6.18), we find that
for any fixed ¢
(i) (@)
i | >m< )
1 () ) () )
= m(z)m(?) Z E; Z Gt | | D_ohaGy || +0<(9)
j l
1 l) ()

= gonn) Y3 el + 0. w)

. 0

= m(2) Z

(l)
Z GikGr; + m(z)m(2') | + O< (¥)
k

(i7)

ZszG +GuGi | +0< (1)

= Nm(z)m 2

where in the fourth equality we used

Gijij

Gy = G~
g Gjj

1
=G+ 0« (7,

and the analogous identity for G’ and we introduced the short hand notation
1 n 1 n 1
\/N3772 n \/N37777’2 N2y

for the error term. We now follow the fluctuation averaging analysis from [70, Proof of
Prop. 5.3 in Sections 6—7]. This proof was given for the case when the spectral parameters
of the resolvents were identical, z = 2/, but a simple inspection shows that the argument

U —

verbatim also applies to the z # 2’ case. We conclude that

1
N ZGUG = ZE (GG + O< (T). (6.33)
J
Therefore, after summing over ¢ we have
[1- ZGU =m(z)’m(z')* + O< (NV).
J#%

To finish the proof, we note that by an elementary calculation

1 < C
[1—m(z)m(z")] = 0+

since

Im(z +in)| <1 —clnl (6.34)
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6.3. Variance Computation

and therefore

1 P m(2)?m(z")? (N\Il>
NEG”GJ'Z‘ “i-mem) T )

This completes the proof of (6.31).
For the proof of eq. (6.32) we have to derive a vector self-consistent equation instead of
the scalar one. We again start by noting that for ¢ # j
()
E; Gi;Gi; = m(2)m(2") > GGy Ehi; + O (T)
k
(@)
= m(m() Y GGl B, +m(=)m(z ) B b, + O (¥)
k
(@)
=m(z)m(2") Y Fijx By GGl +m(2)*m(2')* Fji + O (¥),
k

where we introduced the matrix F' with matrix elements

1 . o .
Fj, =Eh}; = N[ﬂ(k < oo+ 1(k > j)oz + 1(k :])]

For every fixed 7, we have therefore derived a self-consistent equation for the (column) vector
. N
v = ((1 —0ij) E; GijG;j)jZQ

which can be written as

[1 — m(z)m(z")F]v® = m(z)*m(2')? [F — ]1/,]1] ei + 0= (V),

where e; = (0,0,...1,...0)7 is the standard i-th basis vector of CN~1. To invert this
equation while controlling the error term, we have estimate

H 1 - m(z)m(z/)F]_lHemﬁew )

To do so, we first note that

< (1= [m()| [m()] [ Fllppy) ™ < —

/ —1
H [1 —m(z)m(z")F] pop S <

where we used that F' is Hermitian and of norm at most 1 and (6.34) (the norm here is in-
duced by the usual £2 norm |ul|, == (¥, [ui|*)"/? on CN=1). Next, if (1—m(z)m(z') F)u =
v, then
ulloe < vlloo + [[Fully < “ [[v]l
oo — o0 o0 — 77 + 7,,/ o0
where we used

-1

1Fullg < m()F) " of

Sl < == llully = — (1~ m(2)
N 1_\/N 2_\/N 2

<% L s -
T4 N T gy e

317
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so that also

C
n+n

it miemre17).,. <

for n,n’ < C. After inversion we find that

@ = m(z)?m(z)? (1 — m(z)m(z’)Ff1 (F - ;]1) ei + 0O (77 _\’I_jn,> .

Using fluctuation averaging once more (see (6.33)) we can conclude that

1 1
N > GGl = N > E; GG+ O (NY) (6.35)
i#]j i#]
= m(2)m( e (L= m(m()F) " (P = 1) e+ 0 (250 ).

where e = N~1/2(1,...,1)T € CN~1. We now introduce the (N — 1) x (N — 1) matrix

0 1 1
1|-1
S = —
N 1
~1 -1 0

Notice that ' = 1 + (Roz)(ee? — +1) + i(302)S. We find, through an elementary
computation, that

/ ’ _ 1
m(z)m(2) (e, (1 — m(z)m(2")F) ™" (F - N]l> e)

_ (14 m(2)m(z")Ro) (e, (1 — im(z)m(2')S028) L e) — 1 oy (N71> '
1 — m(z)m(z")Ro (e, (1 — im(z)m(2')I025) ' e)

It remains to compute
(e,(1 —aS) te) = Z o” (e, S¥e)
k=0

for a € C with |a| < 1. For any vector f € CN~1

1 1 1 Y
(Sf)n: _N Z fn’"i'ﬁ Z fn/ - N Z:th*n’fn/

n'<n n'>n

where hy, == 1(k < 0) — 1(k > 0). Therefore

N N
(e,S%e) = NTV2N"(S*e), = N73/2 3" hy_(SF 7 e)
n=2 n,n'=2

N
— _ n—k-1
=---=N > hng—ny Py —ny.-

nQ,...,Mp =2
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6.3. Variance Computation

By symmetry, (e, S¥e) = 0 for odd k. Otherwise one finds via a Riemann sum approxima-
tion that

SQk / / xo — wl h(xgk,1 — wgk) dxg...dwop + O (Nil) ,

where h(z) = 1(x < 0) — L(z > 0) is the Heaviside function and where we added the
missing n; = 1 terms at an expense of O (N~1). Via an easy induction we see that

k 22k(22k _ 1)

<6752k€> = (_1) (2]{)‘

By, + O (N_l) )

where By, is the k-th Bernoulli number. Consequently,

@Jn—wﬁ*@:tff“+o(wﬁy

We now use this with v = im(z)m(z")So2 to conclude that

/ / - 1
m(z)m(z") (e, (1 — m(z)m(z")F) YF— N]l> e)
)Saa] 1

tan[m(z)m(z)Soa]
(1 +m(z)m(2 ) Ros) L irn i » (N_1>
1- m(Z)m(Z')%azw < .

(z)m(2")So2

Combining this with (6.35), we obtain

1 Z e () (1+ m(z)m(z/)%%)% -1 N (]\T\I/)
N 1 — Ry I S0s] "

WEe note that, in general, this is a finite expression since [Ro2| < /1 — (So2)? and thus in
the non-trivial case where Roo # 0 and So9 # 0,

5 tan[Jo9)

Koo

<‘ 1—(%0’2)

RYeD)

We readily check that integrating the error terms in (6.29) from (6.30) and Lemma 6.3.6
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only contributes an error of magnitude N ~7/6 and conclude that if 5 = 0, then

10 10 _,
m ([ [J 99 [z)%(z)Q + (o4 — l)m(z)m(Z')]

W m(?)

N | _m(z)?m(2)? / : / -
—9(2)g(%) ll—m(z)m(z/) + (04 — D)m(2)m(z )] dndn'dzdz’ + O (N 7/6>
10 10
o J] ] o619 [ Sl + (o )|

—10 7o

—g(2)g(2) [i[m(zm(z@]k + o 1>m<z>m<z’>] and dzds’ + 0~ (N70)
k=2
L&, [0 10 2
=Nk2_32(s/10/ glz)m(z)" dnda

N
> (Fo [0 By ar) 1 P2 (18 [ pamiey ar)

™ —-10

(A [ p@m@an) oL (v,

where zgp = x + i1 and in the penultimate step we used Lemma 6.3.4 to write

/ / dr]dfc——\s/ / 050, fc (2)]m(2)* ! dndx
0 0

= \9* 3 o fo(z0)m(z0)F T dnda
im J_10

and that

= 02 fc(20) + O (o) = f'(x) + O (o) - (6.36)

Now that we reduced the area integral to a line integral, we go the geometric series steps
backwards to further simplify the first term as

e’} 2
%Z (i%/lo Lﬂc@.(%)771(20)kJr1 dm) (6.37)

—10 2

g ] | (Bl (M) _minl]

N <a77f€(20)> (@;ﬂC(Zé)) m(Zo)m(Z%)

i i 1 —m(z0)m(z)

anf(C(ZO)
7
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We would now like to approximate (6.37) using (6.36). For doing so, we have to control the
error terms via the following lemma whose proof we postpone to the end of the section.

Lemma 6.3.7. There exists an absolute constant C such that for zy = x + ing and z, = ' +1ing
with 0 < ny < 1/2 it holds that

10 10
1 1
dz da’ < C|logmnol, dzdz’ < C [lognol .
W= ) =come
(6.38)
Using Lemma 6.3.7 and (6.36) we can rewrite (6.37) as
1 m(zo0)m(z) m(zo)m(zp)
—R "(z)f' (2 — dzda’' + O lo .
2N7? {J P L —m(z)m(z) 1= m(z0)m(z) (o flog )
Now, an explicit computation shows
m(zp)m(z} m(zp)m(z]
| G mCom(h) 620
1—m(z0)m(zf) 1 —m(z0)m(z)
5 —2im(z()

— — ing — 2Rm(=5) +m(z0)[lm(z0)|” — 1]

and therefore for small 79 and (,2’) outside the square [—2,2]? the integrand of (6.39)
negligible. For (z,2') € [~2,2]? and small 79 we have

_2'(\ / 4 — 12
R _ iSm(z) = = O (m).
—x — i) — 2Rm(2}) + m(z0)[|m(zh)|* —1]  (z —a")> +ng

This expression acts like
V4 — 226(2" — x)
for small 79. More formally, it is well known that for any L?-function h

lim n

Yy o oz @) 4 = mh(z)

in L?-sense. Working out an effective error term for h € H, this allows us to conclude

2

Fo=y [ swr@rae— ([ o)

-2
+ (04 —2) ( /_ 22 o)z f!(z) dx) T + O (N9,

The computation for F'y from (6.27), still assuming o5 = 0, is completely analogous and
there we also have

Bo=2 [ sws@raa— ([ oo)r@ dm)2
+(oa—2) ( / 22 p(z)ef(z) d:z:> 2} + 0L (NI,
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We can now conclude from eqs. (6.26) and (6.27) that

EF% = Fl, + 1% ( /_ 22 p(z)f (x) da:>2 + 05 (NT/9) = % + 05 (N9 (6.40)

N
and
S11 2 zf"(x) ? —7/6\ _ vf —=7/6
EFN—FN+N(/2p(x) 5 da:) +0- (N )_WJFO< (N779).

(6.41)

So far we assumed o2 = 0 in (6.30). We now consider the general case for which we
need (6.32) instead of (6.31). A similar analysis shows that we have to add an additional term
]02|2 Vs, to Vy and V; both in (6.40) and (6.41), given by

VJQ :2711_2%!@[ f/(x)f/(gj/) [m(20)2m(26)2 (6.42)

(Lt ma0)m(g) o) TR — m(z)m(ef)

1— Roo tan[m(z0)m(z()So2]

Soo

Sog

dzdz’.

(o2 (Lt I (a0 ) PG A m(zo)m(zé)]

1 — Roy tan[m(zo)m(z,)So2]

Sog

For the special case o2 € R eq. (6.32) simplifies to

1 m(z)m(=) R
;G” ~ = m(z)m(z) Ry

1 1
+0 +
A ((77+77’)an277’ (n+n) \/Nnn’2 N n+n)7777>

In particular, for symmetric H,where o2 = 1 we find that eq. (6.42) simplifies to V,, = V1.
'This completes the proof of Proposition 6.3.3, modulo the proof of Lemma 6.3.7.

Proof of Lemma 6.3.7. 'The proof of the second inequality is similar to the first one and will
be left to the reader. For the first inequality, we split the integration in two regimes. We
shall make use of the fact (see, e.g., [73]) that on a compact domain, say |zp| < 10, we have

VEz +1no0 if |z <2,

‘1 — m(zO)Q‘ =Ky +n and Sm(z) = { o

6.
e (6.43)

where k; = ||| — 2| is the distance to the edge.
Firstly in the region where max{|z|, |2'|} > 2, we find

1
=2

1= m(z0)m(zp)| >

(L= Im(z0)” + 1 = [m(z0) "] = e\ /Fmax(ial oty + 10;

where ¢ > 0 is a universal constant, due to the fact that 1 — |m(z)|* = 79/Sm(z) and
(6.43).
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Secondly, in the region where ||, |2/| < 2, we write

1—m(z0)m(zh) = 1 — |m(2f)[* + (m(zf) — m(z0))m(zp)

and estimate
|(m(z6) = m(z0))m(zp)| = c|a' — |

for some positive constant c. This inequality follows from writing

Rim(z4) — m(z0)] = [ Ron'(u+ ino) du

and from the estimate

2 ; 2
%m/(u+ “70) — (\sm(u +“70)) 5 < —c
1 —m(u+ iny)?|

for |u] < 2, where we used (6.43) in the last step. Consequently,

|1 = m(z0)m(=))

o
Vv Kz + 10

>clz — 2| - ’1— |m(26)|2‘ >clz—a|-C

and it follows that ‘1 — m(zo)m(z(’))’ > c|z — 2’| /2 whenever

|z — 2’| = 2(C/c)mo/VEar + 1o

Together with the trivial bound ’1 — m(zo)m(z})| > cn we find that the integral in (6.38)
is bounded by C' [log np. O

6.4 Computation of Higher Moments

We now turn to the computation of higher order moments and thereby to the completing
the proof of Theorem 6.2.1. We recall from (6.24)—(6.25) that

= _70/ /77 \/>h11} dndz + O ( 2/3)
and

FN*—id// Z—i—hu)—i—\/ihum( )} dndz + Oy (N72/3),

where g and X were defined in (6.28). In order to compute moments of Fy and F N we
have to compute
E[X(21)... X (21)]

forany k € Nand z; € C\R,[ =1,..., k. We will first take the expectation with respect to
the vector h in the X’s which leads to a cyclic contraction of the indices of G. After taking
the expectation with respect to H, we will show that the leading order terms come from
cycles of length two. This will effectively show that the Wick theorem holds for the random
variables X. The following lemma shows that cyclic products of at least three resolvents are
in fact of lower order (the same phenomenon already was observed in [70]):
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Lemma 6.4.1. For closed cycles of length k > 2 we have that

k
N2 S BGY G B L L (64s)
Zl;k 110 Zk 19k il (maxa na) /7]\7771 o (;1 \/77711 44
and for open cycles of any length k > 1 we have that
C(k41)/2 (1) (k—1)
N—(k+1)/ Z EG;, -G i < s - Z (6.45)
VL ye-ey 1k \

where GV = @(zl), z1 € C\ Rwithn = |Sz| forl = 1,...,k and Y indicates that the
sum is performed over pairwise distinct indices. Moreover, the same bound holds true when any of
the G are replaced by their transposes or Hermitian conjugates.

Progf. We first prove eq. (6.44) and assume a real symmetric H. To do so, we let € > 0 be
arbitrary and will actually prove

k)2 (1) (k=1) (k) N°
/ Z EGZ112 ’ Gik—likGikil = (771"'7716)\/]\]771—2

from which (6.44) follows dueAto the definition of < in Definition 6.3.1. We make use of
the resolvent identity G(V) = HG( /2, — 1/2; to write

015k

YRR (1) w _ 1 - (1) A(2) (k)
N2 N EGH .. Gich = Nz > > EhinGy Gy, -Gyl (6.46)

81 4e eyl Ui T

We use the standard cumulant expansion (introduced in the context of random matrices in
[116]) up to the third order term with a truncation

Ehf(h) = ERE f(h) + ERZE f'(h) + O (B|h*1(h| > N™2)|[|7]|,,)

6.
+ 0 (E\hlg sup ‘f”(x)]) , (647

‘x|SN7—71/2

where f is any smooth function of a real random variable h, such that the expectations exist
and 7 > 0 is arbitrary (for a recent similar use of this formula with truncation see [98,

Lemma 3.1]). This yields

(1) ~(2) (k)
R[cvielsaeien
EhinGon G .. G = —E 2 en ML R (6.48)
1 niy 1213 1l N 8hi1n
1 5G§u) @ b EOG L e
N 8h 2G7,223 : lk11+7ZE 1+1Gn712 H Glb1b+1+R7
Z n a#b=2

where it is understood that 5,41 = i1 and R is the error term resulting from the cumulant
expansion. Using the identity

0Gij _
Ohg

—(GiGrj + GaGrj) /(1 + o),
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and the local law (6.19), the first term on the rhs. of eq. (6.48) becomes

1
Nk/2+1/2m

whenever n # 41,19 and where n :== 11 ... 7M. If n = 41 or n = iy, we shall make use of
the trivial estimate

(1) ~(1) 1)
_(Gni1Gmg + G( )Glllg 1913 igi1 Q142 * Qi1

G2 a®) = Gl L a) +0<<

)G@? eI

1) (1) 1) (1)
— (G Gyl + GR G s win S NRTZ

nii ' nig Q112

'The a = k summand of the second term in eq. (6.48) becomes

(k) (k) (k) ~(k) \~(1) (k1)
- (Gikilel + sznGzlzl)Gmg . sz 1ik (6.49)
1) (k) 1
6 i 0- e

whenever n # i1, iy. For these exceptional n we shall again use the trivial N—*/25~1/2
estimate. For a # k the summand in the second term of eq. (6.48) can always be estimated
by

k
(@) ~(a) (@) A(a) (1) (b) 1
_(Giazlan +1 + Gz nGzlz +1)Gni2 a;!;IZQ Gibib+1 = Nk/zﬁ

and this bound can be improved to
(a) (o) (@) (1) !
_(Giail Gma_H + Gzan 112a+1 ang a};[ ) G’b1b+1 = W/Q\/’my
whenever n ¢ {i1, ..., }. Thus for most of the O (Nk+1) terms in the sum in eq. (6.46)
we have the improved bound, while for O (N k) terms, where n = 4; for some [, we use the

weaker bound and we find that

a [G“) a? . q® }
k/2 L nig 1213 Qg1
> Z D (6.50)

U1y T

1 S (1) (k) ) (k)
= Nk/2+121 Z ) [ (zl) EGHZz ' leu - ( ) sz . szn]
1,01,k

2 O* (i nna>

It remains to estimate the error R. To do so we have to compute the second derivatives
2 [(1) (2) (k)
8 |:Gn7,2 G7,213 : G’Lkll

Oh?

“n

which is a polynomial in Gglb) forl € {1,...,k},a,b € {i1,..., ix,n} of total degree k + 2
with at most 2 diagonal factors for n & {i1, ..., i}, and otherwise with at most 3 diagonal

).
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factors in every monomial. These factors each satisfy the entry-wise local law (6.19), but now
we need these estimates even uniformly for all |h;,,| < N7~/2 which does not directly
follow from the concept of stochastic domination. To circumvent this technical issue, we
need to explicitly display the dependence of the resolvents G @) on hy, ,. We therefore write
H for the matrix H with the (i1,n) and (n,i1) entries set to 0 and G = (H — )"
Note that G() is independent of hy, ,,. Since G is the resolvent of a generalized Wigner
matrix, from [82, 73] we have the usual resolvent estimates (6.18)—(6.19) for G, Moreover,
it i1 # n, then by the resolvent identity
Ggl) — G( ) hiln [G(Z)G(i)b + G( ) G( )}

? aiy

an zln an 7,17,1 nn= 11 azl m,l

and we can estimate

max sup GY <1

!
max sup Ggg < aa
hiyn| SN=1/247

)
a#b iln‘gN—1/2+T an a

whenever 7 < 1/12 where we used the trivial bound ng) < 1/m < N?/3. On the other
hand, if i1 = n, then we have

& =& — h,,GOGY + 12,6060 Y

an=—"nn

and therefore again

NT
max sup Gglg < , max sup Gl <1
aF#b |hpn | <N—1/2+7 Ny a |hnn | <N—1/2+7

whenever 7 < 1/12. Therefore

1 k
82 |:G£LZ)2 G§2’23 ‘ G£k21:| k NkTNik/2
sup —
hiyn|<N=1/247 On a=1 VM

and we can conclude

82 GE”) GZ(ZZ) : ngz k NkTN—l/Q

k/2 Z Y E ||’ sup { 2 izty K 1} NETNU2
N Lig, g n | i1n|<N—1/2+r ohZ s e

(6.51)

We can now pick 7 = min{%, %} to have a final estimate of order

for the error originating from the last term in the truncated cumulant expansion (6.47). The
remaining error

6

VN,

1) ~(2) (k)
82 |:G’I’L1/2 G2215 : G’lklljl

T—1/2
8(lhiyn)| > N2 sup 72

1n mn

(6.52)

zln
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is negligible for any fixed £ since the expectation is smaller than any power of N7 due to
the arbitrary polynomial decay (6.6).
Putting together (6.50), the identity

z1 +m(z1) + m(zx) =

and the estimates on R from (6.51)—(6.52) we have shown that

k Ne€
D I e
- <1 Ma

17 Fig
k Ne
-0 .
B <az_:1 (m + 77k)\/N7777a>

Since the lhs. of this estimate is cyclicin 71, . . . , i, we can replace 71 + 1, in the error term

by maxg 7q.
For the proof of eq. (6.45) we follow essentially the same steps but for the lasta = k—1
term we find

(k=1) A(k=1) | ~(k—1) ~(k—1)\ ~(1) (k—2) 1
(le 111Gmk +le 1”G112k )GmQ" le 20k—1 W

instead of eq. (6.49). Consequently, eq. (6.50) becomes

k+1)/ (k—=1)
N(kFD/2 R EGM LGy
i1 #£ e Fig

= ! (1) (k—1) 1 k
B ]V(kmleln#Z;#Zk [ (zl) EG1112 : Gik—lik} + ZO_< a

|
—

Ne )
VN,

Il
A

from which eq. (6.45) follows immediately.

For the last claim, note that none of the estimates above relied on the order of the indices
of any G and the same bound holds true in the case of any transpositions.

'The proof of the Hermitian case is similar, but the cumulant expansion has to be replaced
by a complex variant (as in, e.g. [98, Lemma 7.1]). O

Next, we note that the bounds (6.44)—(6.45) also hold true without taking expectations:

Corollary 6.4.2. In the setup of Lemma 6.4.1, for closed cycles of length k > 2 we have that

k
N2 O e G N O 1 6
lek 1112 Zk l'Lk 11 (maxa na) m agl ( '53)
and for open cycles of any length k > 1 we have that
Ny ) 1 k=1
+1)/2 G .. < . (6.54)
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Progf. We note that the fluctuation averaging analysis from [70, Proof of Prop. 5.3 in Sec-
tions 6—7] does not rely on the fact z; = - - - = z;, and therefore also applies to the present
case. O

The following lemma shows an asymptotic Wick theorem for Xs, i.e. that higher mo-
ments of X to leading order only involve pairings:

Lemma6.4.3. Fork > 2 and z1, ...,z € Cwith|3z| = m > 0 we have that

EX(z)... X(z)= >[I EX(2a)X(2)]

wEPy([k]) {a,b}em

+0 ! > !
S\ VN 2 ()i )
where k| := {1,...,k} and Po(L) are the partitions of a set L into subsets of size 2.

Proof. For definiteness we prove the real symmetric case. Since the argument relies on
counting pairings, the proof of the complex Hermitian case is very similar and we omit it.
We have to compute

k
Ei ][]

® 0
Z h’lGlzmh]l + Z ( B ) sz

WA
l l
(H Z hilG’Ez}lhjl> (H Z <h221 B ) Gl(lz)z>
leL i1#j; IZL 1

— Z E;
LC[k]
where [k] = {1,...,k} and E; = E(-|[H(")) = E(-|H) and we recall that G is indepen-
dent of h. We already know from eq. (6.30) and Lemma 6.3.6 that the leading order of this
expression is at most N ~#/2, In order to have non-zero expectation we have to pair any h;,

and hj, with at least some other h;,, or hj, .. An easy counting argument using the bound

nggz < (Nm;)~1/2 shows that for any L C [k] the corresponding L-term is at most of order

N (k+1)/2 H 775_1/2
leL

whenever any three or more h;’s are paired. This already shows that we can restrict our
attention to pairings and in particular odd moments asymptotically are of lower order.

Starting from some h;, with [ ¢ L we have to pair it either to another h;,, with m ¢
L, or some h;,, or h;, with m € L. In the former case we have a closed pairing with
expectation

LY ul T uY

B [(h2 - 1/N)(h2 = 1/N)G) G| = G(l) aim

In the latter case, say we paired h;, to h;,,, we have to continue the pairing process by pairing
h;,, with another h;, or h;, with k € L etc., until we reach another h;, with n ¢ L. This
expression represents an open cycle as in (6.54) and is therefore subleading.

On the other hand, starting from some h;, or hj, with [ € L, and continue the pairings
as in the previous paragraph until we pair to an h;,, with m ¢ L which results in an open



6.4. Computation of Higher Moments

cycle as in (6.54) and is subleading. Therefore we only have to consider closed cycles of the
pure L-type, from which, due to (6.53), only those of length 2 are leading. That means that
pairing h;, to h;,, automatically forces a pairing of hj, and hj,,, and that a pairing of h;, to
hj,, automatically forces a pairing of h;, and h;

im:*

These give the leading contribution of

0 (m) 0 oy, 1 _ GunGi
B [, Gl b G iy + hiy Gl by ha, G | = o
'The above findings allow us to conclude that
k/2 O8NS aW
vte (IS meth) (IS (54 ) ot
leLi#g; IgL 4

_ Nk2E, (H 3 hi G ]l) E, (HZ( - ) Ele) + 02 (9)

leLi#g IgL 4

GOGH | GG
:Nk/2< SO Z]GZ]JrG a! )

rePy(L) {a,b}em i#]

( | e et ”)+o<<>

mePa([k]\L) {a,b}en

— Nk/2 ( Z H (Z:;(le) ))

T€P>(L) {a, b}Eﬂ'

( > 1l ‘”_1 m(za)m <zb>)+o<<w>,

m€Py([k]\L) {a,b}em

where in the last step we used Lemma 6.3.6 and we introduced the error term

1 1

U = .
Ny 225 (Mo +16)/1a

We now recognize the last expression as the sum over products of pairs of E[X (2,) X (23)],
completing the proof. O

We now have all ingredients to compute

( //17 )~ VN | dndx>k
:;(j) (VNhip)k~ J( //77 dnda:) o (—%/R/H:Og(z)X(z)dndx)j.

Recall that k11 and X are independent. From Lemma 6.4.3 we can conclude that

( / /77 z)dn dx>j _ Z (2Vy1 + (04 — 1)vf72)j/2 oy (N71/6)

Te€P([5])
= (= DN Q@Vp1 + (04 = )Vp) > + O (NT)
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for even j and

p(-o [ [ st anas) = o (v-1)

0

for odd j. If hy1 follows a normal distribution, then E h]ffj =(k—j—1)!l (511/]\7)(]673.)/2
whenever k£ — j is even and E h’fl_ 7 = 0, otherwise. Therefore, since

- (BN (k2
(G — DUk — j 1)!!(j> (k D”(m)

for even j, k, we have that

( / /n \th} N dx)k (6.55)

—DN2V1 + (04 = 1)Vyo + 511V 5] k2 O« (N‘l/ﬁ)

whenever k is even and

i <_%/R/77109(z) {X(z) - \/Nhu} dn dm)k — 0y (N—l/G)

(0]

otherwise.
For the case of complex Hermitian H we can follow the same argument and ultimately
find that eq. (6.55) becomes

( //77 \th} dnd:c>k

k/2 _
= (k‘ — 1)” [Vﬁl + |O‘2’2 V(72 + (0'4 — 1)Vf72 + 811Vf73} + O< (N 1/6) .

Finally, we remark that the same proof also works in the case of fy and we basically only

have to replace V3 by Vf’g.

6.A Comparison to Gaussian Free Field

In this section we investigate to what extent our main result on the Gaussian fluctuation of
linear statistics of H and its minor H is consistent with the Gaussian free field (GFF) limit
proved in [34, 35, 128] for real symmetric matrices. In these papers the joint fluctuations of the
spectral counting functions of minors were shown to converge to a GFF in the large NV limit,
assuming that the sizes of the minors asymptotically differed by ¢N. Our result corresponds
to the difference of the linear statistics of two minors whose sizes differ only by one. The
fluctuation is only of order N~/2 and it is not visible on the macroscopic scale studied in
[34, 35, 128]. Nevertheless, one may formally apply these macroscopic result to our case. Here
we show that this naive extension indeed provides the correct order of magnitude and also
the correct variance of the fluctuations, but does not identify their precise distribution.

For comparability with [34, 35, 128] assume a constant variance on the diagonal and con-
stant fourth moment on the off-diagonal, i.e., EhZ = Eh?, = s11/N and E hfj = 04/N?
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for all ¢ # j. First we recall the main result of [128] which is based on [34], where the corre-
sponding formula was first proved for monomial test functions. Given an N x N Wigner
matrix H, we denote the consecutive lower right minors by H,, := (H. jk)j‘\,[k: Neng1- A
special case of Theorem 2.2 of [128] then asserts that for any f € H®5T¢(R) and for any
x,y € (0,1], the covariance of linear statistics of two nested minors of size Nz and Ny is

asymptotically given by

Crl,y) = Jim Cov(Tr f(Hyn)), Tr f(Hiyn)) (6.56)
e < BEICE y)log L0 (1) (1- 2 awe

811—2 Qf Csf(s) /2‘[ L) a¢
zVy zf Vidx — s? 25 4y — t?

04 — 2z — §° 2T 2y — 2
e </2f i ds) (/ N T )dt>

where the 7, denotes the contour |z|*> = , 3z > 0 in counter-clockwise order.
Recalling our previous notation H = Hy and H = Hpy_1, in our Theorem 6.2.1 we
derived a formula for the rescaled variance
Dy s = N Var[Tr f(Hy) — Tr f(Hn-1)]
= N[Cov(Tr f(Hn), Tr f(Hyn)) — Cov(Tr f(Hn), Tr f(Hn-1))
— Cov(Tr f(Hn-1), Tr f(Hn)) + Cov(Tr f(Hn-1), Tr f(Hn-1))],

which corresponds to

1 1 1 1 1
N[Cf(la )=Cr(11=5) = Cr(l= 51— )+ Cp(1 = 55,1 = N)}’
suggesting that we should compare our result to the limit
1,1) - 1,1 —¢€) — 1—¢1)— 1—¢€1-
Df = lim Cf( ’ ) Cf( ’ 6) Cf( ) ) Cf( €, 6) )

e—0 €

Note that this latter formula is the renormalized derivative of the Gaussian free field ¢ ( f)
with covariance C(z,y) atx = 1:

P1(f) — ¢1-¢(f)
N .

Dy = lim Var
e—0
In the following theorem we compare the field
PN (f) = Tr f(Hpzn)) — ETr f(Hpny)
defined by our linear eigenvalue statistics to the Gaussian free field ¢, (f).

Theorem 6.A.1. Let H be real symmetric Wi gner matrices satisfying the conditions fmm Theorem
6.2.1 and additionally assume that E h%, = Eh}, = s11/N and E h = 04/N? forall i # j.
Then for any f € H*(R) the centered mndam variables

(N) gy _ (V)
Xf — lim ¢ (f) _¢1—E(f) and Yf — lim ¢1 (f) wl—l/N(f)

e—0 NG N—o0 V1/N
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are well defined (the limit is in distribution sense) and they have the same variance

EXj-EYi -2 22 FPole)ds+ (o -3) [ 22 Sf’(S)p(S)d8)2 o
-57
+en-2) ([ 22 1'(s)(s) ds)2 .

Moreover, the distributions of X y and Yy agree if and only if h11 follows a Gaussian distribution.

Progf. 'The variance formula for Y follows immediately from Theorem 6.2.1.

In order to prove that X is well defined and follows a Gaussian distribution, it suffices to
check that D is finite. To do so, we treat the three terms of C'¢(, y) from (6.56) separately,
which for convenience we call C¢(z,y) = J(cl)(% y) + C'J(CQ) (x,y) + C'J(fg) (x,y). It is easy
to check that

LPan -cPui-g-cPu-en-cPu-ci-o
1m

e—0 €

-2 ( 2 f’(S)p(S)dS)2

-2

and that

P - cP11-g-cPa-e1)—cP1-e1-¢)

e—0 €

= (04— 3) (/_22 sf'(s)p(s) ds>2 :

For the computation of Cj(cl)(x, y) we now substitute z = /ze’® and w = ,/ye’ with
¢, € [0, 7], so that

Py =252 [ [ revicsoreyeoss)

TANY — \/@ei(¢+¢)
TANY — \/@eiW*d’)

x log sin ¢siny dy de

and after a further substitution of 21/ cos ¢ = s and 2,/y cosy) = t and simple algebraic
manipulation we arrive at

V= )y — )

dt ds.
2(x +y) — st °

2T 27

C](cl)(w,y) = 12/ / f'(s)f'(t) arctanh
T2y -2y

To keep the notation relatively short we now introduce

V@ = Ay =)
2(x +y) — st

_ (=g + (- s)(at —ys)
= arctanh \/1 (@+y)? — (@ +y)st+ s22/4

agy(s,t) == arctanh
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and we claim that

a1,1(8,t) —a11-c(s,t) —a1-¢1(8:1) + a1-c1-e(s,1) wo(s —t)WI— P2

€

for any fixed s, ¢ € [—2, 2] in the € — 0 limit. Firstly, one readily checks that when |s — t| >
€, then

lim a11(8,t) —a11-e(s,t) —a1-1(8,t) + a1-,1-¢(s, )
e—0 €

=0.

Secondly, when |z — y| < € and |s —t| < Me for some large but fixed M, then a series
expansion gives

(z —y)* + (t — s)(at — ys)
(x +y)? — (x +y)st + s*t? /4

1
agy(s,t) =log2 — 3 log

1 (z—y)?+ (t—s)(at —ys)
_Z($+y)2—(x+y)st+32t2/4+O( 2)

assuming, additionally, that |s| < 2\/z(1 = 9), [t| < 2,/y(1 — §) with some fixed § > 0. It

can now be checked via an explicit integration that

/ a1,1(5,t) — ar1-e(s,t) — a1-c1(s,t) + a1-c1-e(s,t) , VISP 4+0(e)
|[s—t|<Me

€

for fixed t, proving the claim. We can conclude that

1) =M 1,1—e -V —e1) - (1 -1 -0

€
:732/22/22]0'(5” 5(s —t)mV/A— 2dsdt + O (e —2/f t)dt+ O (e),

where we used that f’ € L? and therefore the integral over the neglected area where |s| >

2y/x(1 —0) or [t| > 2,/y(1 — J) does not contribute to leading order. Thus

f—2/ s) ds+(04—3) (/_Zsf’(s) ()ds) (s11—2 (/ f'(s ) ,

completing the proof of (6.57). In particular, the limit defining X s exists and is Gaussian.
Finally, the existence of the limit defining Y follows from the moment calculations in sec-
tion 6.4 and assumption (6.6) on the moments of h1; that together also guarantee tightness.
'This completes the proof of the theorem. O

333






Fluctuations of Functions of Wigner Matrices 7

We show that matrix elements of functions of N x N Wigner matrices fluctuate on a
scale of order N 12 4nd we identify the limiting fluctuation. Our result holds for any
Sfunction f of the matrix that has bounded variation thus considerably relaxing the
regularity requirement imposed in [131, 137].

Published as L. Erd6s and D. Schroder, Fluctuations of functions of Wigner matrices,
Electron. Commun. Probab. 21, Paper no. 86, 15 (2016), MR3680514.

7.1 Introduction

The density of states of an N x N Wigner random matrix H = H™) converges to the
Wigner semicircular law [176]. More precisely, for any continuous function f: R — C

Jn T = i G300 = [ 1t
where A1, ..., Ay are the (real) eigenvalues of H and ps.(dx) 27r V(4 —2x?); da.

It is well knovvn that for regular functions f, the normahzed linear elgenvalue statistics
+ Tr f(H) have an asymptotically Gaussian fluctuation on scale of order 1/N, see, for ex-
ample, 15,132,154, 24, 157,162, 106] for different results in this direction, also for other random
matrix ensembles. To our knowledge, this result under the weakest regularity condition on f
was proved in [162]; for general Wigner matrices f € H'™¢ was required, while for Wigner
matrices with substantial GUE component f € H'/2*¢ was sufficient. Notice that the
order of the fluctuation 1/N is much smaller than 1/v/N which would be predicted by the
standard central limit theorem (CLT) if the eigenvalues were weakly dependent. The failure
of CLT on scale 1/+v/N is a signature of the strong correlations among the eigenvalues.

In this paper we investigate the individual matrix elements of f(H ). We will show that
the semicircle law (7.1) holds also for any diagonal matrix element f(H ); and not only
for their average, + Tr f(H ); however, the corresponding fluctuation is much larger, it is on
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scale 1/v/N. Moreover, the limiting distribution of the rescaled fluctuation is not necessarily
Gaussian; it also depends on the distribution of the matrix element h;;. Similar fluctuation
results hold for the off diagonal matrix elements f(H);;, % # j. For regularity condition,
we merely assume that f is of bounded variation, f € BV. We also prove an effective error
bound of order N~2/3 that we can improve to N1 if f/ € L, i.e. we provide a two-term
expansion for each matrix element of f(H).

Similar results (with less precise error bounds) were obtained previously in [133] for
Gaussian random matrices and in [147, 131, 137] for general Wigner matrices under the much
stronger regularity assumptions that

fa+ep[felac<oe o [+l |fO] d<oo fors>3, G

where f(£) = Jg €% f(2) dz. The main novelty of the current work is thus to relax these
regularity conditions to f € BV. In addition, [147, 131, 137] assumed that in the case of
complex Hermitian matrices, the real and imaginary part of the entries have equal variance.
Our approach does not require this technical assumption. We also refer to [131] where similar
questions have been studied for more general statistics of the form Tr[f(H)A] for non-
random matrices A under the fairly strong regularity condition [ (1 + |¢])4]£(£)] d¢ < oo.

A special case of these questions is when the test function f(z) is given by ¢, (x) =
(z — 2)~! for some complex parameter z in the upper half plane, n :== Sz > 0. In fact,
for f which are analytic in a complex neighborhood of [—2, 2], a simple contour integration
shows that for the linear statistics it is sufficient to understand the resolvent of H, i.e.,
¢, (H) = (H — 2)~! for any fixed z in the upper half plane. If f is less regular, one may
still express f(H) as an integral of the resolvents over z, weighted by the 03-derivative
of an almost analytic extension of f to the upper half plane (Helffer-Sjostrand formula).
In this case, the integration effectively involves the regime of z close to the real axis, so
the resolvent (H — z)~! and its matrix elements need to be controlled even as  — 0
simultaneously with N' — co. These results are commonly called /ocal semicircle laws. They
hold down to the optimal scale 7 > 1/N with an optimal error bound of order 1/v/N7
for the individual matrix elements and a bound of order 1/N7 for the normalized trace of
the resolvent (see, e.g. [82]). With the help of the Helffer-Sjostrand formula, more accurate
local laws can be transformed to weaker regularity assumptions on the test function in the
linear eigenvalue statistics, see [162]. In this paper we replace the Helffer-Sjostrand formula
by Pleijel’s formula [148] that provides a more effective functional calculus for functions with
low regularity.

A similar relation between regularity and local laws holds for individual matrix elements,
f(H);i. Using the Schur complement formula one can relate f(H);; to the difference of a
linear statistics for H and for its minor H obtained by removing the i-th row and column
from H. In a recent paper [DS1] we investigated the fluctuations of this difference without
directly connecting it to f(H );;. Applied to a special family of test function f(z) = |z — al,
the difference of linear statistics is closely related to the fluctuation of Kerov’s interlacing
sequences of the eigenvalues of H and its minor.

Motivated by this application, Sasha Sodin pointed out that this fluctuation can be
related to the fluctuation of a single matrix element of the resolvent by the Markov corre-
spondence, see [159] for details. It is therefore natural to ask if one could use the fluctuation
result from [DSi1] on the interlacing sequences to strengthen the existing results on the fluc-
tuations of the matrix elements of the resolvent and hence of f(H). In fact, not the result
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itself, but the core of the analysis in [DSi] can be applied; this is the content of the current
paper. We thank Sasha for asking this question and calling our attention to the problem of
fluctuation of the matrix elements of f(H) and to the previous literature [133, 147, 131, 137].
Furthermore, he pointed out to us that the contour integral formula from Pleijel’s paper
[148] could potentially replace the Helffer-Sjostrand formula in our argument to the end
of further reducing the regularity assumptions on f. We are very grateful to him for this
insightful idea that we believe will have further applications.

7.2 Main results

We consider complex Hermitian and real symmetric random N < N matrices H = (h;;) %-:1
with the entries being independent (up to the symmetry constraint h;; = hj;) random vari-

ables satisfying

Ehy =0, Blhyl’ =L and E|hy" < 22 (73)

— NP/2
for all ¢, 7, p and some absolute constants p,. We assume that the matrix of variances is
approximately stochastic, i.e.

ZSij:N+O(1)

to guarantee that the limiting density of states is the Wigner semicircular law.
To formulate the error bound concisely we introduce the following commonly used (see,

e.g., [73]) notion of high probability bound.

Definition 7.2.1 (Stochastic Domination). If
X = (XM |NeNuecUM) and v=(YMw|NeNuecu™)

are families of random variables indexed by N, and possibly some parameter u, then we say that
X is stochastically dominated by Y , if for all €, D > 0 we have

sup P [XUV)(u) > Ny®™ (u)} < NP
ueUW)

Jor large enough N > No(€, D). In this case we use the notation X <Y . Moreover, if we have
| X| <Y, wealso write X = O (V).

It can be checked (see [73, Lemma 4.4]) that < satisfies the usual arithmetic properties,
eg. if X3 < Y7 and Xy < Yp, then also X7 + Xo < Y7 + Yz and X1 Xy < VYo,
We will say that a (sequence of) events A = AN) holds with overwhelming probability if
P(AMN) > 1~ N~P forany D > 0and N > Ny(D). In particular, under the conditions
(7.3), we have h;j < N ~1/2 3nd maxy, |Ak| < 3 with overwhelming probability.

We further introduce a notion quantifying the rate of weak convergence of distributions.
We say that a sequence of random variables X converges in distribution at a rate r(N) to
X if for any ¢ € R it holds that

EeitXN — Ez‘tX + Ot (T(N)) ,

337



7. FLuctuaTions or FuncTioNs oF WIGNER MATRICES

338

where we allow the coeflicient of the rate to be t-dependent uniformly for |¢t| < T for any
fixed T'. If Xy converges in distribution at a rate 7(IV), we write

XN £ X+0O(r(N)).
In particular, this implies that
E®(Xy)=E®(X)+O(r(N))

for any analytic function ® with compactly supported Fourier transform.

Our main result for the diagonal entries of f(H ) is summarized in the following the-
orem. By permutational symmetry there is no loss in generality in studying f(H)11. By
considering real and imaginary parts separately, from now on we always assume that f is
real valued.

Theorem 7.2.2. Let the Wigner matrix H satisfy (7.3), sij = 1 fori # j and sy < C for
all i, E|hy;|* = 04/N? forj = 2,...,N and EL}; = 03/N with some 03,04 € R.
Moreover, let f € BV ([—3,3]) be some real-valued function of bounded variation and assume
that hi1 £ &1/ V'N where §11 is an N -independent random variable. Then

. B R
f(H)ll%/f($)ﬂsc(dx)+Af-l—&lff(x):zusc(dx) +{(’)(N ) if f' € L™,

VN O (N_2/3> else,
(7.4)

where A 1 15 a centered Gaussian random variable of variance
—~ 2 (0_2) 9
E (Af) =Vi1+ Vf,l —2Vio — (1+ Ug)Vﬁg + (04 —2— UQ)VfA, (75)

and the Vy ; and Vf(jg) are given by quadratic forms defined in (7.22).
More precisely, (7.4) means that, to leading order

P = [ £) puo(da) + O (N12)

and, weakly

~

1" = VN |1t~ [ f@)pecldo)| - 1 [ @) pcldn) = By GO

at a speed

R O Ck(k/2)! . f, L,

Jor all k. The speed of convergence in the Lévy metric dy, is given by

loglog N

dL(T,EN)7 Aj) < C(f)m (7.7)

with some constant depending on f.
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'The corresponding result for the off diagonal terms is as follows.

Theorem 7.2.3. Under the assumptions of Theorem 7.2.2,

O(NY  iff eL™,
O (N_2/3) else,

1

f(H)2 £ — [Ef + 512/f(ac):r Hsc(dx)] + { (7.8)

VN

where A is a centered complex Gaussian satisfying

EA% = Vf(,12) —Vi2—02Vys, E ’Af‘ =Vi1—Vi2 = Vs

and the Vi ; and Vf(?) are defined in (7.22).
More precisely, (7.8) means that

J(H)i2 = O (me)

and, introducing the notation

SJ(pN) = \/Nf(H)H - 612/f(x)xusc(d$)v

we have that

else

— N1 = ((k+l)/2)! 7 fl c Loo
MV (@™ _w &k if :
E(Sf ) (Sf ) =EA}Af +{OE((1fl/§é2)!
N

holds for all k, 1 € N. The analogues of (7.6) and (7.7) also hold for T}N) replaced with S}N) .

'The fluctuation results in Theorems 7.2.2 and 7.2.3 for test functions satisfying the stronger
regularity assumption (7.2) and without explicit error terms have been proven in [131, 137].
We also remark that (7.6) implies the joint asymptotic normality of the fluctuations of
F(HWN),y for several test functions. More precisely, for any f € BV we define T]SN)
via (7.6). Then for any given functions f1, fa, ..., fi € BV, the random k-vector

(N) () ()
(@1J%,quk)

weakly converges to a Gaussian vector with covariance given via the variance (7.5) using
the parallelogram identity. Similar result holds for the joint distribution of the off diagonal
elements fi(H)i2. One may specialize this result to the case when f is a characteristic
function, i.e. we may define

T = V) z€[-3,3],

7 sy

where 1, ) is the characteristic function of the interval [a, b]. Clearly, the finite dimensional

marginals of the sequence of stochastic processes {T;JEN), z € [—3,3]} are asymptotically
Gaussian. The tightness remains an open question.

339



7. FLuctuaTions or FuncTioNs oF WIGNER MATRICES

340

7.3 Pleijel’s Inversion Formula

Our main tool relating f(H);; to the resolvent G = G(z) = (H — z)~! is summarized in
the following proposition. We formulate it for general probability measures p supported on
some [— K, K] and their Stieltjes transform

() = [ 57 (AN,

Later we will apply the proposition to ;1 = px and p = pn with py, pn being the spectral
measures of typical diagonal and off-diagonal entries

/fdeZf(H)n, /fdﬁsz(H)u-

Proposition 7.3.x. Let L > K > 0 and let |1 denote a probability measure which is supported
on [—K, K] and let f € BV ([—L, L)) be a function of bounded variation which is compactly
supported in [—L, L). Then

L
[ 1@ = o [[mae+inydnds@) + - [ f@)Smo+ Mijde o)
i

+ 0 (10 7 (- + m0)ll 1 a 1)

1 1

M
I;g

holds for any no, M > 0 where I = [—L, L] x ([=M, M|\ [=n0,m0]), [l'll; = 'l 11 (az)
and d f is understood as the (signed) Lebesgue—Stieltjes measure.

Before going into the proof, we present a special case of Proposition 7.3.1. If f = 1, .,
then (7.9) can be written as the path integral

1

=5 my(z) dz + O (no[lmy(x + ino)| + |my(a" +ino)|]) ,
i Jy(oa)

p([z, 2'])
where y(z, ') is the chain indicated in Figure (7.1(c)). We also want to remark that for our
purposes (7.9) is favorable over the Helffer-Sjostrand representation, as used in [DS1], since
it requires considerably less regularity on f.

Proof of Proposition 7.3.1. From [148, Eq. (5)] we know that

MPKJD_]»AwmA@m+Z%W@@+Om%W@m, (7.10)

T 2mi

where L(x) is a directed path as indicated in Figure 7.1(a) and zo = x + 19, 70 > 0.
By the definition of the Lebesgue—Stieltjes integral for functions of bounded variation
we have that

L
—L

[rovman= [ ([10z0u@n) 4@ = [ ulie, k) aste)
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F1cure 7.1: Integration paths

By virtue of (7.10) we can write

L
/ﬂMM@MZ;/;(;AMﬁm@d%dﬂ@+©@m%mhﬂmwpw”)

where R(z) is the path indicated in Figure 7.1(b) and |d f| indicates the total variation mea-
sure of d f. We then write out the inner integral as

1 M L

— my(z)dz = Rmy(x +in) dn—i—/ Smy(y +iM)dy
2t JR() o @

M
—/ Rmy (L +in) dn.
0

Since the last term is z-independent, it will vanish after integrating against d f since we
assumed f to be compactly supported. For the second term we find

L M L
[ 5oy utan) = %/ /77 Rom, (& + in) dndf(x)—ki/_Lf(a:)%mu(a:—kiM) dz

—L 0

0 (0 llmy (- + im0l 1 ga ) -

Since [Smy,(z 4 iM)| < 1/M we thus have

[sovuan =1 [0 [ hmute v i anas

—L Jno

. 1
+0 (m -+ im)l2gay + 7 1711

tor any ng, M > 0. For applications it turns out to be favorable to get rid of the real part
which we can by noting that 2Rm,,(2) = m,(z) + m,(Z) and therefore

[ 1 0n(ax) = 5 [ o+ im) dnd f() + O (m il + im)lsgagy + 37 11 ).
IM

0
where we recall I,]?\(/J[ =[—L, L] x ([-M, M]\ [—no,n0))- u

We finally note that a variant of Proposition 7.3.1 could also be proven directly without
appealing to the contour integration from [148]. The key computation in that direction is
summarized in the following Lemma which we establish here for later convenience.
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Lemma 7.3.2. Let f € BV ([—L, L)) be compactly supported and let g be a_function which is
analytic away from the real axis and satisfies 9(Z) = g(z). Then for any no, M > 0 we have
that

or Ifleg x+in)dndf(z / f(z x+zn0)dx+(9<||f|]1 Iﬁax]| (x+zM)|>

Applying Lemma 7.3.2 to g = my, yields, modulo an error term,

fjmux+ln dndf(x // 0)+17 da p(dA)

"0

and taking the limit 79 — 0 makes the inner integral tend to f(\) in L!-sense. In this way
we can establish a variant of Proposition 7.3.1, albeit with a weaker error estimate.

Proof of Lemma 7.3.2. 'This follows from the computation

[[ote+manas@) =i [ faedz=2 [ j@3lote i) - g+ id]da

o I M
i

3
= 2/_31’(1’)%9(:6 +ino) dz + O (IIlemg_a;(S] lg(z + iM)I) ,

where the first step follows from Stokes’ or Green’s Theorem. 0

7.4 Diagonal entries

We first prove Theorem 7.2.2 about the diagonal entries of f(H). The spectral measure
corresponding to the (1, 1)-matrix element, p defined as

/fdPN:f(Hll

is concentrated in [—2.5, 2.5] with overwhelming probability. We can without loss of gener-
ality assume that f is compactly supported in [—3, 3] since smoothly cutting off f outside the
spectrum does not change the result. Applying Proposition 7.3.1 to u = py with K = 2.5,
L = 3, we find that (using z = = + i1, 20 = = + 1)

fHn = 5 [[ 6 dnds@) + 0« (m [1GGu @) + 57 17]1) - G

I
To analyze G(z)11 we recall the Schur complement formula

1 hi1 h* N ~ _1
G = — s VVh H — 5 9 G = H - .
(2)11 2 (.G ere ( b H> (2) = ( z)

To study the asymptotic behavior of G(2)11 we rely on the local semicircle law in the aver-
aged form (see [82] or [73, Theorem 2.3]) applied to the resolvent of the minor

my(z) = =TrG(z) =m(z) + O <N1‘77|> ,
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and its entry-wise form

1
N |n|

G(Z)ij — 5ijm(z) =< (7.12)

which both hold true for all |n| = |Jz| > mo > N~!. Here m denotes the Stieltjes
transform of the semicircular distribution jis., m(2) == [(A — 2) 71 pse(dN).
Since by (7.12),

[ 166+ imnlas@ = [ e+l s + 0 ([ |m=|ar@) < afi

for 9 > 1/N, where ||d f|| is the total variation norm of the Lebesgue—Stieltjes measure
d f, we can write (7.11) as

Fn = 5 [[ GG+ imudndf(e) + O (mlldf| + M1,

M
ITIO

In order to separate the leading order contribution from the fluctuation, we set

1 N 1
Py(2) =G(2)11 = =2~ (.G Py (z) = —z—mn(z)

where iy (2) = & Tr G(z) and observe that

CT)N(Z) _ 1 i O-< (m(z) - ﬁ”LN(Z)) — m(z) + O_< (]Vl|n|> (7‘13)

—z—m(z) —z—m(z)

and
(=)~ By (z) = m(2)? [(h. G(2)h) — n(2) — ] + O <N1m|) L )

Thus @y describes the leading order behavior, which is very close to a deterministic quantity,
and the leading fluctuation is solely described by ® ;v — ® . We then can write

(N)

A
i =4+ =+ 0 (milasl+ 55 141, )

where
(N ).

I ]v[

7jfc1>N )dndf(z) and A} ::%jf\/ﬁ[@N—@N(z)]dndﬂ@'
L3

'The reason for the normalization will become apparent later since in this way A}N) is an
object of order 1.

For the leading order term we use (7.13) and Proposition 7.3.1 to compute

b / L
Ay’ =g I%m(Z)dndf($)+0< (dell N dn)

log M 1 1
= [ 5@ etz + 0 ([FEMLEREmL L F a4 L i1,).
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For the fluctuation we use (7.14) to compute

log M| + |log
e )

VN

NP 2 |log M| + [log 7]

=87 g [, mEPandsw) o (FEE S jag) g
|log M| + [log 7|

A+ [ ) me(do) + O« (FEMLEREM g g o111 )

where the last step followed from Lemma 7.3.2 and

1
e =VNhi, A= o [ ()X () dndf (@),
2 Jiy

X(2) = XM(z) = (h,G(2)h) — iy (2).
. ~(N)\2 . .
We now concentrate on the computation of E (A 7 ) . We state the main estimate of
E X (2)X(2') as a lemma.
Lemma 7.4.x. Under the assumptions of Theorem 7.2.2 it holds that
m(z)*m()? | oim(z)*m(z)
1—m(z)m(z) 11— oam(z)m(z’)

+ (o0 — ml=)m() + O (\%@) |

EX(2)X(?) = -
7.16

where
1 (1 Lot >
Vil \VInl VIl VN |

D= 1y |ar|<2 (|77| + 7| + |z - 9C'|2> + [(Jz] = 2)4 + (]2’ = 2)]

andz = x +1in, 2/ =2’ + .

We remark that in the |z — 2/|* term in ® could be replaced by |2 — 2/| but we will not
need this stronger bound here.

Proof of Lemma 7.4.1. From (6.29) we know that

B[X(2)X(<)/A] = &Z(G Gl + 032G Gl) + 7

i#]

enes (7.17)

~

where, G == G(2)ij, Gi; = G(2');;. The last term we directly estimate as

, 1 1 1
7 SO = D) + 0« )

(7.18)
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Furthermore, in Lemma 6.3.6 self-consistent equations for the first two terms on the rhs. of

(7.17) were derived. We recall that
LG
1- 3 20 GG = m(2)m()*+ 0« ().

2#]
LG
1 —oom(z)m(z GZG = gom(2)*m(z")? + O (),
1 om() g 16y = aamz () + 0 (s
Using the straightforward inequality [m(z)| < 1 — ¢|n|, which holds for some small ¢ > 0
and z in the compact region [—10, 10] x [—¢, i], we find
1= m(z)m(z')| = e(ln| + |']).

Since || decays outside the spectrum [—2, 2] we have that |m(z)| < 1 — ¢/(|z| — 2)4 for
|z| < 10, and therefore

1= m(z)m(2")| = (|2 = 2)4 + (2| = 2)4
Moreover, in the remaining regime where both ||, |’| < 1 and |z|, |2’| < 2,it holds that
1= m(z)m()] = 1 = Rim(z)m(2)] = 1 = (Rm(2))(Rm(z)) + (Sm(2))(Sm(2))

>c”(1—xx,i V4_w2”4_x/2)
= 4

1 Zc”(x—x/)Q,

where the & depends on the signs of 7,7’ and we allow for the constant ¢’ to change in
the last inequality. This estimate follows from the explicit formula for m(z). Putting these
inequalities together, we therefore find a constant C' > 0 such that in the compact region
[—3,3] x [—iM, ZM] it holds that C' |1 — m(z)m(2")| > @, from which we obtain

2)2m(2")? 1\
N Z Gl] = % + O« (VN(I)) ) (7.19)

N2 m(z)m()

_oam(z)?m(2')? v
N ; G” 1 —oom(z)m(2) +0< <\/W<I>> '

Now (7.16) follows from combining (7.17), (7.18) and (7.19). O

Using Lemma 7.4.1 we then compute

E (M)’ 277 ////IM SYEX(2)X(2) dndf(x)
4 osm(z)*m(z')*
= W / / / /IM 1= m(z)m()z/) . Uini(z)in()z’)

+ (o4 = m(z)'m(z)*] dnd f(a +0<//// - dndf(a >)

where dn = dndn’ and df(x) = df(z) df(2'). To estimate the error term we have to
compute

1 1 1 1
jjjjn+n+|x /’2\/W<ﬁ+\/77+\/w>dndf(w)

-2 no
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and readily check that

1 (|log M| + |logno|)/v'N  if f" is bounded,
////1% VN® dndfle) < {(

llog M| + [logno|)//Nmo else.

By using Lemma 7.3.2 and organizing the contributions from the boundary terms at 1

and —np, we find that the leading order of E(A( ))2 becomes

o3m(zo) m(z))*

(/) ) 6 — Dm(z)>m(z))3 T
= m(zo)m(zh) 1—02m(zom(2)+(‘74 1)m(z) (0)]>d +(’J<<

and for any fixed k € N

3
. J[ 1@ e mE)* = o) m(ei)] d

- (5 / fa dx) + O ()

we can conclude that (7.20) becomes

L] m(zo)m(z)  m(zoym()
o H ( ) 1—m(z0)m(z6)>d

0
— m(z0)m(

1 NaReen m(z0)m ()
+27r2‘%ﬂf($)f(w)< = T o “zo>>d“’

1 — oam(zo)m(zy) 1= oam(zo)m(z

i) v o]
+<a4—2—02( /f dx) +O<”ﬂ§l+ng).

6 6 04 — ngmgg
1 —m(z0)m(z)) 1—02m(20m(%)+(4 m(z) (0)]

(7.20)

(7.21)

The first term of (7.21) was already computed in (6.39). The computation of the second term

at

—~ 2 o
(A;N)) = Vi + Vi =2V — (14 02) Vs + (04— 2= 03)Vya

log M| + |lo

M3 Vv Nmo

is very similar to the first one and the remaining terms are routine calculations. We arrive

/14
M3

).
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in the general case and

~(N)\ 2 o
E(AYY)" = Vi + VT = 2Via — (14 02)Vya + (04 = 2= 03)Vya

171, . llog M| + llog |
+0 (m+ I FESLLB )

in the case of f with bounded derivative f' € L°°([—3, 3]), where

Vf, /f /~Lsc dI

i = e i) ()
Vf,2 = (/f($) ,usc(dfz)) ) Vf,3 = (/ f($)$ ,U/sc(d‘r))Qy
2
Vig = ( / F(@)(a? — 1)usc(dx)> . (7.22)

We note that V;?) simplifies to Vf( 1) = V1 and Vf(g) = V}.2 in the two important cases
o9 =0,1.

We now choose M = N and 79 depending on the regularity of f. In the general case
of f € BV([—3,3]) it turns out that g = N2/ is optimal, whereas for f with bounded
derivative, we can go all the way down to 179 = N ~1*€ for any small € > 0. Thus

B3 -p(a,)"+ {5
<

where A is a centered Gaussian of variance

N_ 1/6 (7’23)

else.

N—l/Qi if f" € L*([-3,3]),

—~ 2 p
E(Af) = Via+ Vi =2V = (14 02)Vis + (04 = 2 = 03) V.

For higher moments we recall the following Wick type factorization Lemma from

[DS1].

Lemma 7.4.2. Fork > 2and 21, ...,z € Cwith z = x; £ iy and n > 0 we have that

BlX(s).. X(a)]= ¥ ] E[X@a)X(zb”*O*( Zwmab)

r€Py([k]) {ablem a;éb
(7:24)

where (k| :={1,...,k},n =n1...0 Po(L) are the partitions of a set L into subsets of size 2
and

Doy = iz, | |ay|<2 (\Ua\ + |l + |za — ﬂ?b\z) + [(|zal = 2)+ + (Jzp] — 2)+].

The error term in (7.24) is slightly stronger than that in [DS1] since the ®, ;, includes
a |z, — 3|, This strengthening follows along the lines of the original proof by using the
more precise analysis of the self consistent equation outlined in Lemma 7.4.1. We check that
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integrating the error term from (7.24) over (I,)))*, with 7jg being chosen as above according

to the regularity of f,again gives asymptotically N ~/2 in the case of bounded f’ and N /6
in the general case. By integrating the Wick type product and using (7.23) we therefore arrive

at
E (ﬁ;N))k —E (Af)k + {?
<

We note that the error terms are implicitly k-dependent. By counting the number of pair
partitions we find that, to the leading order in N, the implicit coeflicients scale like C*(k/2)!
with a constant depending on f.

Recalling (7.15) and the definition of T}N) from (7.6), we conclude that the overall fluc-

tuations have moments

N-1/6)  else.

N—1/2§ if f" € L*([-3,3]),

B (1) -p(&)"+ {

Let ¢ (t) denote the characteristic function of T}N) and ¢(t) the characteristic function

(7.25)

CF(k/2)IN-Y2) if f' € L>=([-3,3]),
CF(k/2)\N—1/6

else.

of the Gaussian variable A - Then the moment bound (7.25) implies that
[én(t) = B(1)] < ONT/01e"

with some constant C' depending on f. Using the well-known bound (see, e.g., [173, Theorem
1.4.13.] and the references therein)

1 [T dt  2elogT
Au(F,G) <~ [ lor(t) = da(n] G+ =32

for any two distributions F' and G with characteristic functions ¢ and ¢, we immediately

obtain (7.7) by choosing T' = ¢4/log N. This completes the proof of Theorem 7.2.2.

7.5 Off-Diagonal Entries

For the decomposition
hii hi2 A}
H = |ha1 ho hj
hi hy H

we find from the Schur complement formula that

g12 9 1
Gz2)lgp=—""——=-—m(2)g12+ O (),
) 911922 — 912921 (=) “\Nn|

where gij == hij —0ijz — (hi, G(2)h;). We now set Y () = YV (2) = /N (hy, G(2)hz)

and begin to compute (all summation indices run from 3 to V)

E [Y(Z)Y(z’)ﬁﬂ =N Y E [hlaéabhwhlcégdhdﬂﬁ}

a,b,c,d

2 2 !
_ QZ 5 A U\ agm(z)m(Z) ( v )
N — GapGap + O« (N) 1 —aom(z)m(2) +0< VN
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and

E[Y(2)Y () H}: Z [hla avhihacGlghar | H]
a,b,c

For both estimates we made use of the fact the hgy, are centered and therefore have to appear
at least twice to have non-zero expectation. The main contribution comes from the pairing
a = d,b = c. Some exceptional pairings, such as the four-pairing a = b = ¢ = d, were
incorporated in the error term by their reduced combinatorics. From Proposition 7.3.1 we

then find that

12——ﬂm 2[(n, G( )hg)—hlg}dndf(x)Jr(’L(Hd]\fH).

M

For the second term it follows, just as before, that

1 ﬂm huaddf (@) = hiz [ F(@)a pcldz) + O« ().

770

For the first term we set

HY )ydndf(z

AWN)

and following a computation very similar to that of A"’ we arrive at

else.

(N2 i O (N~12) if f' e L=([-3,3]),
B (AE‘ )) = ViT = Vip— oV + {

O N—1/6

Similarly we find that

N2 O (N7V2) if f' € L>([-3,3]),
E‘A(fN)‘ :Vﬁl—Vf,g—Vf,g—l—{ B ; ( D .

o N-1/6

else.

Finally, due to a Wick type theorem for Y'(2) which is proved along the lines of Lemma

7.4.2 We arrive at
——\ ! ~ —\! O
(MY* () _ g <
5(s")" (57) ~ B (3,)" (&) +{O<

where A is a centered complex Gaussian such that

N=1/6)  elge,

Nm; if f' € L*=([-3,3]),

> ~ 2
BA} =ViT —Via—oaVys, B|As| = Via— Vi - Vs

We have proven Theorem 7.2.3.
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