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Abstract We consider N x N Hermitian random matrices H consisting of blocks of
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form a block-band structure, with an essential band width M. We show that the entries
of the Green’s function G(z) = (H—z) ! satisfy the local semicircle law with spectral
parameter z = E + in down to the real axis for any 7 > N~!, using a combination
of the supersymmetry method inspired by Shcherbina (J Stat Phys 155(3): 466499,
2014) and the Green’s function comparison strategy. Previous estimates were valid
only for 3> M~'. The new estimate also implies that the eigenvectors in the middle
of the spectrum are fully delocalized.
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1 Introduction

Grassmann integration with supersymmetric (SUSY) methods is ubiquitous in the
physics literature of random quantum systems, see e.g. the basic monograph of Efetov
[7]. This approach is especially effective for analyzing the Green function in the mid-
dle of the bulk spectrum with spectral parameter close to the real axis, i.e. precisely in
the regime where other methods often fail. The main algebraic strength lies in the fact
that Gaussian integrals with Grassmann variables counterbalance the determinants
obtained in the partition functions of complex Gaussian integrals. This greatly sim-
plifies algebraic manipulations as it was demonstrated in several papers, see e.g. the
proof of the absolutely continuous spectrum on the Bethe lattice by Klein [17] or the
bounds on the Lyapunov exponents for random walks in random environment at the
critical energy by Wang [29]. However, in theoretical physics Grassmann integrations
are also commonly used as an analytic tool by performing saddle point analysis on
the superspace coordinatized by complex and Grassmann variables. Since Grassmann
variables lack the concept of size, the rigorous justification of this very appealing idea
is notoriously difficult.

Initiated by Spencer (see [26] for a summary) and starting with the paper [4] by
Disertori, Pinson and Spencer, only a handful of mathematical papers have succeeded
in exploiting this powerful tool in an essentially analytic way. We still lack the mathe-
matical framework of a full-fledged analysis on the superspace that would enable us to
translate physics arguments into proofs directly, but a combination of refined algebraic
identities from physics (such as the superbosonization formula) and a careful analysis
have yielded results that are currently inaccessible with more standard probabilistic
methods. In this paper we present such results on random band matrices that surpass a
well known limitation of the recently developed probabilistic techniques to prove the
local versions of the celebrated Wigner semicircle law. We start with introducing the
physical motivation of our model.

The Hamiltonian of quantum systems on a graph with vertex set I” is a self-adjoint
matrix H = (hgp)aper, H = H*. The matrix elements /i, represent the quantum
transition rates from vertex a to b. Disordered quantum systems have random matrix
elements. We assume they are centered, Eh,, = 0, and independent subject to the
basic symmetry constraint h,, = hpa. The variance aazb = IE|hL,b|2 represents the
strength of the transition from a to b and we use a scaling where the norm || H || is
typically order 1. The simplest case is the mean field model, where 4, are identically
distributed; this is the standard Wigner matrix ensemble [31]. The other prominent
example is the Anderson model [2] or random Schrodinger operator, H = A + V,
where the kinetic energy A is the (deterministic) graph Laplacian and the potential
V = (Vy)xer is an on-site multiplication operator with random multipliers. If I" is a
discrete d-dimensional torus then only few matrix elements %, are nonzero and they
connect nearest neighbor points in the torus, dist(a, b) < 1. This is in sharp contrast
to the mean field character of the Wigner matrices.

Random band matrices naturally interpolate between the mean field Wigner matri-
ces and the short range Anderson model. They are characterized by a parameter M,
called the band width, such that the matrix elements A, for dist(a, b) > M are zero
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or negligible. If M is comparable with the diameter L of the system then we are in the
mean field regime, while M ~ 1 corresponds to the short range model.

The Anderson model exhibits a metal-insulator phase transition: at high disorder
the system is in the localized (insulator) regime, while at small disorder it is in the
delocalized (metallic) regime, at least in d > 3 dimensions and away from the spectral
edges. The localized regime is characterized by exponentially decaying eigenfunctions
and off diagonal decay of the Green’s function, while in the complementary regime the
eigenfunctions are supported in the whole physical space. In terms of the localization
length £, the characteristic length scale of the decay, the localized regime corresponds
to £ <« L, while in the delocalized regime ¢ ~ L. Starting from the basic papers
[1,15], the localized regime is well understood, but the delocalized regime is still an
open mathematical problem for the d-dimensional torus.

Let N = L9 be the number of vertices in the discrete torus. Since the eigenvectors
of the mean field Wigner matrices are always delocalized [13,14], while the short
range models are localized, by varying the parameter M in the random band matrix,
one expects a (de)localization phase transition. Indeed, for d = 1 it is conjectured
(and supported by non rigorous supersymmetric calculations [16]) that the system is
delocalized for broad bands, M >> N'/? and localized for M <« N'/2. The optimal
power 1/2 has not yet been achieved from either sides. Localization has been shown
for M < N'/8in[23], while delocalization in a certain weak sense for the most eigen-
vectors was proven for M >> N*/3 in [11]. Interestingly, for a special Gaussian model
even the sine kernel behavior of the 2-point correlation function of the characteristic
polynomials could be proven down to the optimal band width M > N1/%, see [19,21].
Note that the sine kernel is consistent with the delocalization but does not imply it.
We remark that our discussion concerns the bulk of the spectrum; the transition at the
spectral edge is much better understood. In [25] it was shown with moment method
that the edge spectrum follows the Tracy—Widom distribution, characteristic to mean
field model, for M > N/, but it yields a different distribution for narrow bands,
M < N3/°.

Delocalization is closely related to estimates on the diagonal elements of the resol-
vent G(z) = (H — z)~! at spectral parameters with small imaginary part n = Imz.
Indeed, if G;; (E + in) is bounded for all i and all E € R, then each ¢?>-normalized
eigenvector u of H is delocalized on scale n~! in a sense that max; |u;|? <n,ie u
is supported on at least ! sites. In particular, if G;; can be controlled down to the
scale n ~ 1/N, then the system is in the complete delocalized regime.

For band matrices with band width M, or even under the more general condition
aazh < M~!, the boundedness of G;; was shown down to scale n>M —1in [14]
(see also [12]). If M > N 172 it is expected that G;; remains bounded even down to
n > N~! which is the typical eigenvalue spacing, the smallest relevant scale in the
model. However, the standard approach [12, 14] via the self-consistent equations for the
Green’s function does not seem to work for n < 1/M; the fluctuation is hard to control.
The more subtle approach using the self-consistent matrix equationin [11] could prove
delocalization and the off-diagonal Green’s function profile that are consistent with
the conventional quantum diffusion picture, but it was valid only for relatively large
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n, far from M —! Moment methods, even with a delicate renormalization scheme [24]
could not break the barrier  ~ M ~! either.

In this paper we attack the problem differently; with supersymmetric (SUSY) tech-
niques. Our main result is that G;;(z) is bounded, and the local semicircle law holds
forany n > N —1 je. down to the optimal scale, if the band width is not too small,
M > N7 but under two technical assumptions. First, we consider a generalization
of Wegner’s n-orbital model [22,30], namely, we assume that the band matrix has a
block structure, i.e. it consists of M x M blocks and the matrix elements within each
block have the same distribution. This assumption is essential to reduce the number of
integration variables in the supersymmetric representation, since, roughly speaking,
each M x M block will be represented by a single supermatrix with 16 complex or
Grassmann variables. Second, we assume that the distribution of the matrix elements
matches a Gaussian up to four moments in the spirit of [28]. Supersymmetry heavily
uses Gaussian integrations, in fact all mathematically rigorous works on random band
matrices with supersymmetric method assume that the matrix elements are Gaussian,
see [4-6,19-21,26,27]. The Green’s function comparison method [14] allows one to
compare Green’s functions of two matrix ensembles provided that the distributions
match up to four moments and provided that G;; are bounded. This was an important
motivation to reach the optimal scale n > N 7!

In the next subsections we introduce the model precisely and state our main results.
Our supersymmetric analysis was inspired by [20], but our observable, G, requires
a partly different formalism, in particular we use the singular version of the super-
bosonization formula [3]. Moreover, our analysis is considerably more involved since
we consider relatively narrow bands. In Sect. 1.3, we explain our novelties compared
with [20].

1.1 Matrix model
Let Hy = (hgp) be an N x N random Hermitian matrix, in which the entries are
independent (up to symmetry), centered, complex variables. In this paper, we are con-

cerned with Hy possessing a block band structure. To define this structure explicitly,
we set the additional parameters M = M (N) and W = W (N) satisfying

W=N/M.

For simplicity, we assume that both M and W are integers. Let S = (sjx) bea W x W
symmetric matrix, which will be chosen as a weighted Laplacian of a connected graph
on W vertices. Now, we decompose Hy into W x W blocks of size M x M and relabel

Rjkap = hap, jk=1,....,W, a,6=1,.... M,

where j = j(a) and k = k(b) are the spatial indices that describe the location of the
block containing 4, and @« = «(a) and B = B(b) are the orbital indices that describe
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the location of the entry in the block. More specifically, we have
j="Tla/M], k=[b/M], a=(@—(—-DM, B=>b—-(k—1DM.

We will call (j(a), a(a)) (resp. (k(b), (b))) as the spatial-orbital parametrization of
a (resp. b). Moreover, we assume

1
Ehjiaphji.ap = 300jk8k8upBpa Bjk +8jk)- (1.D

That means, the variance profile of the random matrix ~/M Hy is given by
S=@G):=1+S5, 1.2)

in which each entry represents the common variance of the entries in the corresponding
block of /M Hy .

1.2 Assumptions and main results

In the sequel, for some matrix A = (a;;) and some index sets | and J, we introduce
the notation AU to denote the submatrix obtained by deleting the ith row and jth
column of A forall i € land j € J. We will adopt the abbreviation

AGD = AGID 2 AD A, (1.3)

In addition, we use ||A||max := max; ; |a;;| to denote the max norm of A. Throughout
the paper, we need some assumptions on S.

Assumption 1.1 (On S) Let G = (V, &) be a connected simple graph with V =
{1,..., W}. Assume that S is a W x W symmetric matrix satisfying the following
four conditions.

(i) Sis aweighted Laplacian on G, i.e. fori # j, we have 5;; > 0if {7, j} € £ and
si; = 0if {i, j} ¢ &, and for the diagonal entries, we have

5ij = — Zsij, Vi=1,...,W.
Jij#i

(ii) S defined in (1.2) is strictly diagonally dominant, i.e., there exists some constant
co > 0 such that

1428 >co, Vi=1,...,W.

(ii1) For the discrete Green’s functions, we assume that there exist some positive
constants C and y such that

max_ [|(S) 7| max < CWY. (1.4)
i=1 w

.....
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(iv) There exists a spanning tree Gy = (V, &) C G, on which the weights are bounded
below, i.e. for some constant ¢ > 0, we have

sij > ¢, V{i,j}e€&.
Remark 1.2 From Assumption 1.1 (ii), we easily see that
S > col. (1.5)

Later, in Lemma 7.4, we will see that ||(S("))_1||max < Cw? always holds. Hence,
we may assume y < 2.

Example 1.1 Let A be the standard discrete Laplacian on the d-dimensional torus
[1, r0]9 N Z9, with periodic boundary condition, where ro = W1/9. Here by standard
we mean the weights on the edges of the box are all 1. Now let S = a A for some
positive constant a < 1/4d. It is then easy to check Assumption 1.1 (i), (ii) and (iv)
are satisfied. In addition, if d = 1, it is well known that we can choose y = 1 in
Assumption 1.1 (iii). For d > 3, one can choose y = 0. For d = 2, one can choose
y = ¢ for arbitrarily small constant ¢. For instance, one can refer to [8] for more details.

For simplicity, we also introduce the notation
2 2 2 =~ /
oy, =Elhgl®, T := (o) = MS ® Aply), a,b=1,...,N, (1.6)

where 1, is the M-dimensional vector whose components are all 1 and S is the
variance matrix in (1.2). It is elementary that

Spec(7T) = Spec(g) U {0} C [0, 1]. (1.7)

Our assumption on M depends on the constant y in Assumption 1.1 (iii).

Assumption 1.3 (On M) We assume that there exists a (small) positive constant &1
such that

M > witr+er, (1.8)

Remark 1.4 A direct consequence of (1.8) and N = MW is

4+2y+e

M > N5, (1.9)

Especially, when y = 1, one has M > N®7. Actually, through a more involved
analysis, (1.8) [or (1.9)] can be further improved. At least, for y < 1, we expect that
M > N*/3 is enough. However, we will not pursue this direction here.
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Besides Assumption 1.1 on the variance profile of H, we need to impose some
additional assumption on the distribution of its entries. To this end, we temporarily
employ the notation Hé = (hf;b) to represent a random block band matrix with
Gaussian entries, satisfying (1.1), Assumptions 1.1 and 1.3.

Assumption 1.5 (On distribution) We assume that for each a, b € {1,..., N}, the
moments of the entry /,;, match those of hﬁ » up to the 4th order, i.e.

E(Rehap) (Imhgp)t = E(Rehé,)k(Imhé,)t, Yk LeN, st k+<4.
(1.10)

In addition, we assume the distribution of %, possesses a subexponential tail, namely,
there exist positive constants ¢ and ¢, such that for any y > 0,

~ 1 iy
P(lhap| = 7 Elhasl?)?) < c2e™7 (1.11)

holds uniformly foralla,b=1,..., N.

The four moment condition (1.10) in the context of random matrices first appeared
in [28].

To state our results, we will need the following notion on the comparison of two
random sequences, which was introduced in [9, 12].

Definition 1.6 (Stochastic domination) For some possibly N-dependent parameter
set Uy, and two families of random variables X = (Xy(u) : N € N,u € Uy) and
Y =(y@): N € N,u € Uy), we say that X is stochastically dominated by Y, if
forall & > 0 and D > 0 we have

sup P(XN(M) > NS’YN(M)) <N°D (1.12)

MEUN

for all sufficiently large N > Ny(¢’, D). In this case we write X < Y.

The set Uy is omitted from the notation X < Y. Whenever we want to emphasize
the role of Uy, we say that Xy () < Yy (u) holds for all u € Uy. For example, by
(1.1) and Assumption 1.5, we have

hap| < 1/M, Ya,b=1,...,N. (1.13)
Note that here Uy = {u = (a,b) : a,b = 1, ..., N}. In some applications, we also
use this notation for random variables without any parameter or with a fixed parameter,
i.e. the set of parameters Uy plays no role.

Note that S is doubly stochastic. It is known that the empirical eigenvalue distrib-
ution of Hy converges to the semicircle law, whose density function is given by

1
0sc(x) == 7 4—x2-1(x| <2),
JT
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see [14] for instance. We denote the Green’s function of Hy by
G(z2)=Gn(2)i=(Hy -2, z=E+ineC":={weC:Imw > 0}

and its (a, b) matrix element is G5 (z). Throughout the paper, we will always use E
and 7 to denote the real and imaginary part of z without further mention. In addition,
for simplicity, we suppress the subscript N from the notation of the matrices here and
there. The Stieltjes transform of gg.(x) is

2 05e(x) —z+722 -4
mee(@ = | dx= —————

2 X =2

where we chose the branch of the square root with positive imaginary part forz € C*.
Note that m.(z) is a solution to the following self-consistent equation

1

_ 1.14
—z — myc(2) ) %

mge(z) =

The semicircle law also holds in a local sense, see Theorem 2.3 in [12]. For sim-
plicity, we cite this result with a slight modification adjusted to our assumption.

Proposition 1.7 (Erd6s, Knowles, Yau, Yin, [12]) Let H be a random block band
matrix satisfying Assumptions 1.1, 1.3 and 1.5. Then, for any fixed small positive
constants k and g, we have

1
IIlE})X |Gap(2) — Sapmsc ()| < (Mn)~2, if E€[-2+4+«k,2—«]
a,

and M~ <y <10. (1.15)

Remark 1.8 We remark that Theorem 2.3 in [12] was established under a more general
assumption >, ojzk = 1 and ajzk < C/M. Especially, the block structure on the
variance profile is not needed. In addition, Theorem 2.3 in [12] also covers the edges
of the spectrum, which will not be discussed in this paper. We also refer to [14] for a
previous result, see Theorem 2.1 therein.

Our aim in this paper is to extend the local semicircle law to the regime 1 > N~
and replace M with N in (1.15). More specifically, we will work in the following
set, defined for arbitrarily small constant ¥ > 0 and any sufficiently small positive
constant gy := g5(e1),

D(N. k. &7) = {z —E+ineC:|El<v2—k, NH2 < p < M*1N€2} .
(1.16)

Throughout the paper, we will assume that £ is much smaller than €1, see (1.8) for the
latter. Specifically, there exists some large enough constant C such that e, < g1/C.
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Theorem 1.9 (Local semicircle law) Suppose that H is a random block band matrix
satisfying Assumptions 1.1, 1.3 and 1.5. Let k be an arbitrarily small positive constant
and g be any sufficiently small positive constant. Then

1
n;‘?},x |Gap(z) — Sapmsc(2)] < (Nnp)~ 2 (L.17)

forall z € D(N, k, &2).

Remark 1.10 Infact, (1.17) together with the fact that G ;5 (z) and m.(z) are Lipschitz
functions of z with Lipschitz constant =2 imply the uniformity of the estimate in z
in the following stronger sense

1
max  max [ (V)2 Gap(2) = Sapmsc (]| < 1. (1.18)
z€D(N,k,82) a,b

Remark 1.11 The restriction |E| < +/2 — « in (1.16) is technical. We believe the
result can be extended to the whole bulk regime of the spectrum, i.e., |[E| < 2 — k.
The upper bound of 7 in (1.16) is also technical. However, for > M~!N®2, one can
control the Green’s function by (1.15) directly.

Let A1, ..., Ay be the eigenvalues of Hy. We denote by u; := (u;1, ..., u;y) the
normalized eigenvector of Hy corresponding to A;. From Theorem 1.9, we can also
get the following delocalization property for the eigenvectors.

Theorem 1.12 (Complete delocalization) Let H be a random block band matrix
satisfying Assumptions 1.1, 1.3 and 1.5. We have

max  ||uilleo < N72. (1.19)
A |<V2—k

Remark 1.13 We remark that delocalization in a certain weak sense was proven in
[11] for an even more general class of random band matrices if M > N 4/5 How-
ever, Theorem 1.12 asserts delocalization for all eigenvectors in a very strong sense
(supremum norm), while Proposition 7.1 of [11] stated that most eigenvectors are
delocalized in a sense that their substantial support cannot be too small.

1.3 Outline of the proof strategy and novelties

In this section, we briefly outline the strategy for the proof of Theorem 1.9.

The first step, which is the main task of the whole proof, is to establish the following
Theorem 1.15, namely, a prior estimate of the Green’s function in the Gaussian case.
For technical reason, we need the following slight modification of Assumption 1.3, to
state the result.

Assumption 1.14 (On M) Let 1 be the small positive constant in Assumption 1.3.
We assume

N(ogN)~10 > pm > w2r+er, (1.20)
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In the regime M > N(log N)~10 we see that (1.17) anyway follows from (1.15)
directly.

Theorem 1.15 Assume that H is a Gaussian block band matrix, satisfying Assump-
tions 1.1 and 1.14. Let n be any fixed positive integer. Let k be an arbitrarily
small positive constant and &> be any sufficiently small positive constant. There is
No = No(n), such that for all N > Ng and all z € D(N, k, &2), we have

|G ap(2)|*" §NC°(5ab+ ) Vab=1,....N (1.21)

(Nm)"
for some positive constant C independent of n and z.

Remark 1.16 Much more delicate analysis can show that the prefactor N0 can be
improved to some n-dependent constant C,,. We refer to Sect. 12 for further comment
on this issue.

Using the definition of stochastic domination in Definition 1.6, a simple Markov
inequality shows that (1.21) implies

1
|Gap(2)| < 8ap+(Nn)"2, Va,b=1,...,N. (1.22)

The proof of Theorem 1.15 is the main task of our paper. We will use the super-
symmetry method. We partially rely on the arguments from Shcherbina’s work [20]
concerning universality of the local 2-point function and we develop new techniques
to treat our observable, the high moment of the entries of G(z), under a more general
setting. We will comment on the novelties later in this subsection.

The second step is to generalize Theorem 1.15 from the Gaussian case to more
general distribution satisfying Assumption 1.5, via a Green’s function comparison
strategy initiated in [14], see Lemma 2.1 below.

The last step is to use Lemma 2.1 and its Corollary 2.2 to prove our main theorems.
Using (1.22) above to bound the error term in the self-consistent equation for the
Green’s function, we can prove Theorem 1.9 by a continuity argument in z, with the
aid of the initial estimate for large 1 provided in Proposition 1.7. Theorem 1.12 will
then easily follow from Theorem 1.9.

The second and the last steps are carried out in Sect. 2. The main body of this paper,
Sects. 3—11 is devoted to the proof of Theorem 1.15.

One of the main novelty of this work is to combine the supersymmetry method and
the Green’s function comparison strategy to go beyond the Gaussian ensemble, which
was so far the only random band matrix ensemble amenable to the supersymmetry
method, as mentioned at the beginning. The comparison strategy requires an apriori
control on the individual matrix elements of the Green’s function with high probability
[(see (1.22)], this is one of our main motivations behind Theorem 1.15.

Although we consider a different observable than [20], many technical aspects of
the supersymmetric analysis overlaps with [20]. For the convenience of the reader,
we now briefly introduce the strategy of [20], and highlight the main novelties of our
work.
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In [20], the author considers the 2-point correlation function of the trace of the
resolvent of the Gaussian block band matrix H, with the variance profile S=1 +aA,
under the assumption M ~ N (note that we use M instead of W in [20] for the
size of the blocks). The 2-point correlation function can be expressed in terms of a
superintegral of a superfunction F ({Si}iu;l) with a collection of 4 x 4 supermatri-
ces S’,- = Zl.*Zi. Here for each i, Z; = (Y1, ¥2.i, P1,i, P2,;) is an M x 4 matrix
and Z¥ is its conjugate transpose, where ¥ ; and ¥ ; are Grassmann M-vectors
whilst @;; and &;; are complex M-vectors. Then, by using the superbosoniza-
tion formula in the nonsingular case (M > 4) from [18], one can transform the
superintegral of F ({S‘i }ivi 1) to a superintegral of F'({S;} l‘i 1), where each S; is a super-
matrix akin to S;, but only consists of 16 independent variables (either complex or
Grassmann). We will call the integral representation of the observable after using the
superbosonization formula as the final integral representation. Schematically it has the
form

/ 9(S) Mt (S¢S, (1.23)

for some functions g(-), f(-) and f, (-), where we used the abbreviation S := {Si}ivi 1
and S, and S, represents the collection of all complex variables and Grassmann
variables in S, respectively. Here, g(S,) and f.(S,) are some complex functions and
fo(Sq, S¢) will be mostly regarded as a function of the Grassmann variables with
complex variables as its parameters. The number of variables (either complex or Grass-
mann) in the final integral representation then turns out to be of order W, which is
much smaller than the original order N. In fact, in [20] it is assumed that W = O (1)
although the author also mentions the possibility to deal with the case W ~ N¢ for
some small positive &, see the remark below Theorem 1 therein.

Performing a saddle point analysis for the complex measure exp{ Mf.(S.)}, one can
restrict the integral in a small vicinity of some saddle point, say, S, = Sco. It turns
out that f.(S.0) = 0 and f.(S,) decays quadratically away from S.¢. Consequently, by
plugging in the saddle point S, one can estimate 9(S,) by g9(Sco) directly. However,
for exp{Mf.(S.)} and exp{f, (S,, Sc)}, one shall expand them around the saddle point.
Roughly speaking, in some vicinity of S.o, one will find that the expansions read

eMie(S) = exp{—u/'Au + e (u)}, €'+ = exp{—p'Ht}p(p, T,u). (1.24)

Here u is a real vector of dimension O (W), which is essentially a vectorization of
VM (S¢ — Sc0); €c(u) = o(1) is some error term; p and T are two Grassmann vectors
of dimension O (W). H is a complex matrix [(c.f (9.26)], and A is a complex matrix
with positive-definite Hermitian part [(the explicit form of A can be read from (8.30)].
Moreover, A is closely related to H in the sense that determinant of a certain minor
of H (after two rows and two columns removed) is proportional to the square root of
the determinant of A, up to trivial factors. In addition, p(p, 7, u) is the expansion of
exp{fy(Sg, Sc) — f4(S,, Sco)}, which possesses the form

ow)

P(p.T.w) = > M Ip(p. 7. u), (125)
£=0
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where p¢(p, T,u) is a polynomial of the components of p and T with degree 2¢,
regarding u as fixed parameters. Now, keeping the leading order term of p(p, 7, u),
and discarding the remainder terms, one can get the final estimate of the integral by
taking the Gaussian integral over u, p and t. This completes the summary of [20].

Similarly to [20], we also use the superbosonization formula to reduce the number
of variables and perform the saddle point analysis on the resulting integral. However,
owing to the following three main aspects, our analysis is significantly different from
[20].

o (Different observable) Our objective is to compute high moments of the single
entry of the Green’s function. By using Wick’s formula (see Proposition 3.1),
we express E|G jk|2" in terms of a superintegral of some superfunction of the
form

({ a,js aja ¢u e a /} a=1,2; ) = (¢Zl,q,Bd’l,p,aq;Z,p,a(bZ,q,ﬂ)n F({gl}lvil)

j=1,..,

for some p,q € {1,...,W}and o, 8 € {1,..., M}, where ¢; p o is the ath
coordinate of @1 ,, and the others are defined analogously. Unlike the case in
[20], F is not a function of {S }W | only. Hence, using the superbosonization

formula to change SitoS; directly is not feasible in our case. In order to handle
the factor (¢1 4.691, P a¢2 pa®2.q, f;) the main idea is to split off certain rank-one
supermatrices from S and 8 such that this factor can be expressed in terms of
the entries of these rank-one supermatrices. Then we use the superbosonization
formula not only in the nonsingular case from [ 18] but also in the singular case from
[3] to change and reduce the variables, resulting the final integral representation
of E|G jx |>". Though this final integral representation, very schematically, is still
of the form (1.23), due to the decomposition of the supermatrices S » and S s
it is considerably more complicated than its counterpart in [20]. Especially, the
function g(S,) differs from its counterpart in [20], and its estimate at the saddle
point follows from a different argument.

e (Small band width) In [20], the author considers the case that the band width M is
comparable with N, i.e. the number of blocks W is finite. Though the derivation
of the 2-point correlation function is highly nontrivial even with such a large band
width, our objective, the local semicircle law and delocalization of the eigenvectors,
however, can be proved for the case M ~ N in a similar manner as for the Wigner
matrix (M = N), see [12,14]. In our work, we will work with much smaller
band width to go beyond the results in [12,14], see Assumption 1.3. Several main
difficulties stemming from a narrow band width can be heuristically explained as
follows.

At first, let us focus on the integral over the small vicinity of the saddle point, in
which the exponential functions in the integrand in (1.23) approximately look like
(1.24).

We regard the first term in (1.24) as a complex Gaussian measure, of dimension
O(W). When W ~ 1, one can discard the error term €.(u) directly and perform
the Gaussian integral over u, due to the fact fdu exp{—u'Re(A)u}le.(w)| = o(1).
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However, such an estimate is not allowed when W ~ N? (say), because the normal-
ization of the measure exp{—u’Re(A)u} might be exponentially larger than that of
exp{—u’Au}. In order to handle this issue, in Sect. 8.2, we will do a second deforma-
tion of the contours of the variables in u, following the steepest descent paths exactly,
whereby we can transform the complex Gaussian measure to a real one (c.f., (8.45)),
thus the error term of the integral can be controlled.

Now, we turn to the second termin (1.24). When W ~ 1, there are only finitely many
Grassmann variables. Hence, the complex coefficient of each term in the polynomial
p(p, T,u), which is of order M~/ for some ¢ € N (see (1.25)), actually controls
the magnitude of the integral of this term against the Gaussian measure exp{—p'Ht}.
Consequently, in case of W ~ 1, it suffices to keep the leading order term (according
to M~%/?), one may discard the others trivially, and compute the Gaussian integral
over p and 7 explicitly. However, when W ~ N? (say), in light of the Wick’s formula
(3.2) and the fact that the coefficients are of order M /2, the order of the integral
of each term of p(p, T, u) against the Gaussian measure reads M =42 4et WY for
some index sets | and J and some ¢ € N. Due to the fact W ~ N¢, det H!Y is
typically exponential in W. Hence, it is much more complicated to determine and
compare the orders of the integrals of all ") terms. In Sect. 9.1, in particular using
Assumption 1.1 (iii) and Lemma 9.4, we perform a unified estimate for the integrals
of all the terms, rather than simply estimate them by M~/

In addition, the analysis for the integral away from the vicinity of the saddle point in
our work is also quite different from [20]. Actually, the integral over the complement of
the vicinity can be trivially ignored in [20], since each factor in the integrand of (1.23) is
of order 1, thus gaining any o(1) factor for the integrand outside the vicinity is enough
for the estimate. However, in our case, either exp{Mf.(S.)} or [ dSg exp{fy(Sg, Sc)}
is essentially exponential in W. This fact forces us to provide an apriori bound for
[ dS, exp{fy(Se, Se)} in the full domain of S, rather than in the vicinity of the saddle
point only. This step will be done in Sect. 6. In addition, in Sect. 7, an analysis of the
tail behavior of the measure exp{ Mf.(S.)} will also be performed, in order to control
the integral away from the vicinity of the saddle point.

e (General variance profile S)In [20], the authors considered the specialcase S = aA
with a < 1/4d. We generalize the discussion to more general weighted Lapla-

cians S satisfying Assumption 1.1, which, as a special case, includes the standard
Laplacian A for any fixed dimension d.

1.4 Notation and organization

Throughout the paper, we will need some notation. At first, we conventionally use
U (r) to denote the unitary group of degree r, as well, U (1, 1) denotes the group of

2 x 2 matrices Q obeying
«f(10 (10
@(6%)e=(%)
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Furthermore, we denote

Ur)=U@r)/U0)", U1, 1)=U01,1)/U)>. (1.26)

Recalling the real part E of z, we will frequently need the following two parameters

iE + /4 — E? iE — /4 — E?
ap=—"p > -=—>—. (1.27)
Correspondingly, we define the following four matrices
Dy = diag(ay,a-), Dx =diag(a_,ay), Dy =diag(as,ay),
D_ = diag(a_,a_). (1.28)

We remark here D4 does not mean “D or D_". In addition, we introduce the matrix

~ 0 1
Jz(l 0). (1.29)

For simplicity, we introduce the following notation for some domains used throughout
the paper.

I[:=10,1], L:=[0,2r), X : unitcircle, Ry :=[0, 00),
R_:=—-Ry, I':=a4R;. (1.30)

For some ¢ x ¢ Hermitian matrix A, we use A{(A) < --- < A¢(A) to represent
its ordered eigenvalues. For some possibly N-dependent parameter set Uy, and two
families of complex functions {ay(u) : N € N,u € Uy} and {by(u) : N € N,u €
Uy}, if there exists a positive constant C > 1 such that c! by ()| < lay@m)| <
C|by (u)| holds uniformly in N and u, we write ay () ~ by (u). Conventionally, we
use {e; : i = 1,..., £} to denote the standard basis of R, in which the dimension ¢
has been suppressed for simplicity. For some real quantities @ and b, we use a A b and
a Vv b to represent min{a, b} and max{a, b}, respectively.

Throughout the paper, c, ¢, ¢, ¢z, C, C’, Cy, C; represent some generic positive
constants that are possibly n-dependent and may differ from line to line. In contrast,
we use Co to denote some generic positive constant independent of 7.

The paper will be organized in the following way. In Sect. 2, we prove Theorem 1.9
and Theorem 1.12, with Theorem 1.15. The proof of Theorem 1.15 will be done in
Sects. 3—11. More specifically, in Sect. 3, we use the supersymmetric formalism to
represent E|G;; |*" in terms of a superintegral, in which the integrand can be factorized
into several functions; Sect. 4 is devoted to a preliminary analysis on these functions;
Sects. 5-10 are responsible for different steps of the saddle point analysis, whose
organization will be further clarified at the end of Sect. 5; Sect. 11 is devoted to the
final proof of Theorem 1.15, by summing up the discussions in Sects. 3—10. In Sect.
12, we make a comment on how to remove the prefactor N €0 in (1.21). At the end of
the paper, we also collect some frequently used symbols in a table, for the convenience
of the reader.
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2 Proofs of Theorem 1.9 and Theorem 1.12

Assuming Theorem 1.15, we prove Theorems 1.9 and 1.12 in this section. At first,
(1.21) can be generalized to the generally distributed matrix with the four moment
matching condition via the Green’s function comparison strategy.

Lemma 2.1 Assume that H is a random block band matrix, satisfying Assump-
tions 1.1, 1.5 and 1.14. Let k be an arbitrarily small positive constant and & be any
sufficiently small positive constant. There is No = No(n), such that for all N > Ny
and all z € D(N, k, &), we have

1
2n Co —
E|Gap(@)*" < N (8“b+—(Nn)")’ Vab=1,...,N @1

for some positive constant Cqy uniform in n and z.

By the definition of stochastic domination in Definition 1.6, we can get the following
corollary immediately.

Corollary 2.2 Under the assumptions of Lemma 2.1, we have
1
Gap(2)| < 8ap +(Nn)"2, Ya,b=1,...,N, VzeD(\N,k &) (22
In the sequel, at first, we prove Lemma 2.1 from Theorem 1.15 via the Green’s function

comparison strategy. Then we prove Theorem 1.9, using Lemma 2.1. Finally, we will
show that Theorem 1.12 follows from Theorem 1.9 simply.

2.1 Green’s function comparison: Proof of Lemma 2.1
To show (2.1), we use Lindeberg’s replacement strategy to compare the Green’s func-
tions of the Gaussian case and the general case. That means, we will replace the entries
of H# by those of H one by one, and compare the Green’s functions step by step.
Choose and fix a bijective ordering map

o {@, ) 1=i1=7=N}—=>{l....,c(N)}, c(N):=NNN+1)/2. 2.3)
Then we use Hj to represent the N x N random Hermitian matrix whose (z, j)th

entry is h,; if w (1, j) < k, and is h;gj otherwise. Especially, we have Hy = H¥$ and
Hcny = H. Correspondingly, we define the Green’s functions by

Gi(2):=Hy—2)7" k=1,....¢(N).
Fix k and denote

@ (k) = (a, b). (2.4)
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Then, we write

_dab
2

a

Sab
Hy = H) + W, W,y = (1 - 7)(habeaez + hpaepe)),

Hio1 = H +Vap, Vap = (1 )(hibeaez + hf epel),

where H,? is obtained via replacing %, and hp, by 0 in Hy (or replacing hih and hf ”
by 0 in Hi_1). In addition, we denote

Glz) = (H) -2~
Set e3 = &3(y, €1) to be a sufficiently small positive constant, satisfying (say)

1 &1

P B 25
B=700 512y + e (2.5)

where y is from Assumption 1.1 (iii) and &1 is from (1.8). For simplicity, we introduce
the following parameters for £ = 1,...,¢(N)andz, j=1,..., N,

@0 = NCO,
~ ~ NE Y ‘ H N®Nn :
O, =6 1+C ( _) L+ Céy, 1 a.p) (—_) ,
M w(a,b)<t M

(2.6)

where C is a positive constant. Here we used the notation 8,y = 1 if two index sets | and
J are the same and 8) = 0 otherwise. It is easy to see that for n < M~ N2, we have
O, <2600, Ye=1,....,¢(N), 1,y=1,...,N, Q2.7

by using (1.9). Now, we compare G,—1(z) and Gi(z). We will prove the following
lemma.

Lemma 2.3 Suppose that the assumptions in Lemma 2.1 hold. Additionally, we
assume that for some sufficiently small positive constant 3 satisfying (2.5),

1(Ge)iy ()] < N3, [(GD); (D < N, Ve=1,...,¢(N), Yu,
J=1,....,N, Vze D\, «, &). (2.8)

Let n € N be any given integer. Then, if

N 1
2 o
E(Ge1)iy @17 = Ok (3” i (Nn)”)’

Vi,7=1,...,N, YzeD(N,«, &) (2.9)
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we also have

~ 1
E|(Gk)lj(z)|2n < O,y (511 + W) , Yi,7=1,...,N, VYzeD(N,«, &)
(2.10)

foranyk =1,...,¢(N).

Proof of Lemma 2.3 Fix k and omit the argument z from now on, but all formulas are
understood to hold for all z € D(N, k, &2). At first, under the conditions (2.8) and
(2.9), we show that

1
2
E|(Gk)”| "< 3()0 (8,] + Nn )n), Yi,7=1,...,N. (2.11)
To see this, we use the expansion with (2.4)

(Gg)t] = (Gk—l)z] + (Gk—lvabcg)tj,

which implies that for a sufficiently small ¢’ > 0 and a sufficiently large constant
D >0

VM
N283+£
—Z( )( i )E|(Gk1>,,|2”—f+n—2"zv—l’ (2.12)

0 ) N283 +& n ) D
E[(G) i, 1T < EL [(Gr—1)iy] + +n 'N™

where the first step follows from (1.13), (2.8), Definition 1.6 and the trivial bound n!
for the Green’s functions. Now, using (2.9), (2.7) and Holder inequality, we have

~ 1
El(Gr—1),,*" ™" <20y (61, + —z) 0<¢<2n. (2.13)
(Nm)"
In addition, for sufficiently small &', it is easy to check that there exists a constant

¢ > 0 such that

N283+£’ 1
<N°¢ (2.14)
VM (Nn)?

for z € D(N, k, &2), in light of the fact M > N%, c.f-, (1.9). Substituting (2.13) and
(2.14) into (2.12) and choosing D to be sufficiently large, we can easily get the bound
(2.11).
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Now, recall (2.4) again and expand G_1(z) and G¢(z) around Gg(z), namely

m
Gro1 =G+ D (=D (GNVa) G} + (=1)" T (GVwp)" ' G,
=1

Gr =G+ D (=DUGWw) G + (=1)"TH(GWap)" ' Gr. (2.15)
=1

We always choose m to be sufficiently large, depending on &3 but independent of N.
Then, we can write

m

G-y = Gy + D Reuy +Ruvry,
(=1
m

(Gk)lj = (Gg)z] + Z SK,I] + §m+1,t] , (2.16)
=1

where

Re., = (—1)! ((vaab)fcg)u, Se., = (—1)! ((Ggwab)fcg)”, e=1,....m,

Ry = (D" (GVa) "1 Gic) Sy o= 1" ((GPWa) " G)
(2.17)

At first, by taking m sufficiently large, from (2.8) and (1.13), we have the trivial bound

= = _m+l
IRt 1, 1Smat, | < M~ 2 NOF2es (2.18)

1
M3\/Nn’
ForR¢,, and Sy, ,, we split the discussion into off-diagonal case and diagonal case. In
the case of 1 # j, we keep the first and the last factors of the terms in the expansions of
((G,?Vab)eG(k)),] and ((G(k)Wab)lG,?)”, namely, (Gg)”/ and (G(k)),/J for some:’, j/ =
a or b, and bound the factors in between by using (1.13) and (2.8), resulting the bound

_t _
IRe.. 15 186, < M~ 2NEDes 2 (G, (Gl €=1,...,m. (2.19)
i',)'=a,b

For 1 = j, we only keep the first factor of the terms in the expansions of

((GNVap) Gy and ((GIW,p)* GY),,, and bound the others by using (1.13) and (2.8),
resulting the bound

¢
Rl 1Seal < MTIN(1GDual +1GDpl). £=1,0com. (2:20)

Observe that, in case 1 # j, if {1, j} # {a, b}, at least one of (G,?),J/ and (Gg),r] is an
off-diagonal entry of G for1’, ;' = a or b.
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Now we compare the 2nth moment of [(Gx—1),,| and [(Gy),,|. At first, we write
E[(Ga)iy " = E(Ga)i))"(Ga)i )", d =k —1.k. (2.21)
By substituting the expansion (2.16) into (2.21), we can write
El(Ga)y, I*" = A, ) +Rat, ), d=k—1,k, (2.22)

where A(z, 7) is the sum of the terms which depend only on H,? and the first four
moments of i,p, and Ry (z, 7) is the sum of all the other terms. We claim that R, (z, 7)
satisfies the bound

~ (N5 811, }a,b) 1
IRg(z, NI < COHy (—) 8, + —I I Cod=k—1,k,
M) Y (N3 N

(2.23)

for some positive constant C independent of n. Now, we verify (2.23). Accord-
ing to (2.11) and the fact that the sequence Ry, ;,..., Ry, Ruy1,;, as well as
Sty Smays §m+1,,], decreases by a factor N& /M in magnitude, it is not dif-
ficult to check the leading order terms of Rx_1(z, 7) are of the form

P 2"-P—22=1((h+q’) > — g
E(GD,)" (6Dn,) “TIR: RE. (2.24)
(=1

with some p, g¢, g; € N such that

5 5

Dtgi+an=5 0=<p=<2n—> (q+q). (2.25)
=1 =1

and the leading order terms of Ry (z, ) possess the same form (with R replaced by S).
Every other term has at least 6 factors of A, or hag , Or their conjugates, thus their sizes
are typically controlled by M~3(Nn)™", i.e. they are subleading. Hence, it suffices to
bound (2.24).

Now, the five factors of gy, or hp, within the Ry, ;’s in (2.24) are independent of
the rest and estimated by M ~>/2. For the remaining factors from G?, we use (2.11)
to bound 2n of them and use (2.8) to bound the rest. In the case that 1 # ; and
{z, 7} # {a, b}, by the discussion above, we must have an off-diagonal entry of G,(()
in the product (Gg),//(Gg),// for any choice of ¢/, ;' = a or b. Then, in the bound
for Ry, in (2.19), for each (Gg)u/ (Gg)l/j, we keep the off-diagonal entry and bound
the other by N* from assumption (2.8). Hence, by using (2.19) and (2.25), we see
that for some ¢, j, € {1, j,a,b} witht, # jr,r=1,...,D (qe + qé), the following
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bound holds
N , s /Z?Zl(qﬁ-q[’)
(2.24)5( m) E | (G, )P~ Zi=acta) T (G, |
r=1
N\ 6
< ( ) o (2.26)
JM) (Np)"

where the last step follows from (2.11) and Holder’s inequality. In case of 1 # ; but
{z, 7} = {a, b}, we keep an entry in the product (Gg)”/(Gg),/] and bound the other
by N®. We remark here in this case the entry being kept can be either diagonal or
off-diagonal. Consequently, for some ¢,, j, € {1, j,a,b},r =1,...,> (q¢ + qé), we
have the bound

NEI\S R /zi=]<qe+qg> .
m) E | (G, [ 2i=1tartar) H (G|

r=1

(2.24) < (

<3(N£3>5& (2.27)
— WM i '

by using (2.11) and Holder’s inequality again. Hence, we have shown (2.23) in the
case of 1 # j. For: = j, it is analogous to show

NE\O ~
(2.24) <3 ( W) Ao (2.28)

by using (2.11), (2.20) and Holder’s inequality. Hence, we verified (2.23). Conse-
quently, by Assumption 1.5, (2.22) and (2.23) we have

(N 81, 1 )a,b) 1
<CHy ( ) 8y + L2 4+ :
VM Y (N3 (N

vlhich together with the assumption (2.9) for E|(Gy—1),, |2 and the definition of
Oy, ,;’s in (2.6), we can get (2.10). Hence, we completed the proof of Lemma 2.3. O

E[(Gk-1)i,1*" —E|(Gy),, >

To show (2.1), we also need the following lemma.
Lemma 2.4 Suppose that the assumptions in Lemma 2.1 hold. Fix the indices a, b €

{1,...N}. Let H° be a matrix obtained from H with its (a, b)th entry replaced by 0.
Then, if for some ng > 1/N there exists

G <1, [(GHu@I <1 for n=mo, Yi=1,..,N, (229
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then we also have

n0 70 1
|G,,(z)|<;, |(G°)l,<z>|<? for - <n<=mo, ¥i,y=1...N.

Proof of Lemma 2.4 The proof is almost the same as the discussion on pages 2311—
2312 in [10]. For the convenience of the reader, we sketch it below. At first, according
to the discussion below (4.28) in [10], forany ¢, y = 1, ..., N, we have

|Gy (E +in)| < Cmax > ImGee(E +i2°).
k>0

Now, we set k1 := max{k : 2"17 < no}and kp := max{k : 2]‘77 < 1}. According to our
assumption, both k; and k are of the order log N. Now, we have

k1 k2
D IMGu(E +i2kn) = ImGeo(E +i2"n) + > ImGe(E +i2*n)
k>0 k=0 k=ki

o0
+ D, ImGu(E +i2n)

k=ky+1
no - 1 10
< =" —IMGu(E +ino) + (ky — k) + 1 < —
" k=0 2 n

where in the second step, we used the fact that the function y +— yImG(E + iy)
is monotonically increasing, the condition (2.29) and the fact < no. Hence, we
conclude the proof of Lemma 2.4. O

Now, with Theorem 1.15, Lemmas 2.3 and 2.4, we can prove Lemma 2.1.

Proof for Lemma 2.1 The proof relies on the following bootstrap argument, namely,
we show that once

[(Goyl <1, Ve=1,...,6(N), Vi,;y=1,...,N (2.30)

holds for n > no with g € [N~1+e2%8  pM—1N¢2] it also holds for > noN ~%3 for
any &3 satisfying (2.5). Assuming (2.30) holds for n > 19, we see that

max |Gy, | = max (Gl + (GOWar G|
1 0
< max [(Go), | (1 + 77 max |<Gg)l,|)

1 0
<1+ \/_M rrl{a}x (Gl
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Consequently, for n > ng, we also have
|(G2),]| <1, Ve=1,...,¢(N), Vi, j=1,...,N. (2.31)

Therefore, (2.29) holds. Then, by Lemma 2.4, we see that (2.8) holds for n > noN ~%3.
Furthermore, by Lemma 2.3 and Theorem 1.15 for Gy, i.e. the Gaussian case, one can
get that for any given n,

_ 1 5 !
El(G 2n<@ b — ) <269 | § VYRV K
[( (Z)tj| =%y ( yt (Nn)n) - 0( vt (NU)”)

for M~IN?2 > n>noN~%,
Ve=1,...,c(N), Yi,7=1,...,N. (2.32)

Note that since (2.32) holds for any given n, we get (2.30) for M~IN® > > noN—%.

Now we start from 19 = M~! N2, By Proposition 1.7 we see that (2.30) holds for
all n > ng. Then we can use the bootstrap argument above finitely many times to show
(2.30) holds for all n > N~!*¢2_ Consequently, we have (2.8) for all n > N~!*¢2,
Then, Lemma 2.1 follows from Lemma 2.3 and Theorem 1.15 immediately. O

2.2 Proof of Theorem 1.9

Without loss of generality we can assume that M < N (log N )_10, otherwise, Propo-
sition 1.7 implies (1.17) immediately. We only need to consider the diagonal entries
G; below, since the bound for the off-diagonal entires of G(z) is implied by (2.1)
directly. For simplicity, we introduce the notation

Aa = A7) = max 1Gii(2) — mysc(2)].
To bound Ay, a key technical input is the estimate for the quantity

G=6@) =G +2+ > 05GCua (2.33)

which is given in the following lemma.

Lemma 2.5 Suppose that H satisfies Assumptions 1.1, 1.5 and 1.14. We have

max 6] < (V)7 (2.34)

forall z € D(N, k, &3).

The proof of Lemma 2.5 will be postponed. Using Lemma 2.5, we see that, with
high probability, (2.33) is a small perturbation of the self-consistent equation of m,,
i.e. (1.14), considering >, 031. = 1. To control Ay, we use a continuity argument
from [12].
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We remind here that in the sequel, the parameter set of the stochastic dominance is
always D(N, k, &>), without further mention. We need to show that

Ag < (N2, (2.35)
and first we claim that it suffices to show that

1 (Ad < N—%) Ag < (Nm)~3. (2.36)

Indeed, if (2.36) were proven we see that with high probability either Ay > N~

or Ay < (Nn)~ > < N~ 7 for z € D(N, k, &2). That means, there is a gap in the
possible range of A;. Now, choosing ¢ in (1.15) to be sufficiently small, we are able
to get for n = M~ N®2,

Ag<N"F, YEe[-24k,2—k], Vi=1,...,N. (2.37)

By the fact that A, is continuous in z, we see that with high probability, A, can
only stay in one side of the range, namely, (2.35) holds. The rigorous details of this
argument involve considering a fine discrete grid of the z-parameter and using that
G (z) is Lipschitz continuous (albeit with a large Lipschitz constant 1/n). The details
are found in Section 5.3 of [12].

Hence, what remains is to verify (2.36). The proof of (2.36) is almost the same
as that for Lemma 3.5 in [14]. For the convenience of the reader, we sketch it below
without reproducing the details. We set

Gii(z), U=uUj(z) =Gj;—m, i=1,...,N.

NI
I
==
M=

We also denote U := (Uy, ..., Uy). By the assumption Ay < N~ 4, we have
u=0 (N’STZ) . (2.38)

Now we rewrite (2.33) as

1 1 ~
0=Gij + =Gijj+———+ . (2.39)
! z+ Za Ua, Gaa - gi ! zZ+ m(Z) !

By using (2.34), Lemma 5.1 in [14], and the assumption Ay < N_ETZ, we can show
that

G=- (szm“(’z)”)z + 0(llulk,) + 0 max j&). (2.40)
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One can refer to the derivation of (5.14) in [14] for more details. Averaging over i for
(2.39) and (2.40) leads to

m(z) + ———— = —¢, (2.41)

where

N
~ 1 ~ )
4 -—NZI:Q = O(IIUIIOO)+O(mI_21X|§i|) (2.42)
=
Plugging (2.38) and (2.34) into (2.42) yields
1< N7 (2.43)

Using (2.43), the fact |m(z) — mysc(2)] < Ag < N’% and Lemma 5.2 in [14], to
(2.41), we have

() = me(@)] < 181 = 0(1lul%,) + 0 max &), (2.44)

where in the first step we have used the fact that z € D(N, «, ) thus away from the
edges of the semicircle law. Now, we combine (2.39), (2.40) and (2.41), resulting

% +Z+0(lluk) + 0 max &)

Za Gat Ug
(z+ msc(z))z

i =

—w, =4 ai i=1,...,N. (2.45)

We just take the above identity as the definition of w;. Analogously, we set W :=
(Wp, ..., wWy)'. Then (2.42) and (2.45) imply

Wllso = O(Ilull%, ) + 0 (max [&i1) + O(llulloc - Gz + () = (@ +msc(@) )
< 0(Ilulik) + 0 max 1&i1) + O(llulles - () = mee(2)])

= o(llulk) + 0(max|zi). (2:46)

where the second step follows from the fact |z +mg.(z)| > 1in D(N, «, &2) (see (5.1)
in [14] for instance), (2.43) and (2.44), and in the last step we used (2.44) again.

Now, using the fact mfc(z) = (mye(2) + 2) 72 (see (1.14)), we rewrite (2.45) in
terms of the matrix 7 introduced in (1.6) as U = (1 — m?c (z)T)_lw. Consequently,
we have

lloe = [[(1=m2@T) || Wl == T@IWlw. 247
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Then for z € D(N, «, &2), using (1.7) and Proposition A.2 (ii) in [12] (with 6 =1
and 6 > c), we can get

I'(z) = O(log N). (2.48)

Plugging (2.48) and (2.46) into (2.47) yields

_1
lullos < O (||u||%,o+ O(ml_ax|;,-|)) < Ul + (V)7

where the second step follows from (2.34). Then (2.38) further implies that ||U]|so <
(N n)_%, which together with (2.44) and (2.34) also implies

(@) = mse()] < (Nn)72.
Hence
Ad < lloo + 1(2) = miye(@)] < (N) 2.
Therefore, we completed the proof of Theorem 1.9.

Proof of Lemma 2.5 At_ first, recalling the notation defined in (1.3), we denote the
Green’s function of H® as

G(z):=HD -7,

with a little abuse of notation. For simplicity, we omit the variable z from the notation
below. At first, we recall the elementary identity by Schur’s complement, namely,

-1

Gii = (hii —-z— (h§i>)*G(i)h§i>) (2.49)

where we used the notation hl@ to denote the ith column of H, with the ith component
deleted. Now, we use the identity for a, b # i (see Lemma 4.5 in [12] for instance),

Gy = Gub = GuiGin(GiD ™" = Gap = GuiGin (it — 2 = ()y*GOn[!).
(2.50)

By using (1.11) and the large deviation estimate for the quadratic form (see Theorem
C.1 of [12] for instance), we have

. N ) 1 . .

(i) (i) 2 (@) (@)

(h'")*Gh — é.aang’,} <\/—m{ftlea’a|2+r;1£Z<|Ga’b|2, (2.51)
a+x+li
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which implies that

(i) IR @)2 @2 (@)
()G < max |G| /MT;‘?'GM' I 1G a7 = 3 max 1y

(2.52)

where we have used the fact that 3", O’azi = 1 in the first inequality above. Plugging

(1.22) and (2.52) into (2.50) and using Corollary 2.2 we obtain
max |G(i)| <1+ L(1 + 3 max |G(i)|),
abi b Ny abi b
which implies
max [G)] <1, |y GOnf!| < 1.
a,b#i

In addition, (1.22), (2.50) and (2.53) lead to the fact that

. 1 . 1 )
Gar@ = G @| =< oo |G| < 8w+ W2 Vab i

Now, using (2.33), (2.49), (2.51) and (2.54), we can see that

1] = < (N2

~hii + {0 GO =07 G
a
Therefore, we completed the proof of Lemma 2.5.

2.3 Proof of Theorem 1.12

(2.53)

(2.54)

(2.55)

With Theorem 1.9, we can prove Theorem 1.12 routinely. At first, according to the

uniform bound (1.18), we have

max  sup  |Gup(z) — Sapmse(2)| < 1,
@b zeD(N k,e9)

which implies that

max sup |Gaa(2)| < 1
4 zeD(N,k,e3)
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due to the fact that mg.(z) ~ 1. Recalling the normalized eigenvector w; = (1, ...,
u;n) corresponding to A;, and using the spectral decomposition, we have

Y quial®n X il
max ImG,,(z) = max La = L . 2.57
1M Gaa (@) =y §|A,~—E|2+n2 §|x,~—E|2+n2 237

For any |A;]| < V2 —k,weset E = A; on the r.h.s. of (2.57) and use (2.56) to bound
the Lh.s. of it. Then we obtain ||u; || /n < 1. Choosing n = N~!+¢2 above and using
the fact that e, can be arbitrarily small, we can get (1.19). Hence, we completed the
proof of Theorem 1.12.

3 Supersymmetric formalism and integral representation for the
Green’s function

In this section, we will represent E|G;; (z) | for the Gaussian case by a superintegral.
The final representation is stated in (3.31). We make the convention here, for any real
argument in an integral below, its region of the integral is always R, unless specified
otherwise.

3.1 Gaussian integrals and superbosonization formulas

Let ¢ = (¢1,...,¢r) be a vector of complex components, ¥y = (Y¥i,..., ¥x)
be a vector of Grassmann components. In addition, let ¢* and ¥* be the conjugate
transposes of ¢ and ¥, respectively. We recall the following well-known formulas for
Gaussian integrals.

Proposition 3.1 (Gaussian integrals or Wick’s formulas)

(i) Let A be a k x k complex matrix with positive-definite Hermitian part, i.e. ReA >
0. Then forany £ € N, and iy, ..., iz, j1,..., je €{1,...,k}, we have

dReg¢,dIimg, .
/H% pl— ¢A¢}H¢lb¢]b=th > H(A Vo

a=1 oeP(t) b=1
3.1)

where P(£) is the permutation group of degree L.

(i1) Let B be any k x k matrix. Then for any £ € {0, ..., k}, any € distinct integers
i1,...,I¢ and another ¢ distinct integers ji, ..., je € {1, ..., k}, we have

/Hd%d% exp{— vﬁ*Bv/f}Hw,wa, = (= 1)+ Xemilatie) deg B,
a=1

(3.2)

where | = {iy,...,i¢},andd = {j1, ..., je}.
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Now, we introduce the superbosonization formula for superintegrals. Let x = (x;;)
be an £ x r matrix with Grassmann entries, f = (f;;) be an £ x r matrix with complex
entries. In addition, we denote their conjugate transposes by x* and f* respectively.
Let F be a function of the entries of the matrix

.. o [ XTx x*f
SE 5 x, x5 = (f*X f*f)‘

Let A(x, x*) be the Grassmann algebra generated by x;;’s and ¥;;’s. Then we can
regard F as a function defined on a complex vector space, taking values in A(x, x ™).
Hence, we can and do view F(S(f, f*; x, x™)) as a polynomial in x;;’s and x;;’s, in
which the coefficients are functions of f;;’s and f;;’s. Under this viewpoint, we state
the assumption on F as follows.

Assumption 3.2 Suppose that F(S(f, £*; x, x*)) is a holomorphic function of f;;’s
and f;;’s if they are regarded as independent variables, and F is a Schwarz func-

tion of Ref;;’s and Imf;’s, by those we mean that all of the coefficients of
F(S(E, £*; x, x¥)), as functions of f;;’s and f;;’s, possess the above properties.

Proposition 3.3 (Superbosonization formula for the nonsingular case, [18]) Suppose
that F satisfies Assumption 3.2. For £ > r, we have

* *
/F(’tf*)’(‘ ’f‘*ff)dfdx - (in)*’“*‘)/dﬁ(x)da(y)dwdg

X @ detey
XF(§ Y)dete(x—wy—lsf -3

where X = (x;;) is a unitary matrix; y = (y;;) is a positive-definite Hermitian matrix;
® and & are two Grassmann matrices, and all of them are r X r. Here

dRe f;;dImf;; )
df = H % dx = dei,dx,;,,
1,] L]

r r
dd(y) = 1(y > 0) [ [ dyii [ | dReyjxdimyji, dedé = [] de;jds;,
i=1 j>k i,j=1

and dji(-) is defined by

A 7.[r(r—l)/2 r dx:
da(x) = W H 2—]_[11 (AL, x)) - du(V),
= i=1

under the parametrization induced by the eigendecomposition, namely,

X = V*RV, %=diag(xi,...,x), VeU(r).
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Here dju(V) is the Haar measure on lof(r), and A(-) is the Vandermonde determinant.
In addition, the integral w.r.t. X ranges over U (r), that w.r.t. y ranges over the cone of
positive-definite matrices.

For the singular case, i.e. r > ¢, we only state the formula for the case of r = 2
and ¢ = 1, which is enough for our purpose. We can refer to formula (11) in [3] for
the result under more general setting.

Proposition 3.4 (Superbosonization formula for the singular case, [3]) Suppose that
F satisfies Assumption 3.2. If r = 2 and £ = 1, we have

x*x x*t —1 .
/F(f* f*f)dfd o /dwdu(x)-l(yZO)dy

X oW ))’()’ —éxlw)?

wé yww* det®x ’ 34

~dwd§F(

where y is a positive variable; X is a 2-dimensional unitary matrix; ® = (w1, @)’
and & = (&1, &) are two vectors with Grassmann components. In addition, W is a unit
vector, which can be parameterized by

w:(v,\/l—vzeig)/, vel, 6el.

Moreover, the differentials are defined as

dw =vdvdd,  dwdé = [] dods.
i=1,2

In addition, the integral w.r.t. X ranges over U (2).

3.2 Initial representation

Fora=1,2and j =1,..., W, we set

q§aj=(¢’aj1,---v¢a,j,M)/, Wuj=(1/fa,j,1,~-vl/fa,j,M)/
Dy = (O, 1. ®y) s Wa= (W, ).

For each j and each a, @, ; is a vector with complex components, and ¥, ; is a
vector with Grassmann components. In addition, we use @ . and lI/* to represent
the conjugate transposes of @, ; and ¥, ; respectively. Analogously, we adopt the
notation @ and ¥ to represent the conjugate transposes of @, and ¥, respec-
tively. We have the following integral representation for the moments of the Green’s
function.
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Lemma 3.5 Forany p,g=1,..., Wanda,B =1,..., M, we have

1 - _
|qu,aﬁ(z)|2n = W/d¢d'p (¢1,q,ﬁ¢l,p,a¢2,p,a¢2,q,ﬂ)n
X exp {ilPI*(z — H)W, +i0}(z — H)®

WG - H)Wh — i3 — H)<1>2}, (3.5)

where

w M R ol .y w M B
d¢ _ H H H d e¢a,]»and m¢a,]’05 , dlp — H H H dwa,j,oc’dwa,j,ot"
a=1.2 j=1a’'=1 a=1,2 j=1a’=1

Proof By using Proposition 3.1 (i) with £ = n and Proposition 3.1 (ii) with £ = 0, we
can get (3.5). O

3.3 Averaging over the Gaussian random matrix

Recall the variance profile Sin (1.2). Now, we take expectation of the Green’s function,
i.e average over the random matrix. By elementary Gaussian integral, we get

2n 1 n n n
E|qu,aﬂ(z)| = W dody (¢1,q,ﬂ¢l,p,a¢2,p,a¢2,q,ﬂ)

w
x exp i (TrX;JZ+TrY;JZ)
j=1

I e o s Y
xexp {5 D SuTrX I K] — 5 > ST ri I
J-k jik

j .
X exp —MZSJkTerJEkJ , (3.6)
j.k

vgherg J :=diag(l, —1) and Z := diag(z, 7),and foreach j = 1, ..., W, the matrices
X;j,Y;, 82 and E; are 2 x 2 blocks of a supermatrix, namely,

WAL,

$ = (f(j Qj) :: lI/Z:jle ‘1’%/‘1’2,1
EjlY; Q7 Y Py W
RN LN

Vi Py PP
¥y P ¥ P2
f ;@1 DY Do
D5 ;P P3P

Remark 3.6 The derivation of (3.6) from (3.5) is quite standard. We refer to the proof
of (2.14) in [20] for more details and will not reproduce it here.
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3.4 Decomposition of the supermatrices

From now on, we split the discussion into the following three cases

— (Case 1): Entries in the off-diagonal blocks, i.e. p # ¢,
— (Case 2): Off-diagonal entries in the diagonal blocks, i.e. p = ¢, o # B,
— (Case 3): Diagonal entries, i.e. p =¢q, o =pf.

For each case, we will perform a decomposition for the supermatrix S i (j=porgq).
For a vector v and some index set |, we use v{"" to denote the subvector obtained by
deleting the ith component of v for all i € I. Then, we adopt the notation

Here, for A = )?j, ?j, fz, or éj, the notation A" is defined via replacing @4, ;, Yo, ;.
(D;‘J and lI/a*’j by @é%, W;f}, (cD;"j)(” and (W;j)“), respectively, for a = 1, 2, in the
definition of A. In addition, the notation Al'l is defined via replacing @, ;, ¥, ;. @
and W by ba,jis Va,j.is ba,ji and Ya, ;i respectively, for a = 1, 2, in the definition
of A. Moreover, for A = Sj, )}j, {/j’ éj or éj, we will simply abbreviate Ala:bh) and
Allal) by Ale:b) and A@) | respectively. Note that S’][.i] is of rank-one.

Recalling the spatial-orbital parametrization for the rows or columns of H, it is
easy to see from the block structure that for any o, o’ € {1, ..., M}, exchanging the
(j, @)th row with the (j, @’)th row and simultaneously exchanging the corresponding
columns will not change the distribution of H.

For Case 1, due to the symmetry mentioned above, we can assume o = 8 = 1.
Then we extract two rank-one supermatrices from S » and Sq such that the quanti-
ties @2 p.191,p,1 and @1,4,1¢2,4.1 can be expressed in terms of the entries of these
supermatrices. More specifically, we decompose the supermatrices

§, =8 4 8§, = &0 1 8. 3.7
Consequently, we can write
Brg 101, p12.p 102,41 = ()7(1[1])12 (35”)21 . (3.8)

For Case 2, due to symmetry, we can assume that « = 1, 8 = 2. Then we extract
two rank-one supermatrices from S, namely,

8y = S0 4 g 4 g2 (3.9)
Consequently, we can write

D1 p 21 p 192 p 12, p2 = (17},2])12(17151])21- (3.10)
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Finally, for Case 3, due to symmetry, we can assume that « = 1. Then we extract
only one rank-one supermatrix from S, namely,

Sp =38+ 3.11)

Consequently, we can write

s S — (ylll vl — (ylll i1l
PLp1P1p.102.p102.p.1 = (YP )12 (Y” )21 a (YP )11 (Y” )22'

Since the discussion for all three cases are similar, we will only present the details
for Case 1. More specifically, in the remaining part of this section and Sect. 4 to
Sect. 10, we will only treat Case 1. In Sect. 11, we will sum up the discussions in the
previous sections and explain how to adapt them to Case 2 and Case 3, resulting a
final proof of Theorem 1.15.

3.5 Variable reduction by superbosonization formulae

We will work with Case 1. Recall the decomposition (3.7). We use the superbosoniza-

tion formulae to reduce the number of variables. We shall treat Sg(k # p, ¢) and
S}l)(j = p, q) on an equal footing and use the formula (3.3) withr = 2,{ = M
for the former and r = 2,¢ = M — 1 for the latter, while we separate the terms

5‘5”( J = p, q) and use the formula (3.4). For simplicity, we introduce the notation

o Svjs if ]#pv q,
=1 3.12
S [S]m’ it i=p.q. (3.12)

Accordingly, we will use X I3 Q s E j and ?j to denote four blocks of S ;. With this
notation, we can rewrite (3.6) withae = 8 =1 as

2n 1 I n n
E|G pg,11(2)] = 2 dPdY (1,411, p.102,p,102.9.1)

w
X exp iz (Tr}?jJZ + TrYjJZ)
j=1

1 -  ~ ~ ~
xexp | = > a(Tr X 0% = Tr¥ 070 )
J.k

1 - =S s
X exp —MZSjkTerJckJ
J.k
x [1 explirrxffyz +irry"yz}
k=p.q
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w
LA _
x T exp {22 > 5iu(TrX; s {1y = 1r7,0711)

k=p.q Jj=1
Ske <[1] ol AR IEARY
< 1 exp[m(nxk JXW g —rryVyyl J)}
k.t=p,q
Ske . <010y =01
X H exp[—ﬁTr.Qk JE, J]
k,l=p.q
X H exp ——Zsjk(Tr.Q J”[1 J+TVQ[1]Ju]J) , (3.13)
k=p.q

where the first factor (- - )" of integrand is the observable and all other factors con-
stitute a normalized measure, written in a somewhat complicated form according to
the decomposition from Sect. 3.4.

Now, we use the superbosonization formulae (3.3) and (3.4) to the supermatrices

Se(k #Pp.q), 5;1) and g}l] (j = p, q) one by one, to change to the reduced variables
as

7] - &l (W) &0 [g01]
X, = X, 20— o (wk), B = wE
o *
Aoyl (W) k= g,
X;—>X;, Y=Y, 2>, 8 —-5&, j=1,....,W. (314

Here, for j =1,..., W, X is a2 x 2 unitary matrix; Y; is a 2 x 2 positive-definite
matrix; £2; = (wj ) and &; = (§,4p) are 2 x 2 Grassmann matrices For k =p
orgq, X[ lisa2x2 unitary matrix; y,El] is apos1t1ve Varlable wkl = (w k 1, wk 2)’ is

a column vector with Grassmann components; E = (?;k i $k 2) is a row vector with
Grassmann components. In addition, for k = p, ¢q,

. [N/ 2
Wl = (o)l = i () o en ol el Gas)
Then by using superbosonization formulae, we arrive at the representation

E|G pg.11(2)*"

—(_I)W 11 39011 3011 9,011 3£01] .
=(n!)2n2W+4/dX dy"'dw' 'dew' 'd§t 'dXdYd2dE

1017 (Wl (1T (w1 )"
X (yl’ Yq (wq (wq ) )12 (WP (WP ) )21)

w
X exp iz (TerJZ + TrYjJZ)
j=1
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R
xexp {50 > 5 (TrX;JXid = TrY I )
ik

X ex _—— Sirlris;J &y
1 m i det (x; - 2;v;'E))

det (X — QkYk_IEk) . [ . [1]
« H ot H exp{lTer JZ +iTrY; JZ}
k=p.q k=p.q

x [T exp Zsjk(TrX IxMy = 1ry; JY[”J)

k=p.,q J—1
5k (11, 1] (11, 1]
Xk}—l exp[ﬁ(Ter JxWy —rrylyyl J)]
A=p.q

Ske
X H exp[—ﬁTrw,[C”(wkl]) le §£ ]

aTrs2; wilel

X
—
3

|

|-
. ME

aTre wih ug;J

X
—
3

|

|-

k=p.q Jj=1
ylgl]( ]EI E[l](X l]) w“])
<[] o (3.16)
k=p.q det“(X; )
where we used the notation y'!! : (yp , yq h, witl .= (wl[yl],w([il]).The differentials
are defined by
(1 — 1 11— [1] [1]
dx _Hdu( ) dy —Hl(y] O)dyj,
j=pr.q j=pr.q
wl= [T awl = T vMavlMdo!". de!Mag™ = [T [ del'lds!l,
i=p.q i=pq a:12/ =p.q
w W
dx = [Jdaxy. dy =]Jdirp. dedz= [] Hdw,aﬂdg,aﬁ
j=1 j=1 a, =12 j=1

Now we change the variables as X;J — X;,Y;J — B;,2;J — £2;,&;J] —
Z; and perform the scaling X; — —MX;, B; — MB;, 2; — ~v/MS2; and &; —
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~/M E ;. Consequently, we can write

o (=DM (1 gy g gl g1 =
E|G pg.11(@)|*" = (11!)271—2W+4/dx dy'Vdw' 'de''dé"'dXdBd2dE
X exp { - M(KX)+ L(B))}
< P(Q. E. X, B) Q( ! g X1yl i)
x F(X, B, X1 yl! “1) (3.17)

where the functions in the integrand are defined as
K(X):=—= ZsjkTrX X +iE Z TrX; + ZlogdetX],
J.k

L(B) := Zs,kTrB Bk—lEZTrB —ZlogdetB,,

P2, 5, X, B)

- . 1
= exp —ZﬁjkTerdk XHdetM (1 X ,Q B 17')
J

(=]

det Xk+ .QkBk uk)

, 3.18
x kl_];[q det By ( )
2
o@, 2 oM, M, X1,y wit)) .= ] (1_(ylgl])—l'sl[g](XIEI])—llel])
k=p.q
X H exp ——_ Zﬁjk(Terw,E”EE]J+Trco[l](wkl]) JE )
k=p.q j
1
X H exp[—ﬁékgTrw[”(w )*JW,E”‘;‘QHJ]
k,{=p.,q
Fx, B, xM y with = £ (x, x") g(B,y!", wi'h), (3.19)

with

w
FCXMy =exp{Mn D Trx;r ] exp{_TX JXE”J]

j=1 kt=p.g
1 i
x [ —F—xexpiTrx 7z = su1rx;x10 1.
U aee () .
k=p.q k J
(3.20)
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w ~
1 Wil . (1] ;yl1]
¢B,y", willy .= exp } — My ‘ElTrBJJ ke]_[ exp[—mTrYk 7Y, J]
J= A=p.q

(O (1)), (o (o)),

n+3
< 1 (y,E”) exp {iTrY iz = > 5By
k=p.q j

(3.21)

In (3.17), the regions of X ;’s and X/EI]’S are all U (2), and those of B;’s are the set of
the matrices A satisfying AJ > 0. We remind the reader here that if we parametrize
the unitary matrix X ; according to its eigendecomposition, the scaling X; — —M X ;
is equivalent to changing the contour of the eigenvalues of X ; from the unit circle X to
% X, up to the orientation. Afterwards, we deformed the contour back to X in (3.17).
This is possible since the only singularity of the integrand in (3.17) in the variables of
the eigenvalues of X ; is at 0, c.f., the matrix XJ._1 in the factor P(£2, &, X, B).

3.6 Parametrization for X, B

Similarly to the discussion in [20], we start with some preliminary parameterization.
At first, we do the eigendecomposition

Xj=PiX;P;, Bj=0Q;'BjQ;, PeUQ, QjeUU1), (322)
where

X}' = diag(x,1, x;,2), éj =diag(b; 1, —bj2), xj1,xj2€ X, bj1,bj2eRy.
(3.23)

Further, we introduce
Vi=PiPfelUQ), T;=0;0;' el 1), j=1,...,W. (324

Especially, we have V| = T} = I. Now, we parameterize Pi, Q1, V; and T for all
j=2,..., W as follows

u vel? u; vjeiei
P = i s V= io; ,
—ve u —vje J uj

u=+1—1v2, ujz,/l—vjz., v,v; €L, 6,0; €L,

0 = P Tad T — s tjei"f
= e o T tje % s ’

s=V1+12 s;j= /1417, 1,1;€Ry, o,0;€L. (3.25)
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Under the parametrization above, we can express the corresponding differentials as
follows.

w w
dx;qdx;
dXdB = du(P)dv(Q1) - [ [ dn(vVdv(Ty) - [] dbjadbsa - =2t 22

i e 2wi 2mi
w
$2¥ (/2" [0 — x> Bj1 + b2, (3.26)
j=1

where
du(P)) =2vd d9 du(V;) =2v;dv; d; dv(Q1) = 2tdt do
pAED = cvdue o SR = 2viQup s kU = 21’
do
dv(T;) = 2t;dt; - —L
v(T;) J 5

In addition, for simplicity, we do the change of variables

Q;—> PIR;01, 8 — 07'gP. (3.27)

Note that the Berezinian of such a change is 1. After this change, P(£2, &, X, B, y!!!
wm) turns out to be independent of Py and Q.
To adapt to the new parametrization, we change the notation

K(X)—> K(X,V), L(B)— L(B,T), P(2,E,X,B)—> P(2,5,X,B,V,T),
o2, 8,0M &M xM yll wil) - o2, 5,0, &1, P, 0, X111yl will),
F(X, B, xW y1 Wiy . 7(X,B, Vv, T, P, Ql, Xyt wllhy, (3.28)
FXC XUy ppL v, X xMY g8,y willy = (04, T, B,y wilh),

We recall here that K (X) does not depend on Pp, as well, L(B) does not depend on
Q1. Moreover, according to the change (3.27), we have

P(R2,5.X,B,V.T)=exp{— > 5;Tr;E
J.k

1
><1_.[detM( X

L+ M-V V2,1 BT T &)

detVXV+M .QT B 1. &
XH kkk k kk)

(3.29)
k=p.q det Bk

and

Q (.5 0,81, P, 0, XMy, wih)
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= ] e ——Zsjk(TrPl.Q 0w el + Trof i 07! 5 )
k=p.q
< T e |~ surrellofly st
k.t=p.,q
[y =1 g[1] [T —1 [11)
< IT (1= o g ol ef)" (3.30)
k=p.q

Consequently, using (3.26), from (3.17) we can write

M4W w
W/Hdmvj)dvm)

w
/Rz Hdb 1dbja jafzzwl_[dxj,ldxj,z
j=1

+ j=I1

E|G pg.11(2)|*" =

X exp {—M(K(}A(, V)+ L(B, T))}
w

< [[Gja=xj2*®ja+b,2)* AKX, B, V.T).  (3.31)
j=1

where we introduced the notation

AX,B,V,T):= /dX[”dy“]dw“]dw“]d’;‘[”d.QdEdu(Pl)dv(Ql)

P(2,8,X,B,V, 102, 8, oM, &M P, 0, x! y1l wil)
x F(X,B,V,T, P, 01, X",y wtl. (3.32)

In(3.31), theregions of V;’s are all U (2), and those of T;’s are all U (1, T). Observe that
all Grassmann variables are inside the integrand of the integral A(X B, v, T). Hence,
(3.31) separates the saddle point calculation from the observable AX,B,V,T).

To facilitate the discussions in the remaining part, we introduce some addi-
tional terms and notation here. Henceforth we Will employ the notation (X[!h~! =
{(X -1 (X[l]) Y and (y!!h—! = {(y -1 (y U=1y for the collection of inverse
matrices and reciprocals, respectively. For a matrix or a vector A under discussion,
we will use the term A-variables to refer to all the variables parametrizing it. For
example, X j-variables means x; 1 and x; », and X-variables refer to the collection of
all X j-variables. Analogously, we can define the terms 7T -variables, y!!-variables ,
§2-variables and so on. We use another term A-entries to refer to the non-zero entries
of A. Note that X j-variables are just X j-entries. However, for T, they are different,
namely,

. : . . . . . . L. o . —io;
Tj-variables : tj,0;, vs. Tj-entries: s;,1;e°/, 1;e” 7/,
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Analogously, we will also use the term T-entries to refer to the collection of all 7;-
entries. Then V-entries, w!!l-entries, etc. are defined in the same manner. It is easy to
check that Ql_l-entries are the same as Q1-entries, up to a sign, as well, Tj_l-entries
are the same as T-entries, forall j =2,..., W.

Moreover, to simplify the notation, we make the convention here that we will fre-
quently use a dot to represent all the arguments of a function. That means, for instance,
we will write P(S2, =, X, B , B, V, T)as P(.) if there is no confusion. Analogously, we
will also use the abbreviatlon (), (), A(-), and so on.

Leta :={aj, ..., ac} be a set of variables, we will adopt the notation

Q(a; k1, k2, k3)

to denote the class of all multivariate polynomials p(a) in the arguments ay, ..., ag
such that the following three conditions are satisfied: (i) The total number of the
monomials in p(a) is bounded by «1; (ii) the coefficients of all monomials in p(a) are
bounded by k7 in magnitude; (iii) the power of each a; in each monomial is bounded by
i3, foralli =1, ..., £. Forexample, 5b 1 43b;, 1t2+1 € Q({b]_},b] 1,1}:3,5,2).

In addition, we deﬁne the subset of D(a K1, K2, K3) namely,

Queg (a3 k1, k2, k3)

consisting of those polynomials in Q(a; k1, k2, k3) such that the degree is bounded
by «3, i.e. the total degree of each monomial is bounded by «3. For example Sb;% +

3b 1l +1€Qdeg({bjl, 1,tj};3,5,3).

4 Preliminary discussion on the integrand

In this section, we perform a preliminary analysis on the factors of the integrand in
(3.17). Recall the matrix J defined in (1.29).

4.1 Factor exp{—M (K (X, V) + L(B, T))}

Recall the parametrization of 13’, )A(, T; and V; in (3.23) and (3.25), as well as the
matrices defined in (1.28). According to the discussion in [20], there are three types
of saddle points of this function, namely,

— Typel: For each j, (éj, T, )A(j) = (D4+,1,D+) or (D4,I,Dy),
0; €L, v;=0ifX; _frl,andvj =1if X; # X,.
— Type Il : For each j, (B], X )_(Di,l Dy)and V; eU(Z)
— Typelll :  For each j, (B/, 1, X j)=(D+,1I,D_)and V; € U(2)
(Actually, since 6; and v; vary on continuous sets, it would be more appropriate to
use the term saddle manifolds.) We will see that the main contribution to the integral

(3.17) comes from some small vicinities of the Type I saddle points. At first, by the
definition in (3.24), we have V| = I. If we regard 6, ’s in the parametrization of V;’s
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as fixed parameters, it is easy to see that there are totally 2V choices of Type I saddle
points. Furthermore, the contributions from all the Type I saddle points are the same,
since one can always do the transform V; — JV; or ()A(j, Pj) — (jffjj, JPj) for
several j to change one saddle to another. That means, for Type I saddle points, it
suffices to consider

— Type I’ :  For each j, (éj,Tj,)A(j,Vj)z(Di,I,Di,I).

Therefore, the total contribution to the integral (3.17) from all Type I saddle points is
2W times that from the Type I’ saddle point.

Following the discussion in [20], we will show in Sect. 5 that both K ()A( , V) —
K(D4, 1) and L(é, T) — L(D4+, I) have positive real parts, bounded by some
positive quadratic forms from below, which allows us to perform the saddle point
analysis. In addition, it will be seen that in a vicinity of the Type I’ saddle point,
exp{—M(K()A(, V)+ L(é, T))} is approximately Gaussian.

4.2 Factor Q(£2, E, 01, M1, Py, 0, X1, yllI w1l

The function Q(-) contains both the §2, Z-variables from P(-), and the P;, Q1, X (11,
y[”, wlll_variables from F (+). In addition, note that in the integrand in (3.17), Q(-)
is the only factor containing the w!'! and S[”— variables. Hence, we can compute the
integral

Q(2, &, P, 01, X"yl wil)

- /dw[”dg[” a(2, 5,01, €, Py, o, XUy w4

At first, the explicit formula for Q(-) is complicated and irrelevant for us. From (3.30)
and the definition of the Grassmann integral, it is not difficult to see that Q(-) is a poly-
nomial of the (X!~ (y!!)~=1 wlll P, 0y, 2 and &-entries. In principle, for each
monomial in the polynomial Q(-), we can combine the Grassmann variables with P(-),
then perform the integral over §2 and = -variables, whilst we combine the complex vari-
ables with F(-), and perform the integral over X!yl wlll P, and Q;-variables.
A formal discussion on Q(-) will be given in Sect. 6.1. However, the terms from Q(-)
turn out to be irrelevant in our proof. Therefore, in the arguments with Q(-) involved,
a typical strategy that we will adopt is as follows: we usually neglect Q(-) at first, and
perform the discussion on P(-) and F(-) separately, at the end, we make necessary
comments on how to slightly modify the discussions to take Q(-) into account.

4.3 Factor P(2, Z, X, B, V,T)
We will mainly regard P(-) as a function of the §2 and Z'-variables. As mentioned
above, we also have some £2 and = -variables from the irrelevant term Q(-). But we

temporarily ignore them and regard as if the integral over §2 and =-variables reads

P(X,B,V,T):= /deE P(2,8,X,B,V,T). 4.2)
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We shall estimate P(-) in three different regions: (1) the complement of the vicinities of
the saddle points; (2) the vicinity of Type I saddle point; (3) the vicinities of Type Il and
[IT saddle points, which will be done in Sects. 6.2,9.1 and 10.1, respectively. (Definition
5.5 gives the precise definition of the vicinities.) In each case we will decompose the
function P(-) as a product of a Gaussian measure and a multivariate polynomial of
Grassmann variables. Consequently, we can employ (3.2) to perform the integral of
this polynomial against the Gaussian measure, whereby P(-) can be estimated.

4.4 Factor F(X, B, V, T, P1, Q1, X1, yl1I_ w11

Observe that F is the only term containing the energy scale 1. As in the previous
discussion of P(-), here we also ignore the Py, @, X!, y!!1, wlll_variables from the
irrelevant term Q(-) temporarily, and investigate the integral

F(X,B,V,T) = /dX[”dy[”dw[”du(Pl)dv(Ql)
x F(X,B,V,T, Py, 0y, X"yl wil

=/dX“]d;L(P1) f(X,V, Pp)

X / dyldwlldv(Q1) ¢(B, T, 01,y wih).  (4.3)

We shall also estimate F(-) in three different regions: (1) the complement of the
vicinities of the saddle points; (2) the vicinity of Type I saddle point; (3) the vicinities
of Type II and III saddle points, which will be done in Sects. 6.3, 9.2 and 10.2,
respectively.

Especially, when we restrict the X, B, V and T-variables to the vicinity of the Type
I'saddle points, the above integral can be performed approximately, resulting our main
term, a factor of order 1/(Nn)"*2. This step will be done in Sect. 9. It is instructive
to give a heuristic sketch of this calculation. At first, we plug the Type I saddle points
into (4.3). We will show that the integral of f(-) approximately reads

1
e~ (@r—a)Nn / dxMdau(py) f(Dy, 1, Py) ~ N

which is the easy part. Then, recalling the definition of g(-) in (3.21) and the parame-

terization (3.15), we will show that the integral of g(-) approximately reads

el / dyMdw!dv(Q)) g(D<, 1, 01, y!", wi'y
S .M. 2 —igll] iol]
»\,/ 2tdl‘/ do_[l]do_[l] elnap e—lnoq .e—ch[t +cre TP t4cred t
2 P q
0 L
[e%9)

2 1
~/ 2edt - 17 TN~

0 (Nt @4
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where in the second step above we used the fact that

s —io
/ do_ . ean' ece t ~ tn.
L

. PN Y RPN ) I
We notice that the factor ¢"°r ¢ "% in (4.4) actually comes from the term

n
((w[q1 ! (wl,1 ])*) 1 (W[pl](W[pl ])*)21) in (3.21). This factor brings a strong oscillation
to the integrand in the integral (4.4). In Case 2, an analogous factor will appear, result-
ing the same estimate as (4.4). However, in Case 3, such an oscillating factor is absent,

then the estimate for the counterpart of the integral in (4.4) is of order 1/Nn instead
of 1/(Nn)"*!. The detailed analysis will be presented in Sects. 10 and 11.

5 Saddle points and vicinities

In this section, we study the saddle points of K ()A( , V) and L(é, T) and deform the
contours of the B-variables to pass through the saddle points. Then we introduce and
classify some small vicinities of these saddle points. The derivation of the saddle
points of K()A(, V) and L(l§, T) in Sects. 5.1 and 5.2 below is essentially the same
as the counterpart in [20], the only difference is that we are working under a more
general setting on S. Hence, in Sects. 5.1 and 5.2, we just sketch the discussion, list
the results, and make necessary modifications to adapt to our setting. In the sequel,
we employ the notation

ba = (bl,a,u-,bW,a)a Xa = (xl,a»~--axW,a)a a = 1527
t:= (t27‘~'5tW)’ Vi= (v27~”7UW)5
o :=(02,...,0w), 0:=(6,...,0w). 5.1

As mentioned above, later we also need to deform the contours, and discuss the
integral over some vicinities of the saddle points, thus it is convenient to intro-
duce a notation for the integral over specific domains. To this end, for a = 1,2,
we use I2 and I to denote generic domains of b, and x, respectively. Analo-
gously, we use I' and I" to represent generic domains of t and v, respectively. These
domains will be specified later. Now, for some collection of domains, we introduce the
notation

w w
I(Ib Ib Ix Ix It Iv) — M4W dﬁndﬂ
PR Tt T T an28W g 2W4 Jrow o L og 11 op
j=2 j=2
w w w
x/bHdbj,l/bHdbj,z/ []dxjn
e I I

2 j=1 1 j=1

w w w
< [ TTavea [ TT2ua [ T] 200
) 6§ ) U v
J=2 J=2

2 j=1
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x exp{—M(K()A(, V) + L(B, T))}

w
x [ [ =x2®j1+bj2)* AKX, B, V,T). (52)
j=1

For example, we can write (3.31) as
ElGpg 1@ =Z@RY, RY, 2V W RY- 1V, (5.3)

which is the integral over the full domain.

5.1 Saddle points of L(B, T)

We introduce the function

2
k(a) := % —iEa —loga, a€C. 5.4

Recalling the definition of L(-) in (3.18), the decomposition of B;’s in (3.22) and the
definition of 7;’s in (3.24), we can write

L(B,T) =: £(by) + £(—by) + £s(B, T), (5.5)

where we used the notation introduced in (5.1), and the functions £(-) and £g(-) are
defined as

1
(a) = —Z;sjk(aj — a)? +Zk(aj), a=(ap,...,ay)eC",
Js J

~ 1 _
ts(B,T) = 5 D sl (T Dl (b1 +b;2) (bt + bi ). (5.6)
J.k

Following the discussion in [20] with slight modification (see Section 3 therein),
we see that for |E| < V2 - k , the saddle point of L(B, T) is

(B;,Tj)=(Dx, 1), Vj=1,...,W, (5.7)

where D is defined in (1.28). For simplicity, we will write (5.7) as (l§, T)= (D, 1)
in the sequel. Observe that

L(D, 1) =4{(ay) +L(a-), Ls(Dx, 1) =0. (5.8)
We introduce the notation

Cii(@) = £@) — £(ay), {1—(a) = L@) — ) {__(a):=E(-a) — L(a_),
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(5.9)

where (a4 ) represents the value of £(a) at the pointa = (a4, ...,a4), and £(a—) is
defined analogously. Correspondingly, we adopt the notation

L(B,T):=L(B,T)—L(Dx, 1) ={4:(b1) +{__(b2) +£s(B, T), (5.10)

where the second step is implied by (5.5), (5.8) and (5.9). Now, foreach j = 1, ..., W,
we deform the contours of b; 1 and b; > to

bij1el :={ray|lr eRy}, bjoe I ={-ra_|r e R}} (5.11)

to pass through the saddle points of B-variables, based on the following lemma which
will be proved in Sect. 7.

Lemma 5.1 With the notation introduced in (5.2), we have
(rv, /v, sV, gV RY-L VN — Y, RY, sV sV RV TV
= E|Gpg. 11 ()",

We introduce the notation
ri1=1bj1l, rja=Ibja2l, j=1,...,W. (5.12)
Along the new contours, we have the following lemma.

Lemma 5.2 Suppose that |E| < V2 — k. Let b € ' by e 'V, We have

w
Rel(B,T) > ¢ Z Z ((rja — D>+ (rja —logrja — 1)) + Rels(B, T)
a=1,2 j=1
w
>c > D (ra—17° (5.13)
a=1,2 j=1

for some positive constant c.

Proof Since |E| < +/2 — k, we have Re(bj 1 +b;j2) (b1 + bx2) > 0forby € 'V
and by € 'V, thus Rels(B, T) > 0, in light of the definition in (5.6). Consequently,
according to (5.10), it suffices to prove

w
Reli4 (b)) +Rel (b2 = ¢ > > (0 = D>+ (0 — logrju — 1)
a=1,2 j=1

(5.14)
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for some positive constant c. To see this, we observe the following identities obtained
via elementary calculation,

. E?—2/1
Rel i (b1) = (5 D sl =) = D (g - 1)2)
J-k J

4
w

+ D (rja —logrji—1) (5.15)
j=1

which together with |E| < V2 — i and (1.5) implies (5.14) immediately. The same

identity holds if we replace f++ (by) and7; 1’s by i__ (b2) and 7 7’sin (5.15), respec-
tively. Hence, we completed the proof of Lemma 5.2. O

5.2 Saddle points of K (X, V)
Analogously, recalling the definition in (5.6), we can write
K(X, V) =t —L(x1) = £(x2) + L5(X, V), (5.16)

where £(-) is defined in the first line of (5.6) and 65()? , V) is defined as

A 1
ts(X, V) = 2 > sl VeVl (1 = x72) (it = 2). (5.17)
J-k

AnaAlogously to the notation L(D4., 1), we will use K (D4, I) to represent the value
of K(X,V)at(X;,V;) = (Dx,I)forall j =1,..., W.In addition, K (D4, I) and
K(D_, I) are defined in the same manner. Observing that

ls(Dy, 1) =4Ls(Dy, 1) =4€s(D_, 1) =0, (5.18)

we have

KD+, 1) = —L(ay) —€a_), K(Di,I)=—20(ay), K(D_,I)=—2L(a_).
(5.19)

Moreover, we employ the notation
KX, V)=KX.V) =KD+, 1) =~ (x1) = {4 (x2) + £s(X, V). (5.20)

We will need the following elementary observations that are easy to check from (5.19)
and (5.6)

KDy, 1)+ L(Dy,1) =0, ReK(Ds,I)=ReK(D_,I)=ReK(Dy,1I).
(5.21)
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In addition, we introduce the W x W matrix
= (s%), 8% =5l (ViVnl (5.22)

and the 2W x 2W matrices

S=S®&S S”~—S+(_SU SU) (5.23)
- ’ = svo—sv ) .

where SU depends on the V -variables according to (5.22). Here we regard V -variables
as fixed parameters. Due to the fact |(V Vj*) 12] € I, itis easy to see that SV is a weighted
Laplacian of a graph with 2W vertices. In particular, S’ < 0. By the definition (5.22),

one can see that §}; = O foralli =1, ..., W. Consequently, we can obtain
—5j if j=1,...W
E St = E Sy = [ 2 e ’
ik = ki = —5j_w,j— f j= 1....2w.
k#] k#] 5] W,] W’ 1 ] W + ) ’ W

Similarly to (1.5), we get
I+SY > col, (5.24)

where ¢ is the constant in Assumption 1.1 (ii). Moreover, it is not difficult to see from
the definitions in (5.17), (5.22) and (5.23) that

1 A A A 1
i D s Tr(X; — X0 +€s(X, V) = —5X8", (5.25)
J.k

where we used the notation x := (x|, x,)". Now let
ﬁj:arng’l, 19W+j:arng’2, vVj=1,...,W. (5.26)

Then, recalling the parametrization of V;’s in (3.25), we have the following lemma.

Lemma 5.3 Assume that xj1,xj2 € X forall j =1,..., W. We have
1 2w 2w EN2
ReK(X.V) = { .kzl(S”)jk(cos 9j — cos %) + cZ‘; (sino; 5) (5.27)
JK= J=

for some positive constant c. In addition, ReK ()A( , V) attains its minimum 0 at the
following three types of saddle points
— Dype Il : For each j, }A(j = D1 or D, 0 el v = Oiff(j = Xy, and
vj = 1 lf)A(J 7& )21,
— Dypell : Foreachj, X;j=Dy,V;e€ U(2),

A

— Dypelll : Foreach j, X;=D_,V; € U(Q2),
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which are the restrictions of three types of saddle points in Sect. 4.1, on X and V-
variables.

Remark 5.4 The Type I saddle points of (X, V) are exactly those points satisfying
VIXjVi=Di, Yj=1,....W, or ViX;Vj=Dg, Vj=1...W.

In Lemma 5.3, we wrote them in terms of X j»vj and 6; in order to evoke the para-

meterization in (3.23) and (3.25).

Proof By (5.16), (5.25), the definitions of the functions £(-) in (5.7) and k(-) in (5.4),
we can write

) . 1 Y
KR V) =—3x's'x =Y (k) + k(x).2) = (@) — k(a-)).
=1

By using (5.26) and the fact |xj,| = 1forall j =1,...,Wanda = 1,2, we can
obtain via elementary calculation

2w

o A 1
ReK(X,V) = 1 z (S jk ((cos ¥j — cos %)* — (sin ¥j — sin z‘}k)z)
jk=1
2W
. EN2
+Z}(smﬂj - E) . (5.28)
]:

In light of the fact S’ < 0 and (5.24), we have
1
I+ ES“ > 1 +S" >l (5.29)

Applying (5.29) to the r.h.s. of (5.28) yields (5.27).

Then what remains is to show that ReK (X, V) attains its minimum O at three types
of points listed in Lemma 5.3. This step can be verified in the same manner as the
counterpart in [20]. Hence, we just omit it here and refer to the proof of Lemma 2 in
[20] for more details. Therefore, we completed the proof of Lemma 5.3. O

5.3 Vicinities of the saddle points

Having studied the saddle points of L(l§, T) and K ()A(' , V), we then introduce some
small vicinities of them. To this end, we introduce the quantity

@ = O(N, &) := WN* (5.30)
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for small positive constant &g which will be chosen later. Leta = (ay, ..., aw) € cW
be any complex vector. In the sequel, we adopt the notation for any d € C,

a+d:=(a+d,...,aw +d), da:= (day,...,daw),
arg(a) := (arg(al), e, arg(aw)). (5.31)

Now, we define the domains Tf, TP, Ty, T and Ty as follows

)

2)
TP =710(N,e) :=1ae 'V :|la—asl} < M]’

_ e
TI=TI(N,eo):={ae X" :||argas'a)|3 < M} ,

e
Ts=Ts(N,e) :=1aeRY ! —a'sWa< M] , (5.32)

where the superscripts b and x indicate that these will be domains of the corresponding
variables. In order to define the vicinities of the Type I saddle points properly, we
introduce the permutation €; of {1, 2}, for each triple (x; 1, x; 2, v;). Specifically,

recalling the factof u; = ,/1 — v? from (3.25), we define

Vje; =Vje;(€1) := vil(e; =€) +ujl(e; # e€).
Denoting by € = (€1, ..., ew) and €(a) = (e1(a), ..., ew(a)) fora =1, 2, we set
Xe@) = XlLej@)s - XWoew@), a=1,2, Ve =265, VW,ey). (5.33)

With this notation, we now define the Type I, II, and III vicinities, parameterized
by (b1, bo, X1, X2, t, v) of the corresponding saddle point types. We also define the
special case of the Type I vicinity, namely, Type I’ vicinity, corresponding to the Type
I’ saddle point defined in Sect. 4.1.

Definition 5.5 — Type I vicinity : (b1, b2, Xe(1), Xe(2), t, Ve) € Tf x Tt x i x
T x T x Y for some e.
— Type I vicinity : (bl, by, X1, Xp, t, V) IS T_f x Th x T_ff X T* x T x V.
— Type I vicinity : (b1, ba, X1, X2, t, V) € T x TP x T8 x Tix vy x VL
— Type III vicinity : (bl,bz, X1, X2, t, V) € Tﬁ XY x T*¥ x T x Ty x V-1,
In the following discussion, the parameter &g in ® is allowed to be different from

line to line. However, given € in (1.8), we shall always choose &, in (1.16) and & in
(5.30) according to the rule

Cey <egy<e/C (5.34)
for some sufficiently large C > 0. Consequently, by Assumption 1.14 we have

N(og N)~10 > pr = pl—4eo ppdeo > y@+2y+en—deo) prdeo
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s W@y +H4e0) praeo _ y2r g4 (5.35)

To prove Theorem 1.15, we split the task into three steps. The first step is to exclude
the integral outside the vicinities. Specifically, we will show the following lemma.

Lemma 5.6 Under Assumptions 1.1 and 1.14, we have,

I(FW, va’ ZW, EW,RXY_I,HW7I)
W b b b b W—1
=2 I(T+5T_9TivasT57TS)+I(T+7T_1T4)E»T_|)S7TS3H )
+Z(r 7 e s, 1Y) + 0(e®). (5.36)

Remark 5.7 The first three terms on the r.h.s. of (5.36) correspond to the integrals over
vicinities of the Type I, II, and III saddle points, respectively. Note that for the first
term, we have used the fact that the total contribution of the integral over the Type I
vicinity is 2% times that over the Type I’ vicinity.

The second step, is to estimate the integral over the Type I vicinity. We have the
following lemma.

Lemma 5.8 Under Assumptions 1.1 and 1.14, there exists some positive constant Co
uniform in n and some positive number Ny = No(n) such that for all N > Ny,

N©

2Tl v, rE, rr, 1y, )| < ——.
|( — i L iS 5)|—(Nn)n

(5.37)

The last step is to show that the integral over the Type II and III vicinities are also
negligible.

Lemma 5.9 Under Assumptions 1.1 and 1.14, there exists some positive constant ¢
such that,

Z(rt, vty s 1. 1Y) = 0 (e_CW) ,

(e, vt v v 15, 1Y) = 0(e W),

Therefore, the remaining task is to prove Lemmas 5.1, 5.6, 5.8 and 5.9. For the
convenience of the reader, we outline the organization of the subsequent part as follows.

At first, the proofs of Lemmas 5.1 and 5.6 require a discussion on the bound of
the integrand, especially on the term A(-), which contains the integral over all the
Grassmann variables. To this end, we perform a crude analysis for the function A(-)
in Sect. 6 in advance, with which we are able to prove Lemmas 5.1 and 5.6 in Sect. 7.
Then, we can restrict ourselves to the integral over the vicinities, i.e., prove Lemmas
5.8 and 5.9. In Sect. 8, we will analyze the factor exp{—M (K (X, V) + L(B, T))},
which is approximately Gaussian in the Type I vicinity. The key step is to deform
the contours of X and B-variables again to the steepest paths exactly, whereby we
can control the error terms in the integrand and prove Lemma 5.8 in Sect. 9. In the
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Type I and IIT vicinities, we only deform the contours of B-variables again and bound
exp{—M K (X, V)} by its absolute value directly. It turns out to be enough for our
proof of Lemma 5.9, which is given in Sect. 10.

6 Crude bound on A()A(, 1;’, V,T)

In this section, we provide a bound on the function A(-) in terms of the é, T -variables,
which holds on all the domains under discussion in the sequel. Here, by crude bound
we mean a bound of order exp{O (W N¢®2)}), which will be specified in Lemma 6.1
below. By the definition in (3.32), we see that A(-) is an integral of the product of
Q(-), P(-) and F(-). As mentioned in Sect. 4.2, a typical procedure we will adopt is to
ignore Q(-) at first, then estimate the integrals of P(-) and F(-), which are denoted by
P(-) and F(-), respectively [see (4.2) and (4.3)], finally, we make necessary comment
on how to modify the bounding scheme to take Q(-) into account, whereby we can
get the desired bound for A(-).
For the sake of simplicity, from now on, we will use the notation

Wil =11, )2 =012, ©j3:=0j2, ©ji=0;2,
Ei1=§&n, &§2:=E&n2, §3:=E& 12, &j4a:=&;m. (6.1)

Moreover, we introduce the domains

5. {re“?:|r—1|5—,ﬁe11,},
10

{we(C:Ogargwg%%—%}, if E>0,

K =K(E) : (6.2)

{weC:%—%fargng}, if E<O.

By the assumption that | E| < V2 =k in(1.16), itis easy to see that | arg w| < /4 —¢
for all w € K UK, where c is some positive constant depending on «. Our aim is to
show the following lemma.

Lemma 6.1 Supposethatby, by, X1,X2 € KY xKY x SW x =V Under the assump-
tion of Theorem 1.15, we have

w
AA e c e
AR BV, D < CONITT (] +r7d 4154+ 1) 1= eV Dpa! ),
j=1

Remark 6.2 Obviously, using the terminology introduced at the end of Sect. 3.6, we
have

W
P(I'_l,t)eg({rj_,llvrj_,é»tj} 1;K1,K2,K3), ki =e%W o = 0(1).

j=
(6.3)
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6.1 Integral of Q

In this section, we investigate the function

QR2, &, Py, 01, XM,y wit
— /dw[”di;“] o2, &, wll],Elll, P, QI,X“],y[”,w”]). (6.4)

Recall Qdeg (a; k1, k2, k3) defined at the end of Sect. 3.6, the parameterization in (3.15)
and (3.25) and the notation introduced in (6.1). We have the following lemma.

Lemma 6.3 [f we regard o, vy , v,[lu, P and (X"~ entries as fixed parameters,
we have

Q() € Nueg(S; k1, k2, k3), k1 = WOV iy i3 = 0(1), (6.5)

where S is the set of variables defined by

i 111 L Wi i
&= 1.5 (1, eiot! omiol! i.a8j.b
‘ =1 W

Proof Note that Q(-) can be regarded as a function of the Grassmann variables in !!]
and & (1 Hence, by the definition in (3.30), it is a polynomial of these variables with
bounded degree. In addition, we can always combine the factor 1/+/M with £2 ; and
Z j-variables in the first factor of the r.h.s. of (3.30). Then it is not difficult to check
that

Q() € Quee(&'5 k1, k2, k3), k1= WOV ka0 15 = 0(1), (6.6)

el e (1]
& = (y[”) Lol il @ik 5J’r"’k»b o1l
R k ) ) ’ k] .
vM vM j=1,...,.W;k=p,q;
r=1,...,4;a,b=1,2

By the definition in (6.4), Q(-) is the integral of Q(-) over the w!!! and §[1]—variables.
Now, we regard all the other variables in &', except w!!! and ‘§[1]—variables, as para-
meters. By the definition of Grassmann integral we know that only the coefficient of

the highest order term [, _ g [T.= 2 wk aé in Q(-) survives after integrating w!!

and E[l]-variables out. Then, it is easy to see (6.5) from (6.6), completing the proof.
O
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6.2 Integral of P

In this subsection, we temporarily ignore the §2 and &Z-variables from Q(-), and
estimate P(X, B, V, T') defined in (4.2). Recalling r; 1 and r; » defined in (5.12), we
can formulate our estimate as follows.

Lemma 6.4 Suppose that the assumptions in Lemma 6.1 hold. We have

w
. o
PR B V. DI =TT (i +rd+6+1) 6.7)
=1

Proof We start with one factor from P(-) (see (3.29)), namely
1

T e (L4 M VRV, 2, T BT, B,

et(+ jj]]jj]"‘])

= exp { — M logdet (1 + M_IV.,'*?A(;1 Vijijlé;]TjEj)}
4

1 .
=1 +Z—Me_1pf(xj’ Bj, Vi, Tj, 2j, &)). (6.8)
=1

Here p,(-) is a polynomial in )A(j_l, éj_l, V;,T;, $2; and &;-entries with bounded
degree and bounded coefficients. Moreover, if we regard py(-) as a polynomial of
£2; and Zj-entries, it is homogeneous, with degree 2¢, and the total degree for £2;-
variables is £, thus that for &;-entries is also £. More specifically, we can write

4 14
pe(Xj By VT 2580 = D prapXj. B Vi, T [ | 0jwéis:
O yeensOg i=1
Bi,...Be=1
where we used the notation in (6.1) and denoted ¢ = (oq,...,a¢) and f =

(B1, - .., Be).1tis easy to verify that @ ; is of the form (6.8) by taking Taylor expansion
w.r.t. the Grassmann variables. The expansion in (6.8) terminates at £ = 4, owing to
the fact that there are totally 8 Grassmann variables from §2; and &;. In addition, it
is also easy to check that pg o g(-) is a polynomial of )A(j_l, 1§j_1, V;, T;-entries with
bounded degree and bounded coefficients, which implies that there exist two positive
constants C| and C,, such that

_ - %
[Pea,g ()l = Ci (rj,]1 + rjyzl +1; + 1) (6.9)

uniformly in £, « and 8. Here we used the fact that X ]Tl and V-entries are all bounded
and Tj-entries are bounded by 1+ ¢;.
Now, we go back to the definition of P(-) in (3.29) and study the last factor. Similarly
to the discussion above, it is easy to see that for k = p or ¢,
det (Vi Xy Vi + M~ 2, T, B, ' T 8y )
- det ék

A

Wy .

= Po(Xx, Br)
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4 ¢
+ Z Z P.a.pXi B, Vi, To) l_[ Wk o 8k B (6.10)

=1 a.p i=1

where Po(-) = det Xi/det By and Pra,p(-)’s are some polynomials of Xy, I§k_l
Vi, Ty-entries with bounded degree and bounded coefficients. Similarly, we have

B0, [pras () < CiLlr | +rn + 1+ DO (6.11)

for some positive constants C and Cj.
According to the definitions in (6.8) and (6.10), we can rewrite (3.29) as

w
P(R2.8.X.B.V.T)=exp {1 =D 5uTr2; 8¢ [[w; [] &« (6.12)
Jk Jj=1 k=p.q

In light of the discus'si0n. abovg H;VZI w Hk.:p,q @ is a polynomial of X!, B~1,
V., T, £2 and E-entries, in which each monomial 1s of the form

w K}
dea X BTV D[] [ @ies i (6.13)
j=li=1

where we used the notation

L=y, ..., by), a=al)=(xa,...,aw), B=BU =By,....Bw):
Otj:(olj’l,...,(xj,g./), ﬂjZ(,Bj,],...,ﬂj’ej), (614)

and q¢,4 g(-) is a polynomial of )A(, )A(_], 3_1, V and T -entries. Moreover, all the
entries of £, & and B are bounded by 4. By (6.9) and (6.11), we have

w
A N c
9eas X B V. D = PO (il +rd +641) . 619
j=1
In addition, it is easy to see that the number of the summands of the form (6.13) in

H?’zl @ j [14—),4 @k is bounded by W),
Now, we define the vectors

Q= (w1, 02, w3, 04), E:=(,8 858, (6.16)

where w, = (W10, ..., 0wo)and &, = €14, ..., Ewe) fora = 1,2, 3, 4. Here we
used the notation (6.1). In addition, we introduce the matrix

H=SoS®SaS?.
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Itiseasy tocheck > ; , 5k Tr2; 5k = QHZE'. By using the Gaussian integral formula
for the Grassmann variables (3.2), we see that for each £, a and 8, we have

w ﬁ,
’/d.Qdu exp ZslkTr.Q]uk NI @asitie,| < 1det B,
j=li=l1
(6.17)
for some index sets | and J with |I| = |[J]. By Assumption 1.1 (i) and (ii), we see that

the 2-norm of each row of S is O (1). Consequently, by using Hadamard’s inequality,
we have

|det HIW| = 0N, (6.18)
Therefore, (6.12)—(6.18) and the bound ¢ ") for the total number of summands of

the form (6.13) in H‘;Vzl @ [[1=p 4 @i imply (6.7). Thus we completed the proof.
O

6.3 Integral of F

In this subsection, we also temporarily ignore the X!l yt!l, wi'l, Pi, 0;-variables
from Q(-), and estimate F(X, B, V, T) defined in (4.3). We have the following lemma.

Lemma 6.5 Suppose that the assumptions in Lemma 6.1 hold. We have

FX. B V.T) <P T (il +rid 0+ 1) (619
k=p.q

Proof Recalling the decomposition of F(-) in (3.19) together with the parameteriza-
tion in (3.29), we will study the integrals

G(B,T) := /dv(Ql)dymdw[” ¢(01, T, B, y!", will), (6.20)

F(X, V) ::/du(Pl)dX“] f(p, v, X, x 6.21)

separately. Recalling the convention at the end of Sect. 3, we use f(-) and g(-) to
represent the integrands above. One can refer to (3.20) and (3.21) for the definition.
From the assumption n < M_lNEZ, we see

IF(X, V)| < eOWND) 6.22)

since P, V, )A(, XWl_variables are all bounded and | det X£,1]|, | det X,[ll]l ~ 1 when
X1,Xp € X,
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For G(é, T), we use the facts

Re(TrB;Y;''J) >0, Re(rry''yz)=—nrryll <o,
Tryay' s >0, kt=p,q,
1 1 1 1
(Wl wih ), = 1 [(whlwl D)), [ < 1, (6.23)

to estimate trivially several terms, whereby we can get the bound

n+3
|g()| < exp {—Mn z;’Vzl TrRe(Bj)J} Hk:p,q (yIEI]) exp { — gkkTrRe(Bk)Yk[l]J}.
(6.24)

Here Re(B;) = Ql_lTj_lRe(f?j)T,' Q1. Hence, integrating yl[,l] and yé]] out yields

exp{ ~ MY, TrRe(Bj)J}

/2 dypldyig (01, 7. By wih < € [11)* )
K2 ey ((wk )" JRe(By)w; )

(6.25)

for some positive constants C and C depending on n, where we used the elementary
facts that g > ¢ for some positive constant ¢ and

TrReB)Y N = yW (Wi JReBHW!, k=p,q, j=1,...,W.
(6.26)

Now, note that
wih*JReB;wi'! > A (JReB)), k=p,q, j=1,....W. (627

In addition, it is also easy to see A1(7;) = s; — t; and A1 (Q1) = s — ¢, according to
the definitions in (3.25). Now, by the fact JA~! = AJ forany A € U(1, 1), we have

.]Rij = Q] Tjdiag(Reij s Rebjgz) Tj Q] . (6.28)

Consequently, we can get

min{Rebjgl, Rebj,z}
(sj+1))%(s +1)%
(6.29)

A (JReBj) > (s; — tj)z(s — t)2min{RebA,~,1, Reb;»} =
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by recalling the facts s2—12=1and sjz — tjz = 1. Therefore, combining (6.25), (6.27)
and (6.29), we have

w
/Rz dyMdylig()] < C(s +0)*Texp { —My D Tr(ReB;)J
+ j:l

2C
« (Sk + &) (6.30)

(min{Rebk, 1 Rebk,z}) a

k=p.q

Now, what remains is to estimate the exponential function in (6.30). By elementary
calculation from (6.28) we obtain

Tr(ReB;j)J = (Rebj | + Reb;2)((s7 + 17)(s* + 1) — 4dstst;).

Observe that

2
(s242) 62+ 2 = 1665131,

(sz_ + tjz) (s +1%) — dstsjt; =
24 2 (2442
(sj —i—tj) (s= +1°) +4dsts;t;

4t4+4t2+4tj.'+4t]2+1 _ 1 4272

> .
2(1 +2t]2.) (422  20+29)

It implies that

w w

rjii+rj2
exp 1 —-M Tr(ReB)J '} <exp{—cM Lt Tl 422 Y, (631
p n; (ReB;)J | <exp n]; 1+2t?( )b, (6.31)

for some positive constant ¢, where we have used the fact Reb;, > cr;, for all
j=1...,Wand ¢ = 1,2, in light of the assumption |E| < 2 — k and the
definition of K in (6.2). Plugging (6.31) into (6.30), estimating (s +1)> < 2(1 4 2¢?),
and integrating ¢ out, we can crudely bound

-G

1 G2 v ri1+rin2
dytlld “1/ 2tdr - |g()| < C | — SR
/Rz ypldy! [ g0 cl G ) (2 5200

s J=1
Cy
14212
<[] (—k) ) (6.32)
k=p.q

min{rg, 1, rx 2}
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Now, we use the trivial bounds

_C2

w 2 \&2
. : 1+ 2t C
Z—r”l +r]2’2 <{—2) < ((1+2tf,) (r“l +r_12)) y
= 1+ 2t/ p. + rp2 p, p,
(6.33)
and
1421 2 (=1, —1
Tk —ca+2u )(r tr ) (6.34)
min{rg 1, re,2} KL T2

Inserting (6.33) and (6.34) into (6.32) and integrating out the remaining variables
yields

. 1 \& G
IG(B.T)| < C (M_n) I1 (r,;{ o+ 1) . (6.35)
k=p.,q

Combining (6.22) and (6.35) we can get the bound (6.19). Thus we completed the

proof of Lemma 6.5. O

6.4 Summing up: Proof of Lemma 6.1

In the discussions in Sects. 6.2 and 6.3, we ignored the irrelevant factor Q(-). However,
it is easy to modify the discussion slightly to take this factor into account, whereby
we can prove Lemma 6.1.

Proof At first, by the definition in (6.4), we can rewrite (3.32) as
A() = / dxMayMaw!ld2dzdu(P)dv(Q1) POQG)F().

Now, by the conclusion k] = WO in Lemma 6.3, it suffices to consider one term in
Q(-), which is a monomial of the form p(z, s, (y},l])*], (yg])*])q(ﬂ, &), regarding
o, vy], vc[ll], P;-variables, XH-variables and w!!l-variables as bounded parameters.
Here p(-) is a monomial of ¢, s, (y[[,]])*l, (y,[]l])*1 and q(-) is a monomial of £2, &-
variables, both with bounded coefficients and bounded degrees, according to the fact
k2, k3 = O(1) in Lemma 6.3. Now we define

Py(X,B,V,T) ::/d.QdE P()-q(R2, B),
FoCk B, V.7 = [ axaylaw!!du(Pdv(@1) #0)

b (e OIH 7L GINT). (636)
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By repeating the discussions in Sects. 6.2 and 6.3 with slight modification, we can
easily see that (6.7) and (6.19) hold as well, if we replace P(-) and F(-) by P4(-) and
Fp(-), respectively. Therefore, we completed the proof of Lemma 6.1. O

7 Proofs of Lemmas 5.1 and 5.6

In this section, with the aid of Lemma 6.1, we prove Lemmas 5.1 and 5.6. A key
problem is that the domain of t-variables is not compact. This forces us to analyze the
exponential function

M(t) = exp{ — MRe(ts(B, T))} 7.1)

carefully for any fixed B-variables. Recall the definition of the sector K in (6.2). For
b; € K" and b, € KV, we have

min Re(b;.1 + bj2)(be1 +be2) = cmin D" rjarp = cminrs, = AB),

J.k ik j.a ?
a,b=1,2

(7.2)

From now on, we regard M(t) as a measure of the t-variables and study it in the
following two regions separately:

@) :tel 1 Gi)y:teRYTINTVL

Roughly speaking, when t € T !, we will see that M(t) can be bounded pointwisely

by a Gaussian measure. More specifically, we have the following lemma.

Lemma 7.1 With the notation above, we have
M o
M(t) <exp{ ——A(B) D sju(t —1)° ., Vtel !
12 jk

Proof Using the definition of £5(B,T) in (5.6) and 2(B) in (7.2) and the fact
|(Tij*1)12| = |sjtxe'* — sit;e'%7 |, we have

A 1 a
Rels(B,T) > Em(s)zklsjk
Js

i io;
Sjtge Ok — Sktjegf

(7.3)

Simple estimate using sjz =1+ tjz- shows that

. 21 1 1 1
e — sitiel% | > — (g —1;)? + > — (1 —1))°.
sjtee Sktje > 4(k i) (1 252' N Qtf)_ 6(k i)
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(7.4)

Notice that the assumption t € I ~! was used only in the last inequality. By (7.3),
(7.4) and the definition (7.1), Lemma 7.1 follows immediately. O

However, the behavior of M(t) for t € RXY*l \I" =1 is much more sophisticated.
We will not try to provide a pointwise control of M(t) in this region. Instead, we will
bound the integral of ¢(t) against M((t) over this region, for any given monomial ¢(-)
of interest. More specifically, recalling the definition of @ in (5.30) and the spanning
tree Go = (V, &) in Assumption 1.1, and additionally setting

M_
£:= ZQKB) min s, (7.5)

i.je&o

we have the following lemma.

Lemma 7.2 Let q(t) = H:VZZ t;lj be a monomial of t-variables, with powers n; =
o) forall j =2,...,W. We have

il oW?) .
[1d; Mo < (1 n 2—%) exp {—@%{(3) + O(W?log N)}
RY-IIW-1 5

J
(7.6)

Remark 7.3 Roughly speaking, by Lemma 7.2 we see that the integral of q(t)-variables
against the measure M(t) over the region RY_I \ 1"~ is exponentially small, owing
to the fact ©®2 > W2 log N.

We will postpone the proof of Lemma 7.2 to the end of this section. In the sequel,
at first, we prove Lemmas 5.1 and 5.6 with the aid of Lemmas 6.1, 7.1 and 7.2. Before
commencing the formal proofs, we mention two basic facts which are formulated as
the following lemma.

Lemma 7.4 Under Assumption 1.1, we have the following two facts.

— For the smallest eigenvalue of —SV, there exists some positive constant ¢ such
that

(=S > /w2 (1.7)

— Let 0 = (p2,..., pw) be a real vector and py = 0. If there is at least one
oae{2,..., W} suchthat oo > © /M, then we have

> siklej —an)’ = O/M. (7.8)
J.k
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Proof Let @ = (p2, ..., pw) be areal vector and p; = 0. Now, we assume |py| =
maxg=>, . w |pgl. Then

1 2
—p'SWp 2 2k 5ik(pj = pr) _ ¢(pa = p1)? _ <
llpll3 > 0] T WPog w2

where the second step follows from Assumption 1.1 (iv) and Cauchy-Schwarz inequal-
ity. Analogously, we have 3,  5x(0; — ox)? > co2/W, which implies (7.8) by the
definition of @ in (5.30). Hence, we completed the proof. O

Recalling the notation defined in (5.2) and the facts |x; 4| = 1 and |b; 4| = r; 4 for
all j=1,..., Wanda = 1, 2, for any sequence of domains, we have

LR R R (R )

w w w w
S60(Wl°gN)/IbHdbf’l/bHdbj’z/P—dej’l/pl_[dxj’z
T =1 2 j=1

Lo 1j=1

w w
x/ H2tjdtj/ [T2vsdv; x exp {~M(ReK (X, V) + ReL(B. 7))}
| e |
Jj=2 Jj=2

w
JAKX, BV, D[] 47207 (7.9)
j=1

In addition, according to Lemma 6.1, we have

w w w
AK. B V.- []2- [T2v) - [Teja + 720 < e®PVpa v,
j=2 j=2 j=1
(7.10)
for some polynomial p(r, r 1, t) with positive coefficients, and
par,r ) € Q({rj,urj,z, P Kl,Kz,K3), Ky = %W,
k2, k3 = O(1). (7.11)

7.1 Proof of Lemma 5.1

At first, since throughout the whole proof, the domains of x;, X», and v-variables,
namely, &%, £W and I !, will not be involved, we just use *’s to represent them,
in order to simplify the notation.

Now, we introduce the following contours with the parameter © € R,

Iy = {ras|r €[0,D]} C I, Rp =0, (Reay)D] C Ry,
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Ly = {(Reay)® +i(lmay)r|r € [0,D]}.
In addition, we recall the sector K defined in (6.2). Then, trivially, we have
Ry, I Lo CKandRy, I',Lp e Kforall ® € R,.

Observe that the integrand in (5.2) is an analytic function of the B-variables. To
see this, we can go back to the integral representation (3.17) and the definitions of
L(B) and P(£2, &, X, B) in (3.18). Since exp{M logdet B;} = (det Bj)M, actually
the logarithmic terms in L(B) do not produce any singularity in the integrand in

(3.17); it can also compensate the factors b;ﬁ from P($2, 2, X, B) since £ < M.
Consequently, we have

(o U Lo), (Fo U Lo) x5, RY ™ 5) = 7(®R0)Y, Ro)Y . 5, RY 1, 5).

Hence, to prove Lemma 5.1, it suffices to prove the following lemma.

Lemma 7.5 Suppose that |E| < +/2 — k. As © — 00, the following convergence
hold,

i) : Z((F;g UL, (FpULo)W, %« RV, *)
—I((FQ)W, (Fp)" e, 5, RV, *) =0,
(i) : I((F)W, (Y xRV *) —I((F@)W, (Fp)" 4, %, RV, *) =0,
(iif) - Z(M, RY &, o+ RV, *) —I(Rg, RY, %, %, RV, *) -0
Proof For simplicity, we use the notation

w = A \W =
1 = (IpULp)" x (lMoULp)" \ ()" x (M),
1 =T x "\ o)V x eV, 13 :=RY xRY \RY xRY.

Now, recall the definition of the function £(a) in (5.6) and the representation of L (1§, T)
in (5.5). Hence, in light of the definition of M(t) in (7.1), we have

exp{ — MReL(B,T)} = exp { — M(Ret(by) + Ret(~by)) }M(t). (7.12)

By the assumption |E| < V2—k,we see that Reb; 4bi,, > Oforallb; 4, by q € KUK.
Consequently, when b; | € Kand b;> € Kforall j =1,..., W, we have

1
Rel(b;) +Rel(=by) = > > (5(1 +5;/)Reb? , + ()T Elmb; , — 1ogr,-,a)

a=1,2 j

= "Z (’f,l + rf,z) - Z(log ria1+logr;a), (7.13)
J J

where we used Assumption 1.1 (ii) and the fact that (—1)¢*! Elmb; , > 0.
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Now, When (b1, by) € I%i fqri = 1,2, 3., we have 3,1, >, rjz.’a > D2 for
some positive constant ¢, which implies the trivial fact

1 c
2 2 2 2 2
Z (rj’l +rj,2) > 3 z (rj,l +rj’2) + ECD . (7.14)

J J

Consequently, we can get from (7.12), (7.13) and (7.14) that for some positive constant
c,

w
A . 2
exp{— MReL(B,T)} < oM’ H H e Mria r]Mﬂ - M(t)
a=1,2 j=1

holds in I%l fori = 1, 2, 3. In addition, by the boundedness of V and X -variables,
we can get the trivial bound M K ()A( ,V) = O(N). Hence, from (7.9) and (7.10) we
see that the quantities in Lemma 7.5 (i), (ii) and (iii) can be bounded by the following
integral with i = 1, 2, 3, respectively,

w w w
—eMD2+0(N) db. 4 —eMri, M e r!
e /b,inb,,ldb,,z/Rw_ll_[zdt, [T [Te " r¥Mmpc. e o).
R

D j=I j= a=12 j=1
(7.15)

According to the facts k1 = ) and k> = O (1) in (7.11), it is suffices to consider
one monomial, say q(r, r~1 t), instead p(r, r~1 t). Then, bounding #;’s by 1 trivially
in the region t € 1"~ and using Lemma 7.2 in the region t € Rﬁ/—l \ W1
first integrate t-variables out; then performing the Gaussian integral on B-variables,

it is not difficult to get the estimate

, We can

(7.15) < e~ MDHOWIozN) _, 45 D — o0,

fori = 1, 2, 3. Here we remark that after integrating t-variables out, we get a singular-
ity (min; , rj,a)_CW2 from the factor (1 4+ £-7)0W? according to (7.6), which can

be compensated by the factor [ ], [] j rjMa by the fact M > W?2. Thus we completed
the proof. O

7.2 Proof of Lemma 5.6

Plugging the first identity of (5.21) and (7.10) into (7.9), we can write

w w
I LI, 8,1, 1Y) < e0<WN€2>/Ib Hdbj,l/lb [Td2).-
1j=1 2 j=1
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w w w w
X/.dej’l/dej’zx/Hdtj/Hdvj
I ) 64 I =2 v =2

1 j=1 2 j=1

X exp {—M (Rel%(f(, V) + Rel(B, T))} B, e b,

(7.16)
where p(r, r~!, t) is specified in (7.11).
Lemma 5.6 immediately follows from the following two lemmas.
Lemma 7.6 Under Assumptions 1.1 and 1.14, we have
Z(r", fY, sV, sV RV TV L V) < 797 (7.17)

Lemma 7.7 Under Assumptions 1.1 and 1.14, we have
(v, rv, W W vl vl =2V (vl vt v E | 1, 1)
+Z(rp. vty vy s 1V
I rE v IV 4+ 0(e79).
(7.18)

In the sequel, we prove Lemmas 7.6 and 7.7.

Proof of Lemma 7.6. Recall (7.16) with the choice of the integration domains
(L B.I) =" " gV oV RV 1V V.

To simplify the integral on the r.h.s. of (7.16), we use the fact ReI%()A(, V)y >0
implied by (5.27), together with the facts that the x and v-variables are bounded by 1.
Consequently, we can eliminate the integral over x and v-variables from the integral
on the r.h.s. of (7.16). Moreover, according to (7.11), it suffices to prove

w w w
‘ 4 , _ P oh T
/I“W][[ldb]’lffwgdbj‘z/w‘\HW-‘J-Uzdt’ exp{ MReL(B,T)} G el 1)
<e® (7.19)

instead, for some monomial §(-) in p(-). The proof of (7.19) then is just an application
of the first inequality of (5.13), Lemma 7.2 and elementary Gaussian integral. We omit
the details here. O

To prove Lemma 7.7, we split the exponential function into two parts. We use one

part to control the integral, and the other will be estimated by its magnitude. More
specifically, we shall prove the following two lemmas.
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Lemma 7.8 Under Assumptions 1.1 and 1.14, we have

w w w w w w
/I—WHdbj'l/fwHdbj'z/gwdej’l/z;wndxj’z/ﬂw—lHdtj/HW—IHdvj
j=1 j=1 j=1 j=1 Jj=2 Jj=2
1 o A o a
X exp { — S M(ReK (X, V) +ReL(B. T))} B ) < O, (7.20)

Lemma 7.9 If (b;, by, x1, %0, t, V) € I’V x W x ZW 5 ZW 5 IV =1 5 TW=1 bur
not in any of the Types I, 11, Il vicinities in Definition 5.5, we have

exp{ - %M(Rel%(f(, V) + Rel.(B, T))] <@, (7.21)

With Lemmas 7.8 and 7.9, we can prove Lemma 7.7.

Proof of Lemma 7.7. For the sake of simplicity, in this proof, we temporarily use Zgj
to represent the Lh.s. of (7.18), i.e. the integral over the full domain, and use Z;, Z;;
and Zj;; to represent the first three terms on the r.h.s. of (7.18). Now, combining
(7.16), (7.21) and (7.20), we see that,

€2 — "
|Zen — L1 — L1 — Lypg] < QN om0 OW) < =0

in light of the definition of ® in (5.30) and the assumption (5.34). Hence, we completed
the proof of Lemma 7.7. O

Proof of Lemma 7.8. At first, again, the polynomial p(-) in the integrand can be
replaced by some monomial q(-) in the discussion, owing to the fact that x; =
exp{O (W)} in (7.11). Then, the proof is similar to that of Lemma 7.6, but much
simpler, since t-variables are bounded by 1 now. Consequently, we can eliminate Xt
and v-variables from the integral directly and use the trivial bounds

w w
e o< [T []re. ReLB.T)z=c¢ D> Drja—1% (122

a=1.2 j=1 a=1.2 j=I

where the latter is from (5.13). Then, an elementary Gaussian integral leads to the
conclusion immediately. O

Proof of Lemma 7.9. According to (5.13) and (5.27), we see both M Reli(é, T) and
MReK (}A( , V) are nonnegative on the full domain. Hence, it suffices to show one of
them is larger than @ outside the Type I, II, III vicinities. For the former, using the
first inequality of (5.13), (7.3) and (7.4), we have

w

ReL(B.T) = ¢ D D (rja—1)* +Rels(B.T)
a=1,2 j=1
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= c(IIbr = ax 3 + b2 + a-|3)
AB)

2 (—t'sWy).
B ( )

+

Then it is easy to see that MReZ(é, T) > O if (b, by, t) ¢ Tf x b x T, by the
definitions in (5.32).

Now we turn to MReK ()2' , V). Recall the definition of ;s in (5.26). If there is
some j € {1, 2W} such that (sin 19]'—E/2)2 > @)/M,wecangetMReI%(f(, V)y>6
immediately, by using (5.27). Hence, in the sequel, it suffices to consider the case

2

(sinﬂj — E/2) <®/Mforall j =1,...,2W, which implies

S SINT I ) _ o
jarg(ay 50 A larg@Z )P < o Y=l Wia=12. (723

Now, recall the notation defined in (5.33). We claim that it suffices to focus on the
following three subcases of (7.23), corresponding to the Type I, IT and III saddle points.

(1) There is a sequence of permutations of {1,2},e = (e1,...,€w), such that
|l arg(a} ' %)% < ©/M and || arg(a='xe@)3 < O/M,

(ii) Fora =1, 2, there is || arg(ajrlxa)lﬁ>O <O/M.

(iii)) Fora =1, 2, there is || arg(azlxa)Hgo <O/M.

For those X-variables which satisfy (7.23) but do not belong to any of the case (i), (ii)
or (iii) listed above, one can actually get MReK (X, V) > ¢cM > ©®. We explain this
estimate for the following case, namely, there is some pair {i, j} € £ such that

—1. 2 —1_2<@ —1.. 52 “1. 32 ©
larg(ay " x;1)|", larg(a_ x;2)|” < v larg(a_ x; 1)|°, |arg(a_ x;j2)|” < —,

all the other cases can be handled analogously. Using (5.27), we have
ReK(X,V) > %(S”)ij (cos ¥ — cos 191')2 + %(S”)Hw,j(cos Pi+w — cos z?j)2
+ %(S”)i,/ﬁrw(cos 9 — cos ¥jw)?
+ }L(S”)Hw, j+w (cos Dipw — cos P 1w)” . (7.25)

Now, by the assumption (7.24), we have
cos¥; = Re(ay) +o(1), cos®iiw,cosv;, cos?jrw = Re(a_) +o(1). (7.26)
Consequently, from (7.25) and the definition (5.23) we have

ReK (X, V) > C((Sv)ij + (Sv)i,j+W) =csjj >,

@ Springer



Z. Bao, L. Erd6s

where the last step follows from Assumption 1.1 (iv). Therefore, we have M Rek
(X,V)>cM.

Hence, we can focus on the cases (i), (ii) and (iii). Note that in case (i), we actually
defined a vicinity of (Xe(1), Xe(2)) in terms of the £°-norm rather than £2-norm of
Xe(1) and X¢(2), thus the vicinity is larger than 7 x 7*. Without loss of generality, we
assume that €] = id which is the identity. Then by doing the transform (X i Vi) —
(jf(ji], JV;) for those j with €; # id, we can transform (X (1), Xe(1), Ve) 10 (X1, X2, V)
for all permutation sequence €. Hence, it suffices to assume €; = id for all j =
1, ..., W and consider the case

C) —1 o X x
—, |laZ " %2|leo < M but (x1,X2,V) ¢ T+ X T x Ts.

-1
llay Xilloo < -

Now, if (x1,x2) ¢ 7} x T*, we can use (5.27) again to see that

2w 2
o A E
MReK (X, V) = cM > (sin 9 — 5) > eM(lay %113 + llaZ'x113) = ©,
j=1

where in the second step we used the fact ||a4__1x1||oo < ®/M and ||a:1X2||@<> <
©® /M, and in the last step we used the definition in (5.32). Now, if (x, x) € 1§ x T*

but v ¢ T, we go back to (5.20). It is easy to check —é++(x1) — Z+_(X2) > 0 for
(x1,X2) € T} x T*. Hence it suffices to estimate £5(X, V). By the definition in (5.17)
and the factx; | —xj2 =ay —a—+o(1) forall j =1,..., W, we have

Ls(X, V) = e D sl iVl =c > sjlujve™ — ugvjei|?
J-k J.k
= ¢ (v — v, (7.27)
j.k

where the last step follows from the same argument as (7.4). Consequently,
M ZS(JA( ,V) > © if v ¢ Ts. Hence, we finished the discussion in case (i). For cases
(ii) and (iii), the proofs are much easier since it suffices to discuss the X -variables, we
just omit the details here. Hence, we completed the proof of Lemma 7.9. O

7.3 Proof of Lemma 7.2

Let I = R;\I. Now we consider the domain sequence J = (J2,...,Jw) €
I, 13" -1 We decompose the integral in Lemma 7.2 as follows
p g

W 114
/RWI\Hngdlj M(q(t) = Z / _Hdtj M(t)q(t). (7.28)

JE{H,HC}Wfl Hy=2“]]./ j:2
J#HW_I
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Note the total number of the choices of such J in the sum above is 2" =1 — 1. It suffices
to consider one of these sequences J € {I, I°}' ~! in which there is at least one i such
that J; = I°.

Recall the spanning tree Go = (V, &) in Assumption 1.1. The simplest case is that
there exists a linear spanning tree (a path) Gy with

So={Gi+DY ' cE. (7.29)
We first present the proof in this simplest case.

Now, we only keep the edges in the path &, i.e. the terms with k = j — 1 in (7.3),
we also trivially discard the term 1/(14-2¢7) from the sum 1/(14-2¢7 ) +1/(1+217)

in the estimate (7.4) (the first inequality), and finally we bound all M Ql(é)s j—1,j/4
by £ defined in (7.5) from below. That means, we use the bound

u (tj —1j-1)2 L
M(t) < Hexp{— Tjﬂl} = [[M;®. (7.30)
j=2

j=2

Consequently, we have

w
/HW [Tdt M(t)q(t)f/ﬂ Hdt] Hr”’M (t). (7.31)

=230 j= =i = =

Note that, as a function of t, M j(t) only depends on #; | and ;.

Having fixed J, assume that k is the largest index such that J; = I°, i.e.
tk+1, - .., tw € L. Then, using the fact #{ = 0 and 7 > 1, it is not difficult to check
k 2
t;i —t; —1 1
z =t Z s L it ger (732)
= 1+2t] 1 = +2t 4 300k

by employing the elementary facts

2 1 2 : c
ti—tj 2(ti/tioy— 1=, if t;q el
¢>[3(f/f 1= i1 j=2,...,W. (1.33)

1+2t] 1 o %(tj—l‘j_l)z, if ti1el

Now, we split H;}V:z I\\V/JI./ (t) into two parts. We use one to control the integral, and
the other will be estimated by (7.32). Specifically, substituting (7.32) into (7.31) we
have

w w |
/ Hdz, M(t)q(t) ge‘ﬁ/ ey T147 0w)7. @.39)
I} RY™ =2 =2

121j2
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Therefore, what remains is to estimate the integral in (7.34), which can be done by
elementary Gaussian integral step by step. More specifically, using (7.33) and the
change of variable ¢;/t; | — 1 — t; incaseof t; | € I°and t; —t; | — t; in case
of tj_1 €I, it is elementary to see that for any £ = O(W),

/Rdf/ e (t)) (1+c2‘%)0(6) (“1+1)
<eO<W1°gN>(1+£—%)O(£) (“1 +1) (7.35)

Starting from j = W, using (7.35) to integrate (7.34) successively, the exponent of #;
increases linearly (n; = O(1)), thus we can get

o(W?
/ Hdt] M(t)q(t) < ¢~ won? .e0<W21°gN>.(1 +£—%) "
Y

12/j2

Then (7.6) follows from the definition of £ in (7.5) and (5.35). Hence, we completed
the proof for (7.6) when the spanning tree is given by (7.29).

Now, we consider more general spanning tree Gy and regard 1 as its root. We start
from the generalization of (7.30), namely,

(1; —
M(t) < H exp[—£ 1+2t2 } [T M . (7.36)
{i.jle€o {i.jle&o

Here we make the convention that dist(1, i) = dist(1, j) — 1 for all {i, j} € &, where
dist(a, b) represents the distance between a and b. Now, if there is k" such that J € I,
we can prove the following analogue of (7.32), namely,

> tj —1;)? .
2 — 2
i o2e, 1267 T 300k

Consequently, we can get the analogue of (7.34) via replacing M j(t)’s by Mi‘ j(®)’s.
Finally, integrating ¢;’s out successively, from the leaves to the root 1, yields the same
conclusion, i.e. (7.6), for general Gy. Therefore, we completed the proof of Lemma
7.2.

8 Gaussian measure in the vicinities
From now on, we can restrict ourselves to the Type I, II and III vicinities. As a

preparation of the proofs of Lemmas 5.8 and 5.9, we will show in this section that the
exponential function

exp{—M(I%(X, V) + L(B, T))} (8.1)
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is approximately a Gaussian measure (unnormalized).

8.1 Parametrization and initial approximation in the vicinities

We change the x, b, t, v-variables to a new set of variables, namely, X, b t and V. The
precise definition of ¥ differs in the different vicinities. To distinguish the parameteri-
zation, we set ¥ = =+, 4, or —, corresponding to Type I, I or III vicinity, respectively.
Recalling D,, from (1.28). For each j and each », we then set

X; = D, diag (exp {iXj 1/vVM}, exp {ix; /v M}) s Xja/VM € [—m, 7],

Bj = Dy + Dadiag (bj1 /M. bjo /M), 1y =i;/VM. (8.2)
If % = &, we also need to parameterize v; by

v =0;/vM. (8.3)
Correspondingly, we set the vectors
Ba = (l;l,av ey [;W,u), ﬁa = ()%l,u, ceey )%W,a)y a=1,2,
t:= (. ....0w), Vi=(b, ..., 0w).

Accordingly, recalling the quantity ® from (5.30), we introduce the domains

T =7(N.go):={acR" : ||} <o}
Ts=Ts(N,g) :={ac Rr_]_l :—a'sWa < @), (8.4)

We remind here, as mentioned above, in the sequel, the small constant &g in Y and 'f’g
may be different from line to line, subject to (5.34). Now, by the definition of the Type
I’, IT and IIT vicinities in Definition 5.5 and the parametrization in (8.2) and (8.3), we
can redefine the vicinities as follows.

Definition 8.1 We can redefine three types of vicinities as follows.

— Type I’ vicinity : (f)],f)z,il,iz,i, x‘") eTxT xT x7 xTsxTs,withx = +.
— Type II vicinity : (Bl,f)z,f(l,f’(z,f, v) € TxT xT x7T xTs x I with

x = —4.
— Type I vicinity : (f)],f)z,f’q,iz,f, V) eT xT xT x7T x ’)0"5 x W1 with
= —.

We recall from (7.8) the fact
teTs = ||t||oc = 0(O). (8.5)
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Now, we use the representation (5.2). Then, for the Type I vicinity, we change x, b, t, v-
variables to X, b, t, V-variables according to (8.2) with » = =+, thus

M? ul
Wor(ab b X Anx -~ | | 4; 17 doi
2 I(T_i_,T_,T_PT_,TSa TS) (n1)24W 2W+4 /sz ) 27 H 2T

w . w ) 114 %
></?jli[ldb,-,l/fﬂ/li[ldb,,z/fj]i[ldx,;lAgdx,,z/?sgzzjd

W 114 . .
X t,/ H 20;dv; H exp {1%} X exp {—M(]%()A(, V) + L(B, T))}
Ts =2 =1 M

w
< [[Gja—x;2% b1 +bj2)* - AKX, B, V. T). (8.6)
j=1

For the Type II or III vicinities, i.e. x = + or —, we change x, b, t-variables to
X, b, t-variables. Consequently, we have

2\W MW+l
b oAb Ax Ax w1y _ (=ay) d“/
Z(ry. ey ) v, 1Y) = T S /sz i I |

w w w w
x/fll[db,»,l/l?lz[dbj,zﬁE[d;%j,]/fgdfj,%sngjdzj
Xj1+Xj2 0 A o A
/W IUZUJdvj Jl_llexp[ #]exp{—M(K(X, V)+ L. 1))

x H(xj,l —xj2)*(bj1 +bj2)* AKX, B, V. T). (8.7)
j=1

We will also need the following facts

w
[T 16070 = 552200 + 55207 = 2™, AR, B, V. T)| < OWN)

j=1
(8.8)
if x1,x; € fw,bj,l = ay +0(),bj2 = —a_ +o0(1) and t; = o(l), for all
j = 1,..., N, which always hold in these types of vicinities. The first estimate in

(8.8) is trivial, and the second follows from Lemma 6.1.

Now, we approximate (8.1) in the vicinities. We introduce the matrices £4 () =
diag(e'”, e17)J and £_ () = diag(e'”, —e™)J for any ¥ € L. Then, with the
parameterization above, expanding X j in (3.23) and 7} in (3.25) up to the second
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order, we can write

1 1 A 1
T, =1+ 5+(o])+M i Xj=Dy+— Ddlag(le,x]2)+M I

~/_ m
% =%, +, —. (8.9)

For x = &£, we also expand V; in (3.25) up to the second order, namely,

N .
Vi=1+ j—fﬁs_(ej) + RV (8.10)

We just take (8.9) and (8.10) as the definition of R;?, R; and R}?. Note that R;? is
actually »-dependent. However, this dependence is irrelevant for our analysis thus is
suppressed from the notation. It is elementary that

1R s = O (£2, 4422 . 1R lmax = O () . [IRYllmax = O (82).
8.11)

Recall the facts (5.10) and (5.20). In addition, in light of (5.18)—(5.20), we can also
represent K (X, V) in the following two alternative ways

R V) = (~letx) = Les () + €5 V) + (K (D4, 1) = K (D, D),
(8.12)

K& V) = (8-t = 4= (x0) + (R V) + (K(D-. 1) = K (D, 1),
(8.13)

We will use the representations of K ()A( , V) in (8.12) and (8.13) for Type II and III
vicinities respectively. In addition, we introduce the matrices

Ay =0 +a)l+dlS, A_:=(1+a>)+ds. (8.14)

Then, we have the following lemma.

Lemma 8.2 With the parametrization in (8.9), we have the following approximations.

— Let by, by € CV and ||b1]|so, [1D2]loc = 0(v/M), we have

o : 1. o 1. o
M (f++(b1) + K——(bz)) = Eb/lA+bl + Eb’zA—b2 + R,

> acio IBall3
R =o| === ). 8.15
( VM @15
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— Let x = + and X1, %2 € CV and ||X1 |00, ||X2]loc = 0(v'M), we have

) ) 1 1
M (—Z++(x1) - £+_(x2)) = SXiAik + SXA % + RY,

o 113
¥ = (—Z“—ifﬁnx“'b). (8.16)

— In the Type Il vicinity, we have

3
. : 1, . 1., . 63
M (—Z++(X]) - £++(X2)) = EX/]A+X] + §X/2A+X2 + Ri, Ri =0 (W) .

(8.17)

— In the Type Il vicinity, we have

3
. . 1 1 02
M (—z+_(x1) - E+_(x2)) = XA %+ MA S + R R = O(W)'

(8.18)
Here Rb , R} and R* are remainder terms of the Taylor expansion of the function
£(a) deﬁned in (5 6).
Proof 1t follows from the Taylor expansion of the function ¢(a) easily. O

Then according to (5 10), (5.20), (8.12) and (8.13), what remains is to approximate
MY S(B T)and M ES(X V) in the vicinities. Recalling the definition in (5.6) and the
parameterization in (8.2), we can rewrite

A 1 o i o ig: a+l;g 1 — a_l;@ 2
MEs(B,T) == silsife'®™ — sii;je%|? ay —a_ 4 —— 7=
5 ,Zk jkls; j Ek =

(a+_a_)2 ° o o jo;i2 t,b
=: TZg/knke k—7el% > + R"P. (8.19)

We take the above equation as the definition of R’ 2 Now, we set
Tj:=1ijcosoj, Tjp:=ijsinoj, Vji=2,...,W (8.20)
and change the variables and the measure as
. o 1o doj 1
(tj,07) = (1)1, 7j2), 2tjdtjﬁ — ;drj,ldtj,z. (8.21)
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In the Type I vicinity, we can do the same thing for M (X, V), namely,
2
A a — d_ . .
Mes(X, V) =: % > sjkltee® — bje% > + RYY, (8.22)
ok
where RY™ is the remainder term. Then we set

Vj1 = ﬁjCOS@j, vj2 = i)jsinej, Vj=2,...,W (8.23)

and change the variables and measure as

do; 1
o o o J
(Uj, 9/) — (Uj,l, Uj,z), 2vjdvjE — ;dvj,ldvj,z. (8.24)
Now, we introduce the vectors
rd =(72,a,~-o7fW,a), va = (U2,a?"'sUW,u)1 a = 172'

With this notation, we can rewrite (8.19) and (8.22) as

Mes(B.T) = —(ay —a_)* > 7,8V, + R,
a=1,2

Mes(X,V)=—(ay —a_)? Z v, SDv, + RY*. (8.25)
a=1,2

According to (8.21) and (8.24), we can express (8.6) as an integral over b, X,
and D-variables. However, we need to specify the domains of ¥ and »-variables in
advance. Our aim is to restrict the integral in the domains

1.V, voels, a=1,2. (8.26)

To see the truncation from the domain (t, v, 0,0) € Y5 x Ts x LW~=1 x LW~ to
(8.26) is harmless in the integral (8.6), we need to bound R’ b and RY™ in terms of
7/ SW1, and v/ SV v,, respectively. By (8.5), we have s;i=1+ 0(®?%/M) for all
j =2,..., W, which also implies

. . e3
o o . 2 2
|Sjtkemk _ skljewj| = Z (Tj,a — Tka) + O (_ Z |Tj,a — Tk,al

M
a=1,2 a=1,2

0
+0(O ) (8.27)

@ Springer



Z. Bao, L. Erd6s

Then, by the definition of R? in (8.19), it is not difficult to check that in the Type I’
vicinity, we have

1
=0 5) 3~

a=1,2

7
A2 172 o7
+0(M) > (1,851, +0(W ) (8.28)

a=1,2

The same estimate holds if we replace R"-? by R}, 7, by v,. Then it is obvious that

if one of 7, T2, v; and v, is not in TS, we will get (7.21). Hence, using (8.8), we
can discard the integral outside the vicinity, analogously to the proof of Lemma 7.7.
More specifically, in the sequel, we can and do assume (8.26). Now, plugging (8.26)
into (8.28) in turn yields the bound

IR"’| =0 @%\/64 IRV =0 @%\/04 (8.29)
=o\ Vo) m=ol =V ) .

By the discussion above, for the Type I vicinity, we can write (8.6) as
M2 w w
w b b X X _ . - .
YTt Yt i T s, 1) = AT /T Hl b, /T Hl dbj»
j= =

w w w w w w
dx; dx; dr; dr; du; dv;
xAE x,,1/fj1:[l x;,z[FSjE[z T]’l/fsjljz Tﬂ/fsg Uj’l/fsg vja

1. o 1o o 1 1
X exp { - Eb/lA-%bl — Eb/zA—bZ - Rb} exp{ — Ei/lA_p"q — XA X — Ri}

2
X exp {(a+—a_)2 Z 7, sWg, — Rt'b} exp {(a+—a_)2 Z U;S(l)va—Ri’x}

a=1,2 a=1,2

w o ° w
LXj1 X0 ENPN
x [T exp {1%} [Tt — %22 @1 +b;2)* - AKX, B, V. T)
j=1 M-

+ 0@ 9), (8.30)
where the error term stems from the truncation of the vicinity (t,V,0,0) € TgxTgx
LV x LW- 1t0(T],Tz,U1,U2)€T5XTSXT5XTS A

Now, for the Type II and III vicinities, the discussion on £5(B, T') is of course the

same. For £5(X, V), we make the following approximation. For the Type II vicinity,
using the notation in (5.22), we can write

) 02
5 X1 Ko Xp1 T X0
Meg(X, V)= — ( 0( : ))
l=j,k Y M
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2
a
= —% D st — )G — &) + R (8.31)
J.k

It is easy to see that

3
4183 + 1%l o1 :
RV =0 (# =0 — for X1,% € 7. (8.32)
* N i) ’
M M

Recall SV defined in (5.23). Set
AY == +a)hw+aiS. AY:=+a>)hwy+a’S’, (8.33)

Combining (5.16), (5.19), (8.17) and (8.31) we obtain
ot 1 o/ o 1 o/ °
M(K(X,V)—K(D4,1)) = §X1A+X1 + EX2A+X2

2
a . o o . Lo, v
— 7—’_ E 57k(xj,1 — Xj2) (k1 — Xk 2) + Ri + Rﬁ_’x = EX/AUJFX + Ri + R_Ui_’x,
-k

where
X = (%], %)),

Analogously, for the Type III vicinity, we can write

. 1
M(K(X,V)—K(D_,1)) = E&’AZS’( + R* + RV, (8.34)
where
@3
RV = 0( W) (8.35)

Consequently, by (8.12) and (8.13) we can write (8.7) for k = +, — as

T, vl v, rF, re, IV = exp {M(K(Di, 1) — K(D,, 1))}
w w w
ATPTIVINE Y o = Ry Hg W szjd”j j’pHdbj’l
Jj=2 Jj=2 j=1
w w w w w
X/D Hdbj’2/7 Hd)%jvl/e Hd)%j,zx‘/ﬂ Hdtjvl‘/g Hdtjl
T j=1 T =1 T =1 Ts i Ts 5

o o 1. . 1., .
xexp{—z’1A+b1—§b’2A,b2—Rb}xexp{—zx’Aﬁjx—Rﬁ—R}j’x}
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w . .
2 /(D) 1.b Xj 1 X2
X exp {(a+ —a-) Z 7,514 —R } X Hexp {1—
a=12 j=1 vM
w
x H(ij —xj2)? x (bj1 +bj2)*AX, B, V,T)+ 0 ). (8.36)

j=1

8.2 Steepest descent paths in the vicinities

In order to estimate the integrals (8.30) and (8.36) properly, we need to control various
remainder terms in (8.30) and (8.36) to reduce these integrals to Gaussian ones. The
final result is collected in Proposition 8.4 at the end of this section. As a preparation, we
shall further deform the contours of b-variables and X-variables to the steepest descent
paths. We mainly provide the discussion for the b-variables, that for the %-variables is
analogous.

For simplicity, in this section, we assume 0 < E < V2 - Kk, the case -2+« <
E < 0 can be discussed similarly. We introduce the eigendecomposition of S as

S =USU.

Note that U is an orthogonal matrix thus the entries are all real. Now, we perform the
change of coordinate

/. '
ca=(C1g,---scwa) =Ub,, a=1,2.

Obviously, for the differentials, we have H;V:1 dbj, = Hrvzl dcjq fora =1,2.In
addition, for the domains, it is elementary to see

boe? & c,e?, a=1,2. (8.37)

Now, we introduce the notation

v = 1/\/1 +al+airi(®), v = 1/\/1 +a? +a(S),
and set the diagonal matrices
Dy = diag(yl"', R y‘]‘,"), D_ :=diag(y; , ..., vy)-

By the assumption 0 < E < V2 —k and (1.5), it is not difficult to check

Fl~1, )~ fe(-Z.0 “efo.Z
ly;" I ~1 ly;I~1, argyje(—g,], argyje[,g),

Vi=1,...,W. (8.38)
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With the notation introduced above, we have
lo)/] A+B] = C/l ]D)_T_zq , B/ZA_BQ = C/Z]D)ZZCQ.

To simplify the following discussion, we enlarge the domain of the c-variables to

1

C €Yo =Tx(e) =[—O2,0

0=

v, a=1,2. (8.39)

Obviously, T C Two ltis easy to check that (7.21) also holds when ¢, € Too\'f’ for

either a = 1 or 2, according to (8.37), thus such a modification of the domain will

only produce an error term of order O (exp{—®}) in the integral (8.30), by using (8.8).
Now we do the scaling ¢; — D¢ and ¢ — D_c;. Consequently, we have

b =UDsc;, by =UD_cs, (8.40)
thus
biA D =D cF,. BHA By =D 7, (8.41)

Accordingly, we should adjust the change of differentials as
w w 4 w
de;j,l —>detD+'Hde,1, Hdl;j,z—>det]D,-Hdcj,2.
j=1 j=1 j=1 j=1

In addition, the domain of ¢; should be changed from 7, to H}}V:l J ;L and that of ¢y
should be changed from 7, to H}}VZI J ]_ where

= h et e I =) et e,

Now, we consider the integrand in (8.30) as a function of c-variables on the disks,
namely,

cj1€ @;T = {z eC: |zl < G)%nyl_l},cj,z € @; = {z eC:z]l < @%Iyﬂ_l}.
Fore¢; € Hy/:l (D);.r and ¢y € Hyzl @;, by (8.38) and (8.40) we have

1B1]loo, D21l < O(O). (8.42)

Here we used the elementary fact ||Ua||so < v/W]||a||o for any a € C" and and
unitary matrix U. Then, we deform the contour of ¢; 1 from J ;L to

+ + +
(-THULfuz;
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foreach j =1,..., W, where
L} :=RNO], Zxf= {z €907 : 0 <argz < —argyf}.

It is not difficult to see Fieci1 > Oforcj € (—EJJT) U EJJT, by (8.38). Consequently,
by (8.41), we have

w
1o . 1 _
‘exp{ — Eb’lA+b1” = ‘exp ) Zcil ‘ < 0@ ).
J=l1

Then using (8.8), we can get rid of the integral over Z‘J‘f and —Z’f, analogously
to the discussion in Sect. 7. Similarly, we can perform the same argument for c;.
Consequently, we can restrict the ¢; and ¢; integral from ¢; € H§V=1 J;‘ and ¢ €

H}y:l J7 to the domain ¢; € Hrvzl IL;.r and ¢ € ]_[;V:l L.
By (8.15), (8.42) and the fact ||a||% < ||a||oo||a||% for any vector a, we see that

b1l + Ib . . o
%(ubm% 1B 113) < —==(lerll; + llezlly) - (843)

for some positive constant C, where in the last step we also used the fact that ||b,||> =
O(]|eql]2) fora = 1, 2, which is implied by (8.40) and (8.38). Consequently, we have

IR”| < C

1 1
exp{—zncm% — 3lleall3 - Rb]

! > (1 2
= CXP[— (5 +0(1)) lleillz — (5 +0(1)) I|Cz||2] .

This allows us to take a step further to truncate ¢; and ¢, according to their 2-norm,
namely

cl,eoe?. (8.44)
Similarly to the discussion in the proof of Lemma 7.7, such a truncation will only

produce an error of order exp{—@®} to the integral, by using (8.8).
Now, analogously to (8.40), we can change X-variables to d-variables, defined by

di=U1,....dw1) == DIIU/)OQ, d=(di12,...,dw2) = D:IU/)O(Q.

Thus accordingly, we change the differentials

w w w w

dx;; — detDy - dd; 1, dx;jo — detD_ - dd;».
H J H J H J H J
j=1 j=1 j=1 j=1
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In addition, like (8.44), we deform the domain to d;,d, € 7. Finally, using the fact
detD;D_ =1/,/det AL A_, from (8.30) we arrive at the representation

2YI(r Tt s, 1)

M2 | w w w w
= )24V AW Get AL A '/fjljldcj’l /T Hdcj’z/f Hddj’l /r Hddj’z
w w w j L+ )C] 2
< [ TTdwia [ TTdwa [ [Tdvir [, Hd“ﬂ HCXP
s j=2 Ts j=2 Ts j=2 M

1 1
x exp { —=llerll3 — = lleall3 — RP} x exp —f||d1||§——||d2||%—Ri
2 2 2 2

X exp {(aJr—a_)2 Z 7,5V, — R”h} exp {(a+—a_)2 Z v, sWy, — th’x}

a=1,2 a=1,2

w
< [Jen = xj2)% i1 +bj2)* - AKX, B, V. T) + 0(e™®), (8.45)
j=1

in which x and x-variables should be regarded as functions of the d-variables, as well,
b and b-variables should be regarded as functions of the c-variables.

Now, in the Type II and III vicinities, we only do the change of coordinates for the
b-variables, which is enough for our purpose. Consequently, we have

VA S S S O M
(—al)V  mWH! 1
=exp {M(K(D+,1) — K(D,, 1))} x

(n!)? ’gwn3w+3x\/m
/]LW IH /W 1H2Ujdvf/ Hdcfl/ HdCJZ/ dejl

. Xj1 X0
x/ﬂ dej,z/ﬂ Hdtf’l/e Hdtj,g Hexp {1’—}
Tj=1 Ts j=2 Ts j=2 j=1 vM

1 1
xexp | = Sldl3 = 311213 = R"} x exp {(ar —a)? 3 7,5V, - R

a=1,2
| w
X exp{ - E)"(/Af{f( — R, — RJ’;’X} X H(ij —xj,z)z(ij + bj’2)2
j=1
AX,B,V,T)+ 0(e®). (8.46)
By (8.38), it is then easy to see
C1,C2€7°q=>i‘))1,f)2€}°', d],dzEfﬁ:}f(l,fizE}%. (8.47)
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We keep the terminology “Type I’, II and III vicinities” for the slightly modified
domains defined in terms of ¢, d, T and v-variables. More specifically, we redefine
the vicinities as follows.

Definition 8.3 We slightly modify Definition 8.1 as follows.

— Type I vicinity: e¢1,c2,dy,dp € ’}Q”, T1,T2, V[,V € ’)3’5.
— Type II vicinity: ¢j, ¢, X1, Xp € 7, T1,T2 € 70"5, Vi e 0(2) for all j =
2,..., W,
where X — variables are defined in (8.9) with x = +.
— Type I vicinity: ¢, €2, X1, X3 € T T1,T2 € TS, Vi € 0(2) for all j =
2,..., W,
where X — variables are defined in (8.9) with » = —.

Now, recall the remainder terms R?, RY , RY and R* in Lemma 8.2, R"P and R}
in (8.25), R} in (8.31) and R”" in (8.34). In light of (8.47), the bounds on these
remainder terms are the same as those obtained in Sect. 8.1. For the convenience of
the reader, we collect them as the following proposition.

Proposition 8.4 Under Assumptions 1.1 and 1.14, we have the following estimate, in
the vicinities.

3
4 @§

(i): R = (%) RQ@":O(%), (ii):Ri’x:0(m),
)

Ri":O(

(ST

)
ain: R =0(2). w=o(L). ri=o(). r=o(%).

Proof Note that, (i) can be obtained from (8.28), and (ii) is implied by (8.32) and
(8.35), and (iii) follows from Lemma 8.2. Hence, we completed the proof. O

Analogously, in the vicinities, ||y |13, [[b2]13, [1%1113, %2113, [1£]]cc and ||¥||o are still
bounded by ©.

9 Integral over the Type I vicinities
With (8.45), we estimate the integral over the Type I vicinity in this section. At first, in

the Type I’ vicinity, we have |[%a]|co = O(@?) and |[bullos = O(©7) fora = 1, 2.
Consequently, according to the parametrization in (8.2), we can get

w 3
e
H(x,,-,l —xj2)* (b1 +bj2)* = @y —a )V (1 +0 (J_M)) ©.1)

j=1

Hence, what remains is to estimate the function A()A( , é V., T). We have the following
lemma.
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Lemma 9.1 Suppose that the assumptions in Theorem 1.15 hold. In the Type I’ vicinity,
for any given positive integer n, there is No = No(n), such that for all N > Ny we
have

22w Co
v D W 2 (142
IAX, B, V,T)| < M e et Al det(ST*

for some positive constant Co and some integer £ = O (1), both of which are indepen-
dent of n.

With (8.45), (9.1) and Lemma 9.1, we can prove Lemma 5.8.

Proof of Lemma 5.8. Using (8.45), (9.1), Lemma 9.1, Proposition 8.4 with (5.35), the
factdet A, = det A_ and the trivial estimate M @2 W0 /(N )¢ < N0 for sufficiently
large constant C, we have

2YIZ(rl, vt oy v v, 1)

N€o 1
< —_
—(Npt @2r2)2W

w w w w w w
><Agdcj,lAgdcj,zégddj,l/?gddj,zﬁsgdrj,l/?Sjlz[zdf,-,z

~det(S™)? - (ay —a )™V

w w
1
XA [Tavia [ TTava exp{—§(||c1||%+||c2||%+||d1||§+||dz||%)}
Sj:2

s i
X exp {(a+—a,)2 (r’lS(l)n +778Wzy 4 v’lS(l)vl—i-v’lS(l)vz)}~|—0(e_(”)).

Then, by elementary Gaussian integral we obtain (5.37). Hence, we completed the
proof of Lemma 5.8. O

The remaining part of this section will be dedicated to the proof of Lemma 9.1.
Recall the definitions of the functions A(:), Q(-), P(-) and F(-) in (3.32), (4.1), (4.2)
and (4.3). Using the strategy in Sect. 6 again, we ignore the irrelevant factor Q(-) at the
beginning. Hence, we bound P(-) and F(-) at first, and modify the bounding procedure
slightly to take Q(-) into account in the end, resulting a proof of Lemma 9.1.

9.1 P(X, B, V, T) in the Type I’ vicinity

Our aim, in this section, is to prove the following lemma.

Lemma 9.2 Suppose that the assumptions in Theorem 1.15 hold. In the Type I’ vicinity,
we have

W2+y @2

IP(X,B,V,T)| < T|detA+|2det(S<“)2. 9.2)
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Before commencing the formal proof, we introduce more notation below. At first, we
introduce

K=k (X, B, V,T) = %1 + %2 + |bj1] + 1bja] + 15, + || = 0(O),

9.3)
where the bound holds in the Type I’ vicinity.
Recalling (6.12) with @ ; defined in (6.8) and @ ; in (6.10). Now, we write
— —1ly*g—1 —1{—1p =
W = exp { — M logdet (1 +MV; Xj Vj.QjTj Bj Tjaj)}
o1 - = (=D
JE— *y— . T - L5 - 7 .
= exp| = TrVi RV, 2,17 B T8 ) exp g A O4)
where
o AT o\
Ay =Tr(ViX;'V;2; 17 B;'T;8))". 9.5)

The second step of (9.4) follows from the Taylor expansion of the logarithmic function.
Now, we expand the first factor of (9.4) around the Type I’ saddle point, namely

exp{ = Trvi X721 B8

1
=:ex {—TrD_l.Q-D_lE-}ex {——A-}. 9.6)
P + s4jDy =) exp N7
We take (9.6) as the definition of A ;, which is of the form
4
Aj= D Pjas-®jdkp
a,f=1
for some function p j.a.p Of X, b v and i:-Variables, satisfying
ﬁj,a,/g:O(f%j), YVa,p=1,...,4. 9.7

One can check (9.7) easily by using (8.9)—(8.11). Analogously, we can also write

¢
Agj = Z Pe.jep ij,a,-éj,ﬂi, a:=(ar,...,a0), B:= (1 ...,B0,

i=1

9.8)

where

Briap=0(), VE=2,... 4ai...,anB1....Be=1,...,4 (99
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The bound on ¢ j « g in (9.9) follows from the fact that all the V;, }A(;] T, ijl and

éj_l -entries are bounded in the Type I’ vicinity, uniformly in j. Consequently, we can
write for j # p, g

-1 4 4
eXp[ ’+Z(EA}1)£1 ’/]=1+ZM§ Z qf/uﬁHmeé/ﬁr

=1 O yeeny ag, i=1
B, Be=1
(9.10)
In a similar manner, we can also write for k = p, ¢,
4 —1
1 (=1 R
expy ———A — A w
P[ NI k+Z T Z,k] k
4
—Po()(l-l-zM 2 Z ClekaﬂHwka,ékﬁ,) .11
(=1 a0, i=1
Bl Be=1

where po(-) = det )A(k/det Bk, which is introduced in (6.10), and ag,j’a,ﬂ is some
function of X , é, V and T -variables, satisfying the bound

Gejap=01+&NH, Ye=1,..4 j=1...W. (912
Obviously, we have po(-) = O(1) in Type I’ vicinity.

Now, in order to distinguish £, & and B for different j, we index them as £, & ; and
B j» where

o =oi(l)) = (aj1,...,a0), By =B :=Bj1,....Bje;)-
In addition, we define
=W, ....0w), a=al) = (a,...,oy), ﬂE,B(()Z:(,Bl’...,ﬂW).

Let||£|]; = Z,W=1 £; bethe 1-norm of £. Note that o and B are || £||;-dimensional. With
these notations, using (6.12), (9.4), (9.6), (9.10) and (9.11) we have the representation

P(R2,5,X,B,V,T)

w
= o(X . Bp)bo(Xy, By) x expd =D 5uTrs2; 8 — > TrDy'2;D;' 5,
ik j=1
liely LAY
e X S e, T omesn )
20,4, 11ell1 =1 a.Be[1.4]14h j=1 j=li=1

(9.13)
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where we made the convention
0
do.j.00 = 1, Hw,-,ajiigj,ﬁj_i =1, Vj=1,...,W. 9.14)
i=1

According to (9.12) and (9.14), we have

w
H |alj,j,aj,ﬂ/-| S eO(HlHl) 1_[(1 + /%j)gj. (915)
j=1 ' j=1
In addition, we can decompose the sum
4w
> =2 2 - (9.16)

€cfo.4]V J1elh=1  m=1¢e[0,4]W,|le|li=m

It is easy to see
4w
ﬁ{EE[[OA]]W:IIEIIl:m}s(m). 9.17)
Moreover, it is obvious that
t{a, B € 1, 4]y = 1614l (9.18)
Therefore, it suffices to investigate the integral

w
Peop ::/d.QdEexp — > 5uTr2;8 - » TrDy'2;D;'E,
jik j=1

Wt
X H ij,otj,iéfj,ﬂj,i
j=li=1

for f:acp combination (£, e, ), and then sum it up for (£, ¢, ) to get the estimate of
P(X, B, V., T). Specifically, we have the following lemma.

Lemma 9.3 With the notation above, we have

Peap =0, if [l€]li=0 or 1 (9.19)

Moreover, we have

1Beapl < Idet Ayp*det(SY2([1€]] — 1)1@W)WA=D e J1e)y > 2. (9.20)
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We postpone the proof of Lemma 9.3 and prove Lemma 9.2 at first.

Proof of Lemma 9.2. By (4.2), (9.13) and (9.19) and the fact that po(-) = O(1), we
have

W
. ey .
IP(X,B,V,T)|<C E M~ E | | |G, j.0;.8; 1+ [Beapl-

Lef0,4]W,]1€]]1>2 a,Bef[1,4]4h j=1

(9.21)
Substituting the bounds (9.15), (9.18) and (9.20) into (9.21) yields
IP(X, B, V,T)| < |det Ay|*det(s1)?
% > R Ve
Le[0,4]W. 1141 =2
w

x (11l = 1w =D TTa + &)t 9.22)

j=1

Now, from (9.3) we have H:V:I (1 —i—/%j)(-f < O which can absorb the irrelevant
factor e ©UIID Using (9.16), (9.17), we have

w
S el =S (e — 1wy B0 T+ Y
eef0.4]V it =2 j=1

4w AW
= Zcm CMTT ™. miw -y
B m=2 m

4w
<> craw)m- M em. Wiy = 0(

m=2

W2+y @2)

i (9.23)

where the last step follows from (5.30) and (5.35). Now, substituting (9.23) into (9.22),
we can complete the proof of Lemma 9.2. O

Hence, what remains is to prove Lemma 9.3. We will need the following technical
lemma whose proof is postponed.

Lemma 9.4 For any index sets |,d C {1,..., W}with ||| = |J] = m > 1, we have

the following bounds for the determinants of the submatrices of S, A1 and A_ defined
in (8.14).

— For (A+)(||J) and (A_)W) we have

[det(A) W)/ 1det A <1, |det(A)W|/|detA_| < 1.  (9.24)
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— For S(”J), we have
[det S| /1det SP| < (m — D1EW?)™=D, (9.25)

Proof of Lemma 9.3. Recall the definition in (6.16). Furthermore, we introduce the
matrix

H= (A ®S®S® (@2?A). (9.26)
Using the fact a;a_ = —1, we can write
w
- > 5uTr2;8 - > TrD{'Q;D;'E; = —QHE'.

Now, by the Gaussian integral of the Grassmann variables in (3.2), we see that

Be.a.pl = | det HIW| (9.27)
for some index sets |, J C {1, ..., 4W} determined by & and $ such that
= [Jl = l€l.

Here we mention that (9.27) may fail when at least two components in e ; coincide for
some j. But Py 4 g = 0 in this case because of x? = 0 for any Grassmann variable

X.
Now, obviously, there exists index sets I,y C {1,..., W}fora =1,...,4 such

that

Iy — (a;zA_,.)(MJl) @ s2) gy g(313) g (a:ZA_)(|4|J4),

D llal =" el =11€l11.

It suffices to consider the case |ly| = |[Jy| for all @ = 1, 2, 3, 4. Otherwise, det HI
is obviously 0, in light of the block structure of H, see the definition (9.26). Now, note
that, since det S = 0, we have

detHW =0, if ||€|l;=0,1.
For more general £, by Lemma 9.4, we have

|det HW)| < |det AL A_|det(ST)2(j1e1l; — 1)1ew?) =D,

Then, by the fact |det A A_| = | det A |?, we can conclude the proof of Lemma 9.3.
O
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To prove Lemma 9.4, we will need the following lemma.

Lemma 9.5 For the weighted Laplacian S, we have
det SU) = (—1)/ 71 det SV, Vi, j=1,...,W (9.28)
Remark 9.6 A direct consequence of (9.28) is det S/ = ... = det S(W).

Proof of Lemma 9.5. Without loss of generality, we assume j > i in the sequel. We
introduce the matrices

I
Pji=1i1® (1 i 1) ®ly_j. Ej=1-2eje;~> epe;.
]

It is not difficult to check
S = s p i E;. (9.29)
Then, by the fact det P;; E; = (—1)/~%, we can get the conclusion. O

Proof of Lemma 9.4. At first, by the definition in (8.14), (1.5) and the fact Reai =
Rea? > 0, itis easy to see that the singular values of A, and A _ are all larger than 1.
With the aid of the rectangular matrix (A, )"” as an intermediate matrix, we can use
Cauchy interlacing property twice to see that the kth largest singular value of (A )Y
is always smaller than the kth largest singular value of A . Consequently, we have
the first inequality of (9.24). In the same manner, we can get the second inequality of
(9.24)

Now, we prove (9.25). At first, we address the case that INJ £ @. In light of Remark
9.6, without loss of generality, we assume that 1 € INJ. Then S () is a submatrix of
S Therefore, we can find two permutation matrices P and Q, such that

rsto=(en)

where D = SV Now, by Schur complement, we know that

|det S| /1 det SV | = | det(A — BD'C) 1.
Moreover, (A — BD™!C)~! is the (|| — 1) by (|l — 1) upper-left corner of
(PSH ) 1 = 0~ 1(sM)=1 p~1 That means det S(”J)/ det S1 is the determinant of
a sub matrix of (SV)~! (with dimension [I|—1), up to a sign. Then, by Assumption 1.1
(iii), we can easily get

|det S|/ det S| < (I — Drw =Dy,
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Now, for the case INJ = @, we can fixonei € land j € J. Due to (9.28), it suffices
to consider

det SUY) /det SU17. (9.30)

By‘si.milar discussion, one can see that (9.30) is the determinant of a sub matrix of
(SENy—1 With_ dimension |l| — 1. Hence, it suffices to investigate the bound of the
entries of (S¢17)~!. From (9.29) we have

(S =E PN (SO (9.31)

Then, it is elementary to see that the entries of (S1/))~! are bounded by 2W?, in light
of Assumption 1.1 (iii). Consequently, we have

|det ST |/ det SU0| < (I — y1ew?)I=1,

which implies (9.25). Hence, we completed the proof of Lemma 9.4. O

9.2 F(X, B, V, T) in the Type I’ vicinity

Neglecting the X (11 y[11 and wl!l-variables in Q(-) at first, we investigate the integral
F(X, B, V, T) in the Type I’ vicinity in this section. We have the following lemma.

Lemma 9.7 Suppose that the assumptions in Theorem 1.15 hold. In the Type I’ vicinity,
we have

F(R,B,V,T) = 0( (9.32)

(Nn)n+2)’

Recalling the functions G(é, T) and IE‘(X, V) defined in (6.20) and (6.21), we
further introduce

G(B,T) = exp{(ar —a_)Nn}G(B,T), F(X,V)
=exp{ — (ay —a_)Nn}F(X, V). (9.33)

Then, we have the decomposition

F(X,B,V,T)=G(B, T)F(X, V). (9.34)
Hence, we can estimate F()? , V) and G(é T) separately in the sequel.
9.2.1 Estimate offf?(f(, V)

Lemma 9.8 Suppose that the assumptions in Theorem 1.15 hold. In the Type I vicinity,
we have

R, V) = O(Nin). (9.35)
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Proof Using (8.9) and (8.10), we can write

. )
Xj = P{VIX;V;Py = P{DiPy + O(W)’ (9.36)

where the remainder term represents a 2 x 2 matrix whose max-norm is bounded by
®/~M. Using (9.36) and recalling N = MW yields

w
exp | My > TrX;J :exp{NnTrPl*DiPlJ}(l—i-O(
j=1

)) . 937)

8l

Substituting (9.37) into (3.20) and (6.21), we can write

F(X, V) =/dM(P1)dX[” exp{NnTrPl*DiPlJ} H

detz(X L]
x [T e [1TrX“]JZ > suTrx; X[ J}
k=p.,q J
ON
< I] exp[—T Xk”JX“]J] (1+0(==)).
k= M
P-4

Recalling the parametrization of Pj in (3.25), we have
TrPfDLP1J = (1 —2v%)(ay —a_).

Consequently, we have

N do 1
F(X,V) =/dX[1]/vdv/; exp{ —2(a+—a_)Nnv2} H

2yl
k=p.q det“(X; )

x [T exp {irrxi"0z = surrx; xMN0 F (1 +001)).
k=p.,q J

By the fact that X['-variables are all bounded and | det X,[CI]| = lfork = p,q,itis
easy to see that

B X, V) < C/O1 vdv exp{ ~2as — a_)Nnvz} - o(Nin).

Therefore, we completed the proof. O
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9.2.2 Estimate of G(B, T)

Recall the definition of G(f? , T) from (9.33), (6.20) and (3.21). In this section, we
will prove the following lemma.

Lemma 9.9 Suppose that the assumptions in Theorem 1.15 hold. In the Type I’ vicinity,
we have

. 1
GB,T)=0 (W) . (9.38)

Note that yy] s ytgl] and ¢ in the parametrization of Q (see (3.25) ) are not bounded, we

shall truncate them with some appropriate bounds at first, whereby we can neglect some
irrelevant terms in the integrand, in order to simplify the integral. More specifically,
we will do the truncations

1

= (Nn)s. (9.39)

r< (N iy

Accordingly, we set

1 1
CG(B (ay—a_)Nn do (11,11 4,,[11 4,,[1] N (1] s [1]
G(B,T) =% /ILE/HZ v, Vg dvp, tdug /0 dy, /0 dyg
1
(Nm)~ 4 N
x / 2edt /IL dolldof! g(01, 7, B, y!1 wilh, (9.40)
0

where we have used the parameterization of wl!l in (3.15). We will prove the following
lemma.

Lemma 9.10 Suppose that the assumptions in Theorem 1.15 hold. In the Type I’
vicinity, we have

GB, T) =GB, T)+ 0™
for some positive constant ¢.
Proof At first, by (6.26)—(6.29), we have for any j,
(1]

. 1
Vi mm{Reb.,',l, Reb./’z} - y,E ]

ReTrB; Y > : c :
TR = (54102 (sj +1;)? T 1+ 2e2

k=p,q, (941)

for some positive constant ¢, where the last step follows from the facts that
Reb; 1, Rebj> = Reay 4 o(1) and t; = o(1) in the Type I’ vicinity. In addition, it
is not difficult to get

®
TrB;J = (a+ a4 O(W))(l 123, Vi=1,...,W,
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which implies that

il ) ) ONpy
MT]ZTI’B]J = (a+ —Cl_)Nﬂ+2(Cl+ —a_ + O(J_M))Nnt + O(W)

(9.42)

j=1

Note that the second and third factors in the definition of g(-) in (3.21) can be
bounded by 1, according to (6.23). Then, as a consequence of (9.41) and (9.42), we
have

1 1
y1[7] + yc[j ]

Mg ()] < CORN™ expl—c'Nnr?) exp {—c—l eys

} . (9.43)

for some positive constants C, ¢ and ¢. By integrating yll,l] and y[[II] out at first,

we can easily see that the first truncation in (9.39) only produces an error of order
O (exp{—N?}) to the integral ((o}(f?, T), for some positive constant & = £(g3) by the
assumptionn > N —1+€2 i (1.16). Then one can substitute the first bound in (9.39) to
the last factor of the r.h.s. of (9.43), thus

o,
Yp_+ Y €
expl_cw]“"l’[—z% Al

We can also do the second truncation in (9.39) in the integral G(é, T), up to an error
of order O (exp{—N?}), for some positive constant &. Therefore, we completed the
proof of Lemma 9.10. O

With the aid of Lemma 9.10, it suffices to work on @(f?, T) in the sequel. We have
the following lemma.

Lemma 9.11 We have

GB,T) = O(W).

Proof of Lemma 9.11. Recall the parameterization of w,El] in (3.15) again. To simplify
the notation, we set
1 11.[1
wil =ulol! k= p.q.
Similarly to (9.36), using t = o(1) from (9.39), we have the expansion

. ()
By = 07" T B;T; 01 = 07' D201 + 0(—= ).
J 1 7 ] 1 m
Consequently, we have

w

—Mn Y TrB;jJ =—Nn(ay —a_)(1+21%) + 0(%). (9.44)

j=1
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In addition, for k = p, ¢, using the fact Zj Ejk =1, we have

ZﬁjkTrBjY,!“J = y,l(”((a_s_ — a_)t2 + (a.;_(u}(“)z — a_(v,[(“)z))
J
®
(1] —i(o[""40) o/ 40) [ 1 (1]
+ ((a —a_)(e71O o) 4 iy st) +——TrReY!M, (9.45)
Yk + ( ) m
where Ry is a2 x 2 matrix independent of Y, []], satisfying || Rx||max = O(1).

Observe that the term in (9.44) is obviously independent of w!!l-variables. In addi-
tion, for k = p or g, we have

irTryMNiz = (= n+iEQ —20h?)) ', (9.46)

and for k, £ = p or g, we have

i [1] il _ g1
rryllay[Vs = y,El]yE]((m,[(”my])z + o} o} ! (e'<” o) — M % >) )
(9.47)

Moreover, we have

n no.oo (1] [1]
(1), (1), ) = )

Substituting (9.44), (9.45) and (9.46)—(9.48) to the definition of g(-) in (3.21) and
reordering the factors properly, we can write the integrand in (9.40) as

exp{(ay —a_)Nn}g()) = expfin(o}! — ol!)}

<o (1] . (1]
x exp | —(a4 —a-)st Z y,El]m,El] (E_I(Uk +o) —|—gl(‘7k +a))
k=p,q

1]
X exp

kpq

1 il (o l_
X exp [—Mquyp yql]mmmy] (e‘("P =04 ) _ pllog —op ))]
1
1 1 1 11,0
< [T ot ] eXp[——zq,skzy,E Ty (m,[c]mg ]) ]

k=p.q k.t=p.q

X exp {—2N17(aJr — a,)tz} H exp {_yIEH ((a+(141[<1])2 B a*(vl[cl])z)

t(ay —a )i+ —iE (1 _ 2(U,E”)2))} (1 n 0(%)) (9.49)
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where the last factor is independent of the w!!l-variables. Here, we put the factors
containing ol[,l] and 0(51] together, namely, the first two lines on the r.h.s. of (9.49). For
further discussion, we write for k = p, ¢

TrRe Y =y (f e +vpe 4 vy, (9.50)

where t]—:, t, and v are all polynomials of u,El] and v,El], with bounded degree and

bounded coefficients, in light of || Rx||max = O (1), the definition of Yk[l] in (3.14) and
the parametrization in (3.15).

Now, we start to estimate the integral (9.40) by using (9.49). We deal with the

integral over o,[,l] and 0(51] at first. These variables are collected in the integral of the

form

Ty (L1, &) = /U dot o) exp {i(n + €)oY exp { —i(n + €2)0 )1}

cy/

X exp
k Pq

1 T
X exp (a+—a )st Z y [1] —l(crk +O’)+el(o'k +g))
k=p.q

1. _m m_ (1
X exp [_Mquyg[al]yy]my]mt[;]( l(ap o) _ 1((rq op ))

with integers £ and ¢, independent of n. Note that according to (9.49), it suffices to
consider Z, (0, 0) for the proof of (9.38). We study Z; (€1, €2) for general ¢1 and {5
here, which will be used later.

Now, we set

e = 5yl igl1]
ci1 = —(ay —a_)styp e — ﬁyillr;, k=p.q,
cko = —(ay — a,)sty,EI]m,[(I]ew - \/@Mylgl]t,j, k=p,q. (9.51)
In addition, we introduce
dpg =y, d = (r n ﬂ)y,E”, k=p,gq. (9.52)
NI

Obviously, when (9.39) is satisfied, we have

Cpg =0dpg), ck1=0(d), cr2=0(dk), k=p.q. (9.53)
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With the aid of the notation defined in (9.50) and (9.51), we can write

e 1 1
Zs (€1, £2) = exp { - ﬁ(yé ]tp + yé ]tq)} /LZ do,doy
X exp {i(n + Zl)a},l]} exp {—i(n + Ez)aq“]}

e [ o [
X H exp {ck,le k4 ¢ pe" }
k=p.q

Cp.a ieM-ciy | Cpg i(a“La“])}
Xexpy — ——e"\ 7% ) 4 LM% T ) 9.54
P { M M -5

We have the following lemma.

Lemma 9.12 Under the truncation (9.39), we have

b+ b

d n+t
Zoer, ) = ((9)" g g o), gm0

for some positive constant C.

Proof At first, by Taylor expansion, we have
. [ . [ Cp.q icM—ciy | €pg joN-clly
exp {1(n + El)ap }exp {—1(n + Zz)aq }exp [——M eMor % ) 4 7 % —op

ny,np=0

X exp [—i(n Yl — nz)a;”} . (9.55)

Now, for any m1, my € Z, we denote
fg(ml,m2) = /]L2 doy]daqm exp{imlal[,l]}exp{—imzagu}

. (1 - (1]
X H exp {ck,le Yk 4 cp e }
k=p.q
(C )n3+m1(c )n3
p,1 p,2

o0
)
=4n Zl(m +m; >0) RT—

n3=0
00
(Cq D™ (Cq 2)n4+m2
1 >0 : . 9.56
X Z (ng +mo > 0) nal(na 4 mo)] (9.56)
n4=0
Setting

my:=n+4£ +n; —ny, mo:=n+4€y+ny —ny, (9.57)
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and using (9.55), we can rewrite (9.54) as

o]

L,(z],zz)=eXp{_i(y;11tp+yglltq)} DL
VM W Dl(n2)!
c ni+ny ~
(ﬁ) To (m1, mo). (9.58)

For simplicity, we employ the notation

m3 :=m3(ly,ny,np,n3) =my +n3, my:=ma(ly, ni,ny, ng) =my+ny.

(9.59)
Consequently, by (9.58) and (9.56) we obtain
T (010 A2 1 [ < 1 Cp.g |"1tm2
< D - |27
Ho b ) =4 eXpH f(y K tq)” Z_ TR
lc p1| |Cp 2| |Cq,l|n4|cq,2|m4
n3=0 ng=0
ni+n
<C  max ((c”—q) | z(c,,,l)'"»*(cp,z)"3<cq,1>"4(cq,z>'"4
nl,nz,n3,n4€N M
ni+n
=C max (ST, )™ (9.60)
ny,no,n3,ng€N M

for some positive constant C, where in the last step we used the fact |cx 1| < 1, |ck 2] <
1, which can be seen directly from the definition in (9.53), the truncations in (9.39) and
the assumption n < M~!N¢2. Analogously, we also have |c p.q/M| < 1. According
to the definitions (9.57) and (9.59), we have

2(ny +np) +m3 +myg >2n+£1 + L.

Hence, by using |c 1] < 1, [cx2| < 1 and |cp 4/M| < 1, we have the trivial bound

| | 2(n1+n2)

[c

P.q ms3 mq
max — c C

ny.na,n3,n4=0 ( M ) (€p.1)™(eq.2)

lcp.ql e 2(n+03) 2(n+03)
=< 7 + |Cp,1| + |Cq,2| .

Therefore, we completed the proof by using (9.53). O
Now, we return to the proof of Lemma 9.11. Using (9.49) and Lemma 9.12 with

€1 = £, = 0to (9.40), and integrating the bounded variables vy], v([ll] and o out, we
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can get

1
I

. (N V¥ (V) .
IG(B, T)| < c/ dy},“/ dy}ll]/ 2dt - (dp )"
0 0 0
d n
x ((ﬁ) +d) + d;”) exp{ — 2Nn(a; —a_)t*}
V4-E? 3

5 w40
k=p.q

X exp 3 —

where the last two factors come from the facts

_ E2
exp l_ Z y;E” (a+ (u][(l])Q o (U][cl])Q) H — exp [_\/42E Z y’El]l ’
k=p.q k=p.q
. 2 ®Nn
ool Z (s nie(12())| (0 ()
(+4) i
=1+o(1). 9.61)

In (9.61) we used the fact (u,[cl])2 + (v,E”)2 = 1. Now, we integrate yl[,l] and yz[ll] out.

Consequently, by the definition in (9.52), we have

A (N4 1 O \2
G(B, T)| < c/o 20dt (20 + (=) ") exp{ - 2Nn(ay —a )}

VM
1
= ()

where in the last step we have used the assumption n < M~!N®2 in (1.16), Assump-
tion 1.14, the definition of & in (5.30) and the fact N = M W. Hence, we completed
the proof of Lemma 9.11. O

Finally, we can prove Lemma 9.9, and further prove Lemma 9.7.
Proof of Lemma 9.9. This is a direct consequence of Lemmas 9.10 and 9.11. O

Proof of Lemma 9.7. This is a direct consequence of (9.34), Lemma 9.8 and
Lemma 9.9. O

9.3 Summing up: Proof of Lemma 9.1

In this section, we slightly modify the discussions in Sects. 9.1 and 9.2 to prove
Lemma 9.1. The combination of Lemmas 9.2 and 9.7 would directly imply Lemma 9.1
if the Q(-) factor were not present in the definition of A(-). Now we should take Q(-)
into account. This argument is similar to the corresponding discussion in Sect. 6.4.
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Proof of Lemma 9.1. At first, we observe that «1, k3 and «3 in (6.5) are obviously
independent of n. Then, by the fact k1 = WO it suffices to consider one monomial
of the form

[—1 /. [1]y—1 il _jg!!] wiajb
Pl(l,s, p) (g ) )pz({e ke Tk mp) U Ji=tew )

a,b=1,....4

where the degrees of p;(-), p2(-) and q(-) are all O(1), and independent of n, in light
of the fact k3 = O(1) in (6.5). Especially, the order of (y},l])_land (ygl])_1 are not
larger than 2, which can be easily seen from the definition of Q(-) in (3.19).

Now, we reuse the notation Pq()A(, B,V,T) and Fp()A(, B,V,T) in (6.36), by
redefining them as

& B ;i a§j.b
P.(X,B,V,T) ;=/d_QdE7>(.),q { .asj, }”_ ,
q =1 W

( M Zfb=1,...,4)

Fo(X,B,V,T) := /dX[”dy“]dw“]du(Pl)dv(Ql) F()
- - o) —iol!]
xpr (5, OED 7L GIH T pa (feir, e ]k:p)

It is easy to check P(-)q(-) also has an expansion of the form in (9.13). Hence, the
bound in (9.2) holds for Pq(-) as well. For F(-), the main modification is to use
Lemma 9.12 with general £; and ¢, independent of n, owing to the function p>(-). In
addition, by the truncations in (9.39), we can bound p{ (-) by some constant C. Hence,
it suffices to replace n by n + £3 in the proof of Lemma 9.11. Finally, we can get

A oA 1
Fp(X,B, V’ T) =0 ((1\]77)—"_,’_(3) )

with some finite integer £3 independent of n. Consequently, we completed the proof
of Lemma 9.1. O

10 Integral over the Type II and III vicinities

In this section, we prove Lemma 5.9. We only present the discussion for Z(Y'?, 12,
Tj, Tj, Ts, ]IW_I), i.e. integral over the Type II vicinity. The discussion on
Zrl, vl r*, r*, 15, 1"-1) is analogous. We start from (8.46). Similarly, we shall
provide an estimate for the integrand. At first, under the parameterization (8.2) with

x = +, we see that

w

(—a)V 03
H(xj',l —xj,z)z(ij + bj,z)2 = M—J;V(cur —a_)?V (1 + O(W))

Jj=1
w ) 2

j=1
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Then, what remains is to estimate A()A( , é, V, T). Our aim is to prove the following
lemma.

Lemma 10.1 Suppose that the assumptions in Theorem 1.15 hold. In the Type II
vicinity, we have

IAX, B, V,T)| < e N det Ay|? det(S1V)? (10.2)

Jfor some positive constant c.
With the aid of (10.1) and Lemma 10.1, we can prove Lemma 5.9.

Proof of Lemma 5.9. Recall (8.46). At first, by the definition of AY in (8.33), (5.24)
and the fact Reai > 0, we can see that

Re(¥' A% %) > |IX]3 (10.3)

for all {V; }W , € (U(2))"~!. Substituting (5.21), (10.1), (10.2), (10.3) and the esti-
mates in Proposmon 8.4 into (8.46) yields

VAQ T S i I 0 LY

w
—eny (ay —a)*V me do; du
<M e et SV det Ayl H o HW?I'szv,dv,
J:
/ w
Hd‘[, 1/ Hd‘fj’z/ HdC/J/ Hdc./ﬂ/ Hd)%j"]
RW— 1 .: RW*I J:2 RW /:1 RW /:l RW 121
X/ Hd)%j’z exp{(ay —a)*t1SVr }exp{(ayr —a_)’1hSV1,)
RW
1 1 1 1
xexp[—5||él||§—5||éz||%}exp[—5||&1||%—5||&2||§}

w
X H ()%j,] —55]-,2 + 0(%))2»

j=1

where we absorbed several factors by exp{—cNn}. We also enlarged the domains to
the full ones. Then, using the trivial facts

/]LWIH /W]EIZUJdv]_l

and performing the Gaussian integral for the remaining variables, we can get

@ \\W
b b X X w—1 ), . . I
T2, Y s, T, 1Y) < Cldet SV - [ det Ay | (HO(«/M)) .
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(10.4)
Observe that
ldet Ay| < |1 +a2 |V <2W. (10.5)

Moreover, by Assumption 1.1 (ii), we see that |s;;| < (1 — ¢p)/2 for some small
positive constant ¢o. Consequently, since SV is negative definite, we have

1 —co\W
|det SO1 < [lsal = (—5—) (10.6)
i#l

by Hadamard’s inequality. Substituting (10.5) and (10.6) into (10.4) yields
T, Y2 v v Y, IV h = 0(eY) (10.7)

for some positive constant §. Hence, we proved the first part of Lemma 5.9. The second
part can be proved analogously. O

In the sequel, we prove Lemma 10.1. We also ignore the factor Q(-) from the
discussion at first.

10.1 P(X, B, V, T) in the Type II vicinity

Lemma 10.2 Suppose that the assumptions in Theorem 1.15 hold. In the Type II
vicinity, we have

W2+y @2
— | det Ay > det(S™D)2. (10.8)

P(X,B,V,T)| <
[P( )| =< i

Proof We will follow the strategy in Sect. 9.1. We regard all V-variables as fixed
parameters. Now, we define the function

P=0(X, B, T) = |%j1| + %2l + 1bj1] + 1bj2| + |1

Then, we recall the representation (9.4) and the definition of A, ; in (9.5). We still
adopt the representation (9.8). It is easy to see that in the Type II vicinity, we also have
the bound (9.9) for p,. j,a,8- The main difference is the first factor of the r.h.s. of (9.4).
We expand it around the saddle point as

exp{ — Trvi RV, 217 B8 | =exp [ - Ty 203 8

xexp{— «/%Aj}.
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We take the formula above as the definition of A j» which is of the form
4
Aj= D" pjap - @jdkip
o,p=1
where p j,a,p 18 a function of X , é, V and T -variables, satisfying
Pjap=00.
Let [ = (a +2A+) BS®(@a +2A+) @ S. Recalling the notation in (6.16), we can
write
w
—> 5yTr2;E— > TrDy'2;D;'E; = —QHE".
J.k Jj=1
Now, via replacing A1 ; by Zl,j, k;bylj, Hby H in the proof of Lemma 9.2, we can

perform the proof of Lemma 10.2 in the same way. We leave the details to the reader.
]

10.2 F(X, B, V, T) in the Type II vicinity

Lemma 10.3 Suppose that the assumptions in Theorem 1.15 hold. In the Type 11
vicinity, we have

(10.9)

F(X,B,V,T)= 0 (eXp{_(a+ _a‘)N”}).

(Nn)n+1

Proof Recall the decomp051t10n (9.34). Note that Lemma 9.9 is still applicable. Hence,
it suffices to estimate F(X, V). Now, note that in the Type II vicinity, it is easy to see
that

ém{j]: O(II§1|I1\/-|-MII§2II1) _ 0(%))

Consequently, by the assumption on n, we have

w
exp i Mn ZTerJ =exp{O(O~VMn)} =1+ o(1).
j=1

From (3.20) we can also see that all the other factors of f (P, V, }A(, XMy are 0(1).

Hence, by the definition (9.33), we have F(X, V) = O (exp{—(as — a_)Nn}), which
together with Lemma 9.9 yields the conclusion. O
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10.3 Summing up: Proof of Lemma 10.1

Analogously, we shall slightly modify the proofs of Lemma 10.2 and Lemma 10.3, in
order to take Q(-) into account. The proof can then be performed in the same manner
as Lemma 9.1. We omit the details.

11 Proof of Theorem 1.15

The conclusion for Case 1 is a direct consequence of the discussions in Sects. 3.5-10.
More precisely, by using Lemmas 5.1, 5.6, 5.8 and 5.9, we can get (1.21) immediately.
The proofs of Case 2 and Case 3 can be performed analogously, with slight modifi-
cations, which will be stated below. In Case 2, we shall slightly modify the discussions
in Sects. 3.5-10 for Case 1, according to the decomposition of supermatrices in (3.9).
Now, at first, in (3.12) and (3.13), for A = S, )?, )7, Q or E‘, we replace Ag) and A,(;)
by A;,l’2> and A, respectively, and replace A,[Il] by AE,Z]. In addition, in the last three
lines of (3.13), we shall also replace 54 by §;,, and replace §,, and 54, by 5),, and
in the first line, we replace ¢1,4,101,p,192,p,192.4.1 bY @1,p,2P1,p,192,p, 192, p.2. Then,
in (3.14) and (3.15), for A = X, Y, 2, &, w, &, w, y, i,V or o, we replace A[ql] by
AE,Z]. With these modifications, it is easy to check the proof in Sects. 3.5-10 applies to
Case 2 as well. The main point is we can still gain the factor 1/(N7)"*! from integral
of g(-) defined in (3.21) (with y[l] and w [1] replaced by y 2} and w,,2 ]) Heuristically,
we can go back to (4.4), and replace O’q by O’p I therein. It is then quite clear the
same estimate holds. Consequently, Lemmas 5.1, 5.6, 5.8 and 5.9 still hold under the
replacement of the variables described above. Hence, (1.21) holds in Case 2.

In Case 3, we can also mimic the discussions for Case 1 with shght modifica-
tions. We also start from (3.12) and (3.13). For A = S, X,Y, 2,5, » and &, we
replace A by Ay, and replace A[I] by 0. In addition, in the first hne of (3.13), we
replace ¢1 q, l¢l p, 1¢2 p, 1¢2 q, 1by ¢l p, l¢l p, l¢2 p, l¢2 D, l Consequenﬂ}’» after USIIlg
superbosonlzatlon formula, we w111 get the factor (y[1J | (w » (w » ) Y12))?" instead of
(yp yq (Wq (wq ) )12(W,, (Wp )*)21)" in (3.16). Then, for the superdeterminant
terms

2
1l det(Xy — 2:(Yo) "' Ep) 1 W (y/El] - &l lw;E]])
k=p.q det Yk k=p.q det2(X][<l])
we shall only keep the factors with k = p and delete those with k = ¢. Moreover,
we shall also replace AEII] byOforA=X,Y, 2,5, 0 &W,y,u,vor o in (3.16).
In addition, dA! shall be redefined as the differential of Ay]-variables only, for
A = X,y,w, w and &. One can check step by step that such a modification does not
require any essential change of our discussions for Case 1. Especially, note that our
modification has nothing to do with the saddle point analysis on the Gaussian measure
exp{—M(K()A(, V)+ L(é, T))}. Moreover, the term P(-) in (3.29) can be redefined
by deleting the factor with k = ¢ in the last term therein. Such a modification does not
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change our analysis of P(-). In addition, the irrelevant term Q(-) can also be defined
accordingly. Specifically, we shall delete the factor with & = ¢ in the last term of
(3.30) and replace Agl] by 0 for A = 2, &5, w, &, w, y. It is routine to check that
Lemma 6.3 still holds under such a modification. Analogously, we can redefine the
functions F(-), f(-) and g(-) in (3.19)—(3.21). Now, the main difference between Case
3 and Case 1 or 2 is that the factor (yy] | (WE}] (WE,H)*)12|)2'1 does not produce oscilla-
tion in the integral of g(-) any more. Heuristically, the counterpart of (4.4) in Case 3
reads

el AN / dyMdwlav(Q) - g(B, T, @1,y w'h)

% —iol!] 1
N/ tht/ doll] ‘echr]t2+cle Pt
0 L 7 Nn

Hence, (1.21) holds for Case 3. Therefore, we completed the proof of Theorem 1.15.

12 Comment on the prefactor N0 in (1.21)

In the proof of (1.21), we have used N0 to replace MOZWC /(Nn)t (see the proof
of Lemma 5.8). However, the latter is also artificial. It can be improved to some
n-dependent constant C,, via a more delicate analysis on A(-), i.e. the integral of
P()Q()F(-). Such an improvement stems from the cancellation in the Gaussian
integral. At first, a finer analysis will show that the factor Q(-) can really be ignored,
in the sense that it does not play any role in the estimate of the order of E|G;; (2)]*".
Hence, for simplicity, we just focus on the product P(-)F(-) instead of A(-). Then,
we go back to Lemmas 9.2 and 9.7. Recall the decomposition (9.34). A more careful
analysis on F(-) leads us to the following expansion, up to the subleading order terms
of the factors @(-) and ]107(~),

w
o o 1 Mn . . .
F() =GOFC) ~ oy 2 1+\/—M§'1(Xj,17x1127vj>+"'

Mn il
<\ 142 2 b+ ). (12.1)

T

j=1

where |;(-)’s and I’j (+)’s are some linear combinations of the arguments. Analogously,

we shall write down the leading order term of P(-) in terms of X, b, f and ¥ explicitly.
Then it can be seen that the leading order term of P(-) is a linear combination of
J%j,lfék,Z, l;j,1b°k,2, J%j,al;k,ﬁ, VjaTkp for j,k=1,...,Wand o, 8 = 1,2, in which
all the coefficients are of order 1/M. Observe that the Gaussian integral in (8.45) will
kill the linear terms. Consequently, in the expansion (12.1), the first term that survives
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after the Gaussian integral is actually

1 My & My &
W . W le()%/’l, )%./',29 lcjj) . \/_M ZI/](I?]’], bj’z, l?j) (122)
j=1

j=1

Replacing A(-) by the product of the leading order term of P(-) and (12.2) in the
integral (8.45) and taking the Gaussian integral over ¢, d, T and v-variables yield the
true order 1/(Nn)", without additional N-dependent prefactors.

Table of symbols

For the convenience of the reader, in the following table we collect some frequently
used symbols followed by the locations where they are defined.

ay.a— (1.27) X;. B (3.23) S, s¥ (5.23)
U, S, uj,s; (3.25) P, 01 (3.25) e (5.30)
Tj1.Tj2 (8.20) Vi Tj (3.24) LL %I (1.30)
V1. V)2 (8.23) Ay, A (8.14) 2. 1i. T (5.32)
k(a) (5.4) AY LAY (8.33) T, Ts (8.4)

Di, Dz, Dy, D_ (1.28) H (9.26) Too (8.39)
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