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Abstract
In this paper, we determine the motivic class — in
particular, the weight polynomial and conjecturally the
Poincaré polynomial — of the open de Rham space,
defined and studied by Boalch, of certain moduli spaces
of irregular meromorphic connections on the trivial
rank 𝑛 bundle on ℙ1. The computation is by motivic
Fourier transform. We show that the result satisfies the
purity conjecture, that is, it agrees with the pure part
of the conjectured mixed Hodge polynomial of the cor-
responding wild character variety. We also identify the
open de Rham spaces with quiver varieties with mul-
tiplicities of Yamakawa and Geiss–Leclerc–Schröer. We
finish with constructing natural complete hyperkähler
metrics on them, which in the four-dimensional cases
are expected to be of type ALF.
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1 INTRODUCTION

In the paper [27] , theHodge structure on the cohomology of character varieties of representations
of the fundamental group of a Riemann surface was studied, using arithmetic harmonic analysis.
It resulted in a conjecture [27, Conjecture 4.1] on the mixed Hodge polynomial and observations
[27, Remark 4.4.2] on the pure part. This study was extended to character varieties of punctured
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960 HAUSEL et al.

Riemann surfaces in [24], where a more geometric purity conjecture [24, Remark 1.3.1] appeared.
First, we recall this conjecture.

1.1 Tame purity conjecture

For 𝑘, 𝑛 ∈ ℤ>0, let 𝝁 = (𝜇1, … , 𝜇𝑘) ∈ 𝑘𝑛 be a 𝑘-tuple of partitions of 𝑛. LetG ∶= GL𝑛(ℂ). An orbit ⊂ 𝔤 ∶= 𝔤𝔩𝑛(ℂ) for the adjoint action of G has type 𝜇 ∈ 𝑛 if the partition given by the multiset
of multiplicities of the eigenvalues of any element in  is 𝜇. Let (1, … ,𝑘) be a generic 𝑘-tuple
of semisimple adjoint orbits in 𝔤 of type 𝝁 in the sense of Definition 3.1.6. Then the variety

∗
𝝁 = {(𝐴1, 𝐴2, … ,𝐴𝑘) | 𝐴𝑖 ∈ 𝑖 , 𝐴1 +⋯ + 𝐴𝑘 = 0}∕∕G, (1.1.1)

constructed in [7, pp. 141–142] as an affine geometric invariant theory (GIT) quotient by the
diagonal conjugation action of G is smooth.
Fix distinct points 𝑎1, … , 𝑎𝑘 ∈ ℙ1 ⧵ {∞}. A point of∗

𝝁 represented by (𝐴1, 𝐴2, … ,𝐴𝑘) yields a
logarithmic connection

𝑘∑
𝑖=1

𝐴𝑖
𝑑𝑧

𝑧 − 𝑎𝑖

on the trivial rank 𝑛 bundle on ℙ1 with residue in 𝑖 at the point 𝑎𝑖 for 1 ⩽ 𝑖 ⩽ 𝑘. We call∗
𝝁 the

tame open de Rham space, as it is open in the full moduli space of flat rank 𝑛 connections on ℙ1
with logarithmic singularities and prescribed adjoint orbit of residues around 𝑎𝑖 .
Defining the conjugacy class 𝑖 = exp(2𝜋𝑖𝑖) ⊂ G, we get a generic 𝑘-tuple (1, … ,𝑘) of

semisimple conjugacy classes of type 𝝁. We define the tame character variety of type 𝝁 as the
smooth affine GIT quotient [7, pp. 141–142]

𝝁
𝐁
∶= {(𝑀1, … ,𝑀𝑘) |𝑀𝑖 ∈ 𝑖 , 𝑀1⋯𝑀𝑘 = 𝟙𝑛}∕∕G, (1.1.2)

where 𝟙𝑛 is the 𝑛 × 𝑛 identity matrix.
The character variety parameterizes isomorphism classes of 𝑛-dimensional representations

of the fundamental group of ℙ1 ⧵ {𝑎1, … , 𝑎𝑘}, with monodromy around 𝑎𝑖 in 𝑖 . One has the
Riemann–Hilbert monodromy map

𝜈𝑎 ∶∗
𝝁 →𝝁

𝐁
,

taking the flat connection
∑𝑘
𝑖=1 𝐴𝑖

𝑑𝑧

𝑧−𝑎𝑖
to the representation given by its monodromy along loops

in ℙ1 ⧵ {𝑎1, … , 𝑎𝑘}. Although this monodromy map is not algebraic, we have the following.

Conjecture 1.1.3 (Purity conjecture). The map 𝜈∗𝑎 ∶ 𝐻
∗(𝝁

𝐁
, ℚ) → 𝐻∗(∗

𝝁, ℚ) is surjective, it
preserves mixed Hodge structures and is an isomorphism on the pure parts.

As themixed Hodge structure of∗
𝝁 is known to be pure [24, Proposition 2.2.6], the conjecture

implies that the pure part of the cohomology of𝝁
𝐁
is isomorphic to the full cohomology of∗

𝝁.
The consistency of [24, Conjecture 1.2.1] on the mixed Hodge polynomial of 𝝁

𝐁
with Conjec-

ture 1.1.3 above was tested by checking in [24, Theorem 1.3.1] that the pure part of the conjectured
mixed Hodge polynomial of𝝁

𝐁
agrees with the weight polynomial of∗

𝝁.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 961

The proof of the purity of 𝐻∗(∗
𝝁; ℚ) in [24, Proposition 2.2.6] proceeds by recalling [15] the

identification of∗
𝝁 as a certain star-shapedNakajima quiver variety. In particular,∗

𝝁 acquires a
natural complete hyperkähler metric of ALE type. For example, for the star-shaped affine Dynkin
diagrams of 𝐷̃4, 𝐸̃6, 𝐸̃7, and 𝐸̃8 together with an imaginary root, we obtain the corresponding
asymptotically locally Eucledian (ALE) gravitational instantons of Kronheimer [36].

1.2 Irregular purity conjecture

The tame moduli spaces and the Riemann–Hilbert monodromy map above were generalized to
allow irregular singularities in [7]. The aim of the present paper is to extend the above purity ideas
to the case of meromorphic connections with irregular singularities.
Consider the following analog of (1.1.1). Fix 𝑘, 𝑛, 𝑠 ∈ ℤ>0 and we will take 𝝁 and (1, … ,𝑘)

as in Section 1.1. In addition, for 1 ⩽ 𝑖 ⩽ 𝑠, let 𝑚𝑖 ∈ ℤ>1 and consider the truncated polynomial
ring R𝑚𝑖 ∶= ℂ[𝑧]∕(𝑧

𝑚𝑖 ), and the group GL𝑛(R𝑚𝑖 ) of invertible matrices over R𝑚𝑖 . Let T ⊂ G be
the maximal torus of diagonal matrices and 𝔱 denote its Lie algebra. We will fix an element of the
form

𝐶𝑖 =
𝐶𝑖𝑚𝑖
𝑧𝑚𝑖

+
𝐶𝑖
𝑚𝑖−1

𝑧𝑚𝑖−1
+⋯ +

𝐶𝑖
1

𝑧
, (1.2.1)

with𝐶𝑖
𝑗
∈ 𝔱, further assuming that𝐶𝑖𝑚𝑖 has distinct eigenvalues. An element g ∈ GL𝑛(R𝑚𝑖 ) acts on

𝐶𝑖 by conjugation, viewing both g and 𝐶𝑖 as matrices over the ring of Laurent polynomials over 𝑧;
however, we will truncate any terms with nonnegative powers of 𝑧. We denote theGL𝑛(R𝑚𝑖 )-orbit
of𝐶𝑖 under this action by(𝐶𝑖) (it is explained in Section 2.1 howwemay view𝐶𝑖 as an element of
the dual of the Lie algebra ofGL𝑛(R𝑚𝑖 ), and(𝐶𝑖) as its coadjoint orbit). Observe thatG = GL𝑛(ℂ)
sits in each GL𝑛(R𝑚𝑖 ) as a subgroup and so acts on each (𝐶𝑖); in fact, given an element

𝑌𝑖 =
𝑌𝑖𝑚𝑖
𝑧𝑚𝑖

+
𝑌𝑖
𝑚𝑖−1

𝑧𝑚𝑖−1
+⋯ +

𝑌𝑖
1

𝑧
∈ (𝐶𝑖), (1.2.2)

theG-action is by conjugation on each term 𝑌𝑖𝑝. Now, for 1 ⩽ 𝑖 ⩽ 𝑠, we set 𝑟𝑖 ∶= 𝑚𝑖 − 1, and write
𝐫 ∶= (𝑟1, … , 𝑟𝑠) for the tuple. We may then construct the (irregular) open de Rham space as the
smooth affine GIT quotient

∗
𝝁,𝐫 ∶=

{
(𝐴1, … ,𝐴𝑘, 𝑌

1, … , 𝑌𝑠) ∈

𝑘∏
𝑗=1

𝑗 ×
𝑠∏
𝑖=1

(𝐶𝑖) ∶
𝑘∑
𝑗=1

𝐴𝑗 +

𝑠∑
𝑖=1

𝑌𝑖1 = 0

}//
G.

One likewise has an interpretation of∗
𝝁,𝐫 as amoduli space of meromorphic connections (see

Section 3.2), this time with poles of higher order, on the trivial rank 𝑛 vector bundle over ℙ1. The
class of (𝐴𝑗, 𝑌𝑖) yields a connection

𝑘∑
𝑗=1

𝐴𝑗
𝑑𝑧

𝑧 − 𝑎𝑗
+

𝑠∑
𝑖=1

𝑚𝑖∑
𝑝=1

𝑌𝑖𝑝
𝑑𝑧

(𝑧 − 𝑏𝑖)
𝑝

for a set of distinct poles {𝑎1, … , 𝑎𝑘, 𝑏1, … , 𝑏𝑠} ∈ ℙ1 ⧵ {∞}.
The definition of the corresponding wild character variety 𝝁,𝐫

𝐁
, which is the space of mon-

odromy data for moduli spaces of irregular connections, is a little more involved than in the
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962 HAUSEL et al.

logarithmic case (see [8, Equation (2)]). For the poles of higher order 𝑏𝑖 , in addition to the topo-
logical monodromy, one must also take into account the Stokes data, which distinguish analytic
isomorphism classes of locally defined connections from formal ones. However, even in this irreg-
ular case, the wild character variety retains certain similarities with the character variety defined
above at (1.1.2): it is a smooth affine variety defined only in terms ofG, certain algebraic subgroups
ofG, and orbits in them, and may be viewed as a space of “Stokes representations” [7, §3], though
we will not be working with this space directly.
There is again a Riemann–Hilbert monodromy map [8, Corollary 1]

𝜈 ∶∗
𝝁,𝐫 →𝝁,𝐫

𝐁
(1.2.3)

in this irregular case, which takes a connection to its monodromy data. An explanation of why
the wild character variety takes the form that it does and a detailed description of themonodromy
map 𝜈 may be found at [7, §3]. We then have the following.

Conjecture 1.2.4 (Irregular purity conjecture). The irregular Riemann–Hilbert map 𝜈 (1.2.3)
induces a surjectivemap 𝜈∗ ∶ 𝐻∗(𝝁,𝐫

𝐁
, ℚ) → 𝐻∗(∗

𝝁,𝐫 , ℚ)which preservesmixedHodge structures
and is an isomorphism on the pure parts.

1.3 Main results and layout of the paper

To formulate our main result, we fix integers g ⩾ 0 and 𝑘 > 0. Let 𝐱1 = {𝑥1,1, 𝑥1,2, … }, … , 𝐱𝑘 =
{𝑥𝑘,1, 𝑥𝑘,2, … } be 𝑘 sets of infinitely many independent variables and let Λ(𝐱1, … , 𝐱𝑘) be the ring
of functions separately symmetric in each of the sets of variables.
We define the Cauchy kernel

Ω𝑘(𝑧, 𝑤) ∶=
∑
𝜆∈

𝜆(𝑧, 𝑤)
𝑘∏
𝑖=1

𝐻̃𝜆(𝑧
2, 𝑤2; 𝐱𝑖) ∈ Λ(𝐱1, … , 𝐱𝑘) ⊗ℤ ℚ(𝑧, 𝑤),

where

𝜆(𝑧, 𝑤) ∶=
∏ (𝑧2𝑎+1 − 𝑤2𝑙+1)2g

(𝑧2𝑎+2 − 𝑤2𝑙)(𝑧2𝑎 − 𝑤2𝑙+2)

is a (𝑧, 𝑤)-deformation of the (2g − 2)th power of the standard hook polynomial — where the
product goes through the boxes in the Young tableaux of 𝜆, and 𝑎 and 𝑙 are the arm length and leg
length of the corresponding box — and

𝐻̃𝜆(𝑧
2, 𝑤2; 𝐱𝑖) ∈ Λ(𝐱𝑖) ⊗ℤ ℚ(𝑞, 𝑡)

is the modified Macdonald symmetric function defined in [22, (11)]; see [24, §2.3.4] for more
details. Finally, we let

ℍ𝝁,𝑟(𝑧, 𝑤) =

(−1)𝑟𝑛(𝑧2 − 1)(1 − 𝑤2)
⟨
Log
(
Ω𝑘+𝑟

)
, ℎ𝜇1(𝐱1) ⊗⋯⊗ ℎ𝜇𝑘(𝐱𝑘) ⊗ 𝑠(1𝑛)(𝐱𝑘+1) ⊗⋯⊗ 𝑠(1𝑛)(𝐱𝑘+𝑠)

⟩
,

where ℎ𝜇(𝐱𝑖) are the complete symmetric functions, 𝑠(1𝑛)(𝐱𝑗) are the Schur symmetric functions
in the corresponding variables, and ⟨⋅, ⋅⟩ is the extended Hall pairing and Log is the plethystic
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 963

logarithm. The notation is explained in more detail in Section 5.2; see also [24, §2.3] for detailed
explanations of the formalism.
Note that ℍ𝝁,𝑟(−𝑧,𝑤) as defined is a rational function in ℚ(𝑧,𝑤), but conjecturally,

because of Conjecture 1.3.2 below, it is a polynomial function in ℚ[𝑧, 𝑤] with positive integer
coefficients.
One of ourmain results is the computation of theweight polynomial of the open de Rham space

∗
𝝁,𝐫 .

Theorem 1.3.1.
∑
𝑘,𝑖⩾0(−1)

𝑖 dimℂ(𝐺𝑟
𝑊
2𝑘
𝐻𝑖𝑐(∗

𝝁,𝐫 , ℂ))𝑞
𝑘 = 𝑞𝑑𝝁,𝐫∕2ℍ𝝁̃,𝑟(0, 𝑞

1∕2).

The main conjecture of [26, Conjecture 0.2.2] — formulated here for compactly supported
cohomology by Poincaré duality for the smooth variety𝝁,𝐫

𝐁
— claims that

Conjecture 1.3.2.∑
𝑖,𝑘⩾0

dimℂ
(
𝐺𝑟𝑊
2𝑘
𝐻𝑖𝑐(𝝁,𝐫

𝐁
, ℂ)
)
𝑞𝑘𝑡𝑖 = (𝑞𝑡2)𝑑𝝁,𝐫∕2ℍ𝝁̃,𝑟(−𝑞

−1∕2, 𝑡𝑞1∕2).

Thus, if𝐻∗(∗
𝝁,𝐫 , ℚ)were pure, our main Theorem 1.3.1 would be a consequence of our purity

conjecture Conjectures 1.2.4 and 1.3.2. However, we were unable to prove that 𝐻∗(∗
𝝁,𝐫 , ℚ) is

always pure and we only state it as Conjecture 5.2.7.
The proof of Theorem 1.3.1 is first performed, as Theorem 4.3.1, in the case of 𝑘 = 0, that is, only

irregular punctures. In this case, we can proceed by motivic Fourier transform, as in [52], and the
result will be a motivic extension of Theorem 1.3.1. The general case — Theorems 5.1.6 and 5.2.3
— is then proved via the arithmetic harmonic analysis technique of [24].
As an analog of Crawley–Boevey’s result [15] for the irregular case, in Section 6, we prove that

the open de Rham spaces∗
𝝁,𝐫 are isomorphic to quiver varieties with multiplicities. These vari-

eties have been considered by Yamakawa [54] in the rank 2 case and their defining equations, in
terms of certain preprojective algebras, have been studied by Geiss–Leclerc–Schröer [23] in gen-
eral. Then, in Section 6.4.2, we consider the star-shaped nonsimply laced affine Dynkin diagrams
that correspond to open de Rham spaces of dimension 2. Here, we discuss the main results of the
paper in these special toy cases.
Finally, in Section 7, we prove the existence of natural complete hyperkähler metrics on∗

𝝁,𝐫

when the irregular poles have order 2. Existence of such metrics was discussed in [10, §3.1]), but
as there seems to be no complete proofs given in the literature, we provide the details here. In
the (real) four-dimensional toy example cases, for example, those appearing in Section 6.4.2, we
expect the resulting metrics to be of type ALF, i.e. asymptotically locally flat.

2 PRELIMINARIES

2.1 Groups, Lie algebras, and their duals over truncated polynomial
rings

Let us fix a perfect base field𝕂 and an integer 𝑛 ⩾ 1. We will setG ∶= GL𝑛(𝕂) and denote by 𝔤 ∶=
𝔤𝔩𝑛(𝕂) its Lie algebra. Furthermore, T ⊂ G will denote the standard maximal torus consisting of
the invertible diagonal matrices, 𝔱 ⊂ 𝔤 its Lie algebra, and 𝔱reg ⊂ 𝔱 the subset of elements with
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964 HAUSEL et al.

distinct eigenvalues. Fix another integer𝑚 ⩾ 1 and let R𝑚 ∶= 𝕂[[𝑧]]∕(𝑧𝑚) = 𝕂[𝑧]∕(𝑧𝑚). Then we
may also consider these groups over R𝑚,

G𝑚 ∶= GL𝑛(R𝑚) =
{
g0 + 𝑧g1 +⋯ + 𝑧𝑚−1g𝑚−1 | g0 ∈ G, g1, … , g𝑚−1 ∈ 𝔤}, (2.1.1)

𝔤𝑚 ∶= 𝔤𝔩𝑛(R𝑚) =
{
𝑋0 + 𝑧𝑋1 +⋯ + 𝑧𝑚−1𝑋𝑚−1 | 𝑋𝑖 ∈ 𝔤},

andwe define T𝑚 and 𝔱𝑚 similarly.Wewill regardG𝑚 and T𝑚 as algebraic groups over𝕂: from the
description above,G𝑚 = G × 𝔤𝑚−1 as a𝕂-variety; writing out the components of each 𝑧𝑖 under the
group law in G𝑚, it is easy to see that the operation is well defined on tuples, and so, one indeed
gets an algebraic group over 𝕂. Of course, 𝔤𝑚 is a vector space over 𝕂.
Observe that GL𝑛(R𝑚) is not reductive; its unipotent radical G1𝑚 ⊂ G𝑚 and Lie algebra 𝔤1𝑚 are,

respectively,

G1𝑚 = GL
1
𝑛(R𝑚) = {𝟙𝑛 + 𝑧𝑏1 + 𝑧

2𝑏2 +⋯ + 𝑧𝑚−1𝑏𝑚−1 | 𝑏𝑖 ∈ 𝔤},
𝔤1𝑚 = 𝔤𝔩

1
𝑛(R𝑚) = {𝑧𝑋1 + 𝑧

2𝑋2 +⋯ + 𝑧𝑚−1𝑋𝑚−1 | 𝑋𝑖 ∈ 𝔤},
where 𝟙𝑛 denotes the 𝑛 × 𝑛 identity matrix.
There is a semidirect product decomposition

G𝑚 = G
1
𝑚 ⋊ G, (2.1.2)

where we identify G with the subgroup of those elements satisfying

g1 = ⋯ = g𝑚−1 = 0,

in the notation of (2.1.1); we will often refer to G identified as such as the subgroup of constant
elements in G𝑚. We thus obtain a direct sum decomposition

𝔤𝑚 = 𝔤
1
𝑚 ⊕ 𝔤; (2.1.3)

this decomposition is preserved by the adjoint action of G but not of G𝑚. We will write T1𝑚 ∶=
T𝑚 ∩ G

1
𝑚 and 𝔱1𝑚 ∶= 𝔱𝑚 ∩ 𝔤

1
𝑚.

It will be convenient to identify the dual vector space 𝔤∨𝑚 with

𝑧−𝑚𝔤𝑚 =

{
𝑧−𝑚𝑌𝑚 + 𝑧

−(𝑚−1)𝑌𝑚−1 +⋯ + 𝑧−1𝑌1
|||| 𝑌𝑖 ∈ 𝔤

}
(2.1.4)

via the trace residue pairing. This means that for 𝑋 ∈ 𝔤𝑚 and 𝑌 ∈ 𝑧−𝑚𝔤𝑚, we set

⟨𝑌,𝑋⟩ ∶= Res𝑧=0 tr 𝑌𝑋 = 𝑚∑
𝑖=1

tr 𝑌𝑖𝑋𝑖−1. (2.1.5)

Under this identification, the dual 𝔤∨ of the subgroupG ⊆ G𝑚 corresponds to the subspace 𝑧−1𝔤 ⊂
𝑧−𝑚𝔤𝑚 and (𝔤1𝑚)

∨ to those elements in 𝑧−𝑚𝔤𝑚 having zero residue term, that is,𝑌1 = 0. Wewrite

𝜋res ∶ 𝔤
∨
𝑚 → 𝔤∨, 𝜋irr ∶ 𝔤

∨
𝑚 → (𝔤1𝑚)

∨ (2.1.6)
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 965

for the natural projections. The latter projection may be identified with

𝑧−𝑚𝔤𝑚 → 𝑧−𝑚𝔤𝑚
/
𝑧−1𝔤𝑚, (2.1.7)

so we are simply truncating the residue term.
The adjoint and coadjoint actions of G𝑚 on 𝔤𝑚 and 𝔤∨𝑚 will both be denoted by Ad and are

defined by the same formula: for g ∈ G𝑚,

Adg𝑋 = g𝑋g−1, 𝑋 ∈ 𝔤𝑚 Adg𝑌 = g𝑌g−1, 𝑌 ∈ 𝔤∨𝑚.

What we mean in the latter case is that we consider g , g−1 and 𝑌 as matrix-valued Laurent poly-
nomials in 𝑧 and we truncate all terms of nonnegative degree in 𝑧 after multiplying. With this
convention, we have ⟨

Adg𝑌,𝑋
⟩
=
⟨
𝑌,Adg−1𝑋

⟩
.

Consider a tuple† 𝜆 = (𝜆0, … , 𝜆𝑙) ∈ ℕ𝑙+1 with
∑𝑙+1
𝑖=1 𝜆𝑖 = 𝑛. Let L𝜆 ⊂ G be the subgroup of block

diagonal matrices, with blocks of sizes 𝜆0, … , 𝜆𝑙, that is,

L𝜆 =
{
diag(𝑓0, … , 𝑓𝑙) ∈ G ∶ 𝑓𝑖 ∈ GL𝜆𝑖 (𝕂)

}
. (2.1.8)

Let 𝔩𝜆 denote its Lie algebra. The center of 𝔩𝜆 is given by

𝔷(𝔩𝜆) =
{
diag(𝑐0𝟙𝜆0 , … , 𝑐𝑙𝟙𝜆𝑙 ) ∶ 𝑐0, … , 𝑐𝑙 ∈ 𝕂

}
⊆ 𝔱.

We will write 𝔷(𝔩𝜆)reg for the subset of 𝔷(𝔩𝜆) for which the 𝑐𝑖 are pairwise distinct. The center of
L𝜆 satisfies Z(L𝜆) = 𝔷(𝔩𝜆) ∩ G, and can be described as the subset of 𝔷(𝔩𝜆) with all 𝑐𝑖 ∈ 𝕂×. An
important special case is when 𝜆 = (1, … , 1), so one has 𝔩𝜆 = 𝔱 and 𝔷(𝔩𝜆)reg = 𝔱reg. We will also use
the notation as above for these groups, namely,

L𝜆,𝑚 ∶= L𝜆(R𝑚) L1
𝜆,𝑚
∶= L𝜆,𝑚 ∩ G

1
𝑚 𝔩𝜆,𝑚 ∶= 𝔩𝜆(R𝑚) 𝔩1

𝜆,𝑚
∶= 𝔩𝜆,𝑚 ∩ 𝔤

1
𝑚.

2.2 Coadjoint orbits

Coadjoint orbits for groups of the form G𝑚 will play a prominent role in this paper, so here we
will set some notation and record some results that will be used later.

2.2.1 Conventions and variety structure

By a diagonal element or formal type of order𝑚, we will mean an element in 𝔤∨𝑚 of the form

𝐶 =
𝐶𝑚
𝑧𝑚

+
𝐶𝑚−1
𝑧𝑚−1

+⋯ +
𝐶1
𝑧
∈ 𝔱∨𝑚 = 𝑧

−𝑚𝔱𝑚, with 𝐶𝓁 ∈ 𝔱(𝕂), 1 ⩽ 𝓁 ⩽ 𝑚. (2.2.1)

†We will use ℕ and ℤ>0 interchangeably.
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966 HAUSEL et al.

By permuting diagonal entries if necessary, 𝐶 may be written

𝐶 = diag(𝑐0𝟙𝜆0 , 𝑐
1𝟙𝜆1 , … , 𝑐

𝑙𝟙𝜆𝑙 ) (2.2.2)

for some partition (𝜆0, … , 𝜆𝑙) of 𝑛, with the 𝑐𝑖 ∈ 𝑧−𝑚R𝑚 distinct. In fact, we will make the stronger
assumption that for all 0 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑙

𝑧𝑚(𝑐𝑖 − 𝑐𝑗) ∈ R×𝑚. (2.2.3)

This assumption is stronger than what is required, for example, in [6, Main assumption], but
many of our arguments will rely crucially on (2.2.3).

If we write 𝑐𝑖 = 𝑐𝑖𝑚
𝑧𝑚
+⋯ +

𝑐𝑖
1

𝑧
with 𝑐𝑖𝓁 ∈ 𝕂, 1 ⩽ 𝓁 ⩽ 𝑚, then (2.2.3) is equivalent to

𝑐𝑖𝑚 ≠ 𝑐𝑗𝑚
for all 0 ⩽ 𝑖 ≠ 𝑗 ⩽ 𝑙; that is, all the leading coefficients are distinct. We fix such a diagonal element
𝐶 and write (𝐶) for the coadjoint orbit of 𝐶, that is, the image of the orbit map

𝜂 ∶ G𝑚 → 𝔤𝔩∨𝑚

g ↦ Adg (𝐶).

Lemma 2.2.4. Let 𝐶 be a diagonal element satisfying (2.2.3).

(a) The coadjoint orbit (𝐶) is an affine variety.
(b) Let ZG𝑚(𝐶) denote the centralizer of 𝐶 in G𝑚. There is a G𝑚-equivariant isomorphism 𝜙 ∶

G𝑚∕ZG𝑚(𝐶)
∼
a→ (𝐶) such that the diagram

commutes. In particular, (𝐶) is a homogeneous space for G𝑚 and 𝜂 is a categorical quotient.

We will give a description of the centralizers 𝑍G𝑚(𝐶) for certain 𝐶 in Lemma 2.2.8(d) below.

Proof. To see (a), we note that(𝐶)will be the set of elements satisfying the appropriate minimal
polynomial over R𝑚, which may then be written down as equations over 𝕂. To be explicit about
this, let 𝑌 ∈ 𝔤∨𝑚 be written as in (2.1.4); we consider 𝑧𝑚𝑌 as an element of 𝔤𝑚 by writing

𝑧𝑚𝑌 = 𝑌𝑚 + 𝑧𝑌𝑚−1 +⋯ + 𝑧𝑚−1𝑌1.

Similarly, for 1 ⩽ 𝑖 ⩽ 𝑙, we consider 𝑧𝑚𝑐𝑖 ∈ R𝑚 by writing

𝑧𝑚𝑐𝑖 = 𝑐𝑖𝑚 + 𝑧𝑐
𝑖
𝑚−1 +⋯ + 𝑧𝑚−1𝑐𝑖1.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 967

Then the minimal polynomial as mentioned gives defining equations for (𝐶) in the sense that
the following matrix over R𝑚 is zero if and only if 𝑌 ∈ (𝐶):

(𝑧𝑚𝑌 − 𝑧𝑚𝑐0𝟙𝑛)⋯ (𝑧
𝑚𝑌 − 𝑧𝑚𝑐𝑙𝟙𝑛).

Of course, this can be expanded and the coefficient of each power 𝑧𝑖 gives a matrix equation over
𝕂; the individual entries of all of these matrices give the algebraic equations for (𝐶). The fact
that these are indeed defining equations for (𝐶) can be proved in the same way one proves the
theorem that asserts that a matrix is diagonalizable if and only if its minimal polynomial has
distinct roots; for this, we need to use the assumption (2.2.3).
For (b), notice that both G and (𝐶) are smooth over 𝕂 and for every closed point 𝐴 ∈ (𝐶),

one has dim𝜂−1(𝐴) = dimZG𝑚(𝐶). Since 𝜂 is surjective, it is thus faithfully flat by [43, Theorem
23.1] and [51, https://stacks.math.columbia.edu/tag/00HQ Tag 00HQ] and 𝜙 an isomorphism by
[45, Proposition 7.11]. □

2.2.2 Computational lemmata

Fix a tuple 𝜆 = (𝜆0, … , 𝜆𝑙) ∈ ℕ𝑙+1 with
∑
𝜆𝑖 = 𝑛 and consider the group L𝜆 ⊂ G as in (2.1.8).

Let 𝔩od
𝜆
⊆ 𝔤 denote the subspace consisting of matrices with zeros on the diagonal blocks (of

course, the superscript can be read, “off diagonal”), so that we have an obvious L𝜆-invariant
decomposition

𝔤 = 𝔩𝜆 ⊕ 𝔩
od
𝜆
. (2.2.5)

In the case 𝜆 = (1, … , 1), we set 𝔤od ∶= 𝔩od
𝜆
, so that this is the space of matrices with zeroes along

the main diagonal.
Let 𝑏 = 𝟙𝑛 +

∑𝑚−1
𝑖=1 𝑧

𝑖𝑏𝑖 ∈ G
1
𝑚. We may write

𝑏−1 = 𝟙𝑛 +

𝑚−1∑
𝑖=1

𝑧𝑖𝑤𝑖,

where the 𝑤𝑖 ∈ 𝔤 are given by

𝑤𝑖 =

𝑖∑
𝑝=1

(−1)𝑝
∑

(𝜆1,𝜆2,…,𝜆𝑝)∈ℕ
𝑝

𝜆1+⋯+𝜆𝑝=𝑖

𝑏𝜆1 ⋯ 𝑏𝜆𝑝 . (2.2.6)

Suppose 𝐴 =
∑𝑚
𝑗=1 𝑧

−𝑗𝐴𝑗 ∈ 𝔤
∨
𝑚. Using the fact that 𝑤𝑖 = −𝑏𝑖 + … , we have the explicit

formula

Ad𝑏𝐴 =

(
𝟙𝑛 +

𝑚−1∑
𝑖=1

𝑧𝑖𝑏𝑖

)
𝐴

(
𝟙𝑛 +

𝑚−1∑
𝑖=1

𝑧𝑖𝑤𝑖

)

= 𝐴 +

𝑚−1∑
𝑝=1

𝑧−𝑚+𝑝

(
𝑝∑
𝑖=1

[𝑏𝑖, 𝐴𝑚+𝑖−𝑝] +

𝑝−1∑
𝑖=1

𝑝−𝑖∑
𝑗=1

[𝑏𝑖, 𝐴𝑚−𝑝+𝑖+𝑗]𝑤𝑗

)
. (2.2.7)
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968 HAUSEL et al.

Lemma 2.2.8.

(a) If 𝑋 ∈ 𝔤 and 𝑌 ∈ 𝔷(𝔩𝜆), then [𝑋, 𝑌] ∈ 𝔩od𝜆 .
(b) If 𝑋 ∈ 𝔤, 𝑌 ∈ 𝔷(𝔩𝜆)reg and [𝑋, 𝑌] ∈ 𝔩𝜆 (or equivalently, by (2.2.5), [𝑋, 𝑌] = 0), then 𝑋 ∈ 𝔩𝜆.
(c) Let

𝐶 =

𝑚∑
𝑖=1

𝑧−𝑖𝐶𝑖 ∈ 𝔷(𝔩𝜆)
∨
𝑚 ⊆ 𝔱

∨
𝑚

be given as in (2.2.2) with 𝐶𝑚 ∈ 𝔷(𝔩)reg and suppose g ∈ G𝑚 is such that Adg𝐶 − 𝐶 ∈ 𝔩∨𝜆,𝑚−1.
Then g ∈ L𝜆,𝑚 and Adg𝐶 = 𝐶.

(d) Let 𝐶 be as in (c). Then the centralizers of 𝐶 and 𝐶1 ∶= 𝜋irr(𝐶) ∈ (𝔱1𝑚)
∨ are

𝑍G𝑚(𝐶) = L𝜆,𝑚 𝑍G1𝑚
(𝐶1) = 𝐺1,rc

𝜆,𝑚
∶=

{
𝑏 = 𝟙𝑛 +

𝑚−1∑
𝑗=1

𝑧𝑗𝑏𝑗 ∈ G
1
𝑚

|||| 𝑏1, … , 𝑏𝑚−2 ∈ 𝔩𝜆
}
.

The superscript rc stands for “regular centralizer” that is justified by the statement.
(e) Let g ∈ 𝑍(L𝜆) and ℎ ∈ G1𝑚 such that ℎgℎ−1 ∈ L𝜆,𝑚. Then ℎgℎ−1 = g .

Proof. The first two statements can be seen by writing everything out as block matrices. For part
(c), by (2.1.2), we may write g = g0𝑏 for some g0 ∈ 𝐺, 𝑏 ∈ G1𝑚. Thus, Adg𝐶 can be obtained by
applying Adg0 to the expression in (2.2.7). The 𝑧

−𝑚 term is then Adg0𝐶𝑚; the hypothesis is that
this is 𝐶𝑚. Then part (b) implies that g ∈ 𝔩𝜆 ∩ G = L𝜆. Already this shows that Adg0𝐶 = 𝐶, since
all 𝐶𝑖 ∈ 𝔷(𝔩𝜆).
Now, the 𝑧−(𝑚−1) term in Adg𝐶 − 𝐶 is then Adg0 [𝑏1, 𝐶𝑚]. The assumption is that this lies in 𝔩𝜆;

byL𝜆-invariance, [𝑏1, 𝐶𝑚] ∈ 𝔩𝜆 and again by (b), 𝑏1 ∈ 𝔩𝜆. By induction,wemay assume 𝑏1, … , 𝑏𝑟 ∈
𝔩𝜆. We will show that 𝑏𝑟+1 ∈ 𝔩𝜆. Then from (2.2.7), the 𝑧−(𝑚−𝑟−1)-term of Adg𝐶 − 𝐶 is

Adg0

(
𝑟+1∑
𝑖=1

[𝑏𝑖, 𝐶𝑚+𝑖−𝑟−1] +

𝑟∑
𝑖=1

𝑟−𝑖+1∑
𝑗=1

[𝑏𝑖, 𝐶𝑚−𝑟+𝑖+𝑗−1]𝑤𝑗

)
.

The induction hypothesis implies that the only commutator that does not vanish is [𝑏𝑟+1, 𝐶𝑚],
and then, by assumption, this lies in 𝔩𝜆, and again, we conclude by (b). This shows that
all 𝑏𝑖 ∈ 𝔩𝜆 and hence ℎ ∈ L1

𝜆,𝑚
; as g0 ∈ L𝜆, g = g0𝑏 ∈ L𝜆,𝑚. Furthermore, as above, we can

show that all commutators in (2.2.7) vanish, and we have already noted Adg0𝐶 = 𝐶; hence
Adg𝐶 = 𝐶.
The first assertion in part (d) follows from (c). The second assertion uses the same argument,

and one simply needs to observe that we are omitting the residue term when computing in 𝔤1𝑚,
and hence, no condition is imposed on 𝑏𝑚−1.
Part (e) is proved with an inductive argument similar to that of (c), using (2.2.6). □

Next, we study regular semisimple coadjoint orbits. We take 𝐶 ∈ 𝔱∨𝑚, let 𝐶
1 ∶= 𝜋irr(𝐶) ∈ (𝔱

1
𝑚)
∨

with 𝐶𝑚 ∈ 𝔱reg. We will write (𝐶) for the G𝑚-coadjoint orbit through 𝐶 and (𝐶1) for the G1𝑚-
coadjoint orbit through 𝐶1. These are coadjoint orbits for different groups.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 969

Let

God𝑚 ∶=

{
𝑏 = 𝟙𝑛 +

𝑚−1∑
𝑗=1

𝑧𝑗𝑏𝑗 ∈ G
1
𝑚

|||| 𝑏1, … , 𝑏𝑚−1 ∈ 𝔤od
}
,

G1,od𝑚 ∶=

{
𝑏 = 𝟙𝑛 +

𝑚−1∑
𝑗=1

𝑧𝑗𝑏𝑗 ∈ G
od
𝑚

|||| 𝑏𝑚−1 = 0
}
.

Observe that G1,od𝑚 ⊆ God𝑚 are subvarieties of G1𝑚, though not subgroups, isomorphic to affine
spaces of dimensions (𝑚 − 2)𝑛(𝑛 − 1) and (𝑚 − 1)𝑛(𝑛 − 1), respectively.

Lemma 2.2.9.

(a) The restriction of the multiplication map yields isomorphisms

God𝑚 × T
1
𝑚

∼
a→ G1𝑚 G1,od𝑚 × G1,rc𝑚

∼
a→ G1𝑚.

In other words, every 𝑏 ∈ G1𝑚 has unique factorizations

𝑏 = 𝑏od𝑏T 𝑏 = 𝑏1,od𝑏rc

with 𝑏od ∈ God𝑚 , 𝑏
T ∈ T1𝑚, 𝑏

1,od ∈ G1,od𝑚 , 𝑏rc ∈ G1,rc𝑚 , and the map taking 𝑏 to any one of these
factors is a morphism.

(b) The morphism G1,od𝑚 → (𝐶1)
𝑏 ↦ Ad𝑏𝐶1

is an isomorphism. In particular, (𝐶1) ≅ 𝔸(𝑚−2)𝑛(𝑛−1).
(c) There is an isomorphism

Γ ∶
(
𝐺 × God𝑚

)/
T → (𝐶) (g , 𝑏) ↦ Adg𝑏𝐶,

where the action of T onG × God𝑚 is given by (g0, 𝑏)𝑡0 = (g0𝑡0,Ad𝑡−1
0
𝑏). In particular,G × God𝑚 →

(G × God𝑚 )∕T is a Zariski locally trivial principal T-bundle.

Proof. To prove part (a), consider elements

𝑥 ∶= 𝟙𝑛 +

𝑚−1∑
𝑗=1

𝑧𝑗𝑥𝑗, 𝑦 ∶= 𝟙𝑛 +

𝑚−1∑
𝑗=1

𝑧𝑗𝑦𝑗, 𝑏 ∶= 𝟙𝑛 +

𝑚−1∑
𝑗=1

𝑧𝑗𝑏𝑗 ∈ G
1
𝑚.

Then the product expression 𝑥𝑦 = 𝑏 imposes the relations

𝑏𝑗 = 𝑥𝑗 + 𝑦𝑗 +

𝑗−1∑
𝓁=1

𝑥𝓁𝑦𝑗−𝓁 (2.2.10)
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970 HAUSEL et al.

for 1 ⩽ 𝑗 ⩽ 𝑚 − 1. Assuming that 𝑏 ∈ G1𝑚 is arbitrary, the equation 𝑏1 = 𝑥1 + 𝑦1 allows us to take
𝑥1 ∈ 𝔤

od, 𝑦1 ∈ 𝔱 to be the off-diagonal and diagonal parts of 𝑏1, respectively. The relations (2.2.10)
allow us to continue this inductively, so that all 𝑥𝑗 ∈ 𝔤od and 𝑦𝑗 ∈ 𝔱, noting that at each stage, one
has an algebraic expression in terms of the 𝑏𝑗 . This gives the first factorization. The second one
is obtained in exactly the same way, except that the conditions are that 𝑥𝑚−1 = 0, but there is no
condition on 𝑦𝑚−1, which makes up for it.
Part (b) follows directly from Lemma 2.2.8(d) and part (a).
For part (c), note that Lemma 2.2.4(b), together with Lemma 2.2.8(d), gives an isomorphism

𝜙 ∶ G𝑚∕T𝑚
∼
a→ (𝐶). Observe that G𝑚 = G⋉ G1𝑚 and hence, as a variety, one has

G𝑚 = G × G
1
𝑚 = G × G

od
𝑚 × T

1
𝑚,

by part (a). Taking the quotient by T𝑚 = T × T1𝑚 then gives the desired isomorphism. One obtains
the indicated T-action on G × God𝑚 by identifying G × G1𝑚 with G𝑚 via multiplication. The final
statement follows since G → G∕T is a Zariski locally trivial principal T-bundle, as T is a special
group [48, §4.3]. □

2.3 Grothendieck rings with exponentials

Following [14] and [12], in this section, we introduce Grothendieck rings with exponentials, a
naive notion of motivic Fourier transform and convolution. Similar techniques were used in [52]
to compute the motivic classes of Nakajima quiver varieties. Throughout this section, 𝕂 will
denote an arbitrary field; by a variety, we mean a separated scheme of finite type over 𝕂; and
by a morphism of varieties, we will mean a 𝕂-morphism.

2.3.1 Definitions

The Grothendieck ring of varieties, denoted by KVar, is the quotient of the free abelian group
generated by isomorphism classes of varieties modulo the relation

𝑋 − 𝑍 − 𝑈,

for𝑋 a variety,𝑍 ⊂ 𝑋 a closed subvariety and𝑈 = 𝑋 ⧵ 𝑍. Themultiplication is given by [𝑋] ⋅ [𝑌] =
[𝑋 × 𝑌], where we write [𝑋] for the equivalence class of a variety 𝑋 in KVar.
The Grothendieck ring with exponentials KExpVar is defined similarly. Instead of varieties,

we consider pairs (𝑋, 𝑓), where 𝑋 is a variety and 𝑓 ∶ 𝑋 → 𝔸1 = Spec(𝕂[𝑇]) is a morphism.
A morphism of pairs 𝑢 ∶ (𝑋, 𝑓) → (𝑌, g) is a morphism 𝑢 ∶ 𝑋 → 𝑌 such that 𝑓 = g ◦𝑢. Then
KExpVar is defined as the free abelian group generated by isomorphism classes of pairs modulo
the following relations.

(i) For a variety 𝑋, a morphism 𝑓 ∶ 𝑋 → 𝔸1, a closed subvariety 𝑍 ⊂ 𝑋 and 𝑈 = 𝑋 ⧵ 𝑍 the
relation

(𝑋, 𝑓) − (𝑍, 𝑓|𝑍) − (𝑈, 𝑓|𝑈).

 1460244x, 2023, 4, D
ow

nloaded from
 https://londm

athsoc.onlinelibrary.w
iley.com

/doi/10.1112/plm
s.12555 by Institute O

f Science A
nd T

echnology A
ustria - L

ibrary, W
iley O

nline L
ibrary on [30/01/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 971

(ii) For a variety 𝑋 and 𝑝𝑟𝔸1 ∶ 𝑋 × 𝔸1 → 𝔸1 the projection onto 𝔸1, the relation

(𝑋 × 𝔸1, 𝑝𝑟𝔸1).

The class of (𝑋, 𝑓) in KExpVar will be denoted by [𝑋, 𝑓]. We define the product of two
generators [𝑋, 𝑓] and [𝑌, g] as

[𝑋, 𝑓] ⋅ [𝑋, g] = [𝑋 × 𝑌, 𝑓 ◦𝑝𝑟𝑋 + g ◦𝑝𝑟𝑌],

where 𝑓 ◦𝑝𝑟𝑋 + g ◦𝑝𝑟𝑌 ∶ 𝑋 × 𝑌 → 𝔸1 is the morphism sending (𝑥, 𝑦) to 𝑓(𝑥) + g(𝑦). This gives
KExpVar the structure of a commutative ring with identity [pt, 0].
Denote by 𝕃 the class of 𝔸1 in KVar, resp. (𝔸1, 0) in KExpVar. The localizations of KVar and

KExpVar with respect to the multiplicative subset generated by 𝕃 and 𝕃𝑛 − 1, where 𝑛 ⩾ 1, are
denoted by M and E 𝑥𝑝M .
For a variety 𝑆, there is a straightforward generalization of the above construction to obtain

the relative Grothendieck rings KVar𝑆, KExpVar𝑆,M𝑆 , and E 𝑥𝑝M𝑆 . For example, generators of
KExpVar𝑆 are pairs (𝑋, 𝑓) where 𝑋 is an 𝑆-variety (i.e., a variety with a morphism 𝑋 → 𝑆) and
𝑓 ∶ 𝑋 → 𝔸1 a morphism. The class of (𝑋, 𝑓) in KExpVar𝑆 will be denoted by [𝑋, 𝑓]𝑆 or simply
[𝑋, 𝑓] if the base variety 𝑆 is clear from the context.
The usual Grothendieck ringKVar𝑆 can be identified with the subring ofKExpVar𝑆 generated

by pairs (𝑋, 0), see [12, Lemma 1.1.3].
For a morphism of varieties 𝑢 ∶ 𝑆 → 𝑇, we have induced maps

𝑢! ∶ KExpVar𝑆 → KExpVar𝑇, [𝑋, 𝑓]𝑆 ↦ [𝑋, 𝑓]𝑇

𝑢∗ ∶ KExpVar𝑇 → KExpVar𝑆, [𝑋, 𝑓]𝑇 ↦ [𝑋 ×𝑇 𝑆, 𝑓 ◦𝑝𝑟𝑋]𝑆.

In general, 𝑢∗ is a morphism of rings and 𝑢! a morphism of additive groups.

2.3.2 Realization morphisms

The rings KVar and KExpVar and their localizations M ,E 𝑥𝑝M , although easy to define,
are quite hard to understand concretely. To circumvent this, one usually considers realization
morphisms to simpler rings.
If𝕂 = 𝔽𝑞 is a finite field, there is a ring homomorphismKVar → ℤ sending the class of a variety

𝑋∕𝔽𝑞 to the number of 𝔽𝑞-rational point of 𝑋. More generally for 𝑆 a variety over 𝔽𝑞, we can
construct a realization from KExpVar𝑆 to the ringMap(𝑆(𝔽𝑞), ℂ) of complex valued functions on
𝑆(𝔽𝑞) by sending the class of [𝑋, 𝑓] to the function

𝑠 ∈ 𝑆(𝔽𝑞) ↦
∑

𝑥∈𝑋𝑠(𝔽𝑞)

Ψ(𝑓(𝑥)), (2.3.1)

where Ψ ∶ 𝔽𝑞 → ℂ× is a fixed nontrivial additive character and 𝑋𝑠 the fiber over 𝑠. Under this
realization, for a morphism 𝑢 ∶ 𝑆 → 𝑇, the operations 𝑢! and 𝑢∗ correspond to summation over
the fibers of 𝑢 and composition with 𝑢, respectively.
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972 HAUSEL et al.

If 𝕂 is a field of characteristic 0, whose transcendence degree over ℚ is at most the one of ℂ∕ℚ,
we can embed𝕂 intoℂ and consider any variety over𝕂 as a variety overℂ. By the work of Deligne
[17, 18], the compactly supported cohomology𝐻∗𝑐 (𝑋, ℂ) of any complex algebraic variety𝑋 carries
two natural filtrations, the weight and the Hodge filtration. Taking the dimensions of the graded
pieces, we obtain the compactly supported mixed Hodge numbers of 𝑋

ℎ
𝑝,𝑞;𝑖
𝑐 (𝑋) = dimℂ

(
𝐺𝑟𝐻𝑝 𝐺𝑟

𝑊
𝑝+𝑞𝐻

𝑖
𝑐(𝑋, ℂ)

)
.

From these numbers, we define the E-polynomial as

𝐸(𝑋; 𝑥, 𝑦) =
∑
𝑝,𝑞,𝑖⩾0

(−1)𝑖ℎ
𝑝,𝑞;𝑖
𝑐 (𝑋)𝑥𝑝𝑦𝑞. (2.3.2)

This way we obtain a morphism (see, e.g., [27, Appendix])

KVar → ℤ[𝑥, 𝑦] [𝑋] ↦ 𝐸(𝑋; 𝑥, 𝑦). (2.3.3)

It is not hard to see that 𝐸(𝕃; 𝑥, 𝑦) = 𝑥𝑦, and thus, this realization extends to a morphism

M → ℤ[𝑥, 𝑦]

[
1

𝑥𝑦
;

1

(1 − (𝑥𝑦)𝑛)
, 𝑛 ⩾ 1

]
.

These two realizations of KVar are related by the following theorem of Katz. We refer to [27,
Appendix] for the precise definition of a strongly polynomial count variety over ℂ.

Theorem 2.3.4 [27, Theorem 6.1.2(3)]. If 𝑋 over ℂ is strongly polynomial count with counting
polynomial 𝑃𝑋(𝑡) ∈ ℤ[𝑡], then

𝐸(𝑋; 𝑥, 𝑦) = 𝑃𝑋(𝑥𝑦).

In particular, in the situation of Theorem 2.3.4, the 𝐸-polynomial of 𝑋 is a polynomial in one
variable, which we also call the weight polynomial

𝐸(𝑋; 𝑞) = 𝐸(𝑋; 𝑞
1
2 , 𝑞

1
2 ).

2.3.3 Computational tools

We now introduce several tools for our computations in KVar and KExpVar, which are mostly
inspired by similar constructions over finite fields through the realization (2.3.1).

Fibrations
We say that 𝑓 ∶ 𝑋 → 𝑌 is a Zariski locally-trivial fibration if 𝑌 admits an open covering 𝑌 = ∪𝑗𝑈𝑗
such that 𝑓−1(𝑈𝑗) ≅ 𝐹 × 𝑈𝑗 for some fixed variety 𝐹. In this case, we have the product formula

[𝑋] = [𝐹][𝑌] (2.3.5)
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 973

in KVar as we can compute directly

[𝑋] =
∑
𝑗

[𝑓−1(𝑈𝑗)] −
∑
𝑗1<𝑗2

[𝑓−1(𝑈𝑗1 ∩ 𝑈𝑗2)] +⋯ = [𝐹][𝑌].

Character sums
When computing character sums over finite fields, one has the following crucial identity:

∑
𝑣∈𝑉

Ψ(𝑓(𝑣)) =

{
𝑞dim𝑉 if 𝑓 = 0
0 otherwise,

where 𝑉 is a finite-dimensional vector space over 𝔽𝑞 and 𝑓 ∈ 𝑉∨ a linear form. To establish
an analogous identity in the motivic setting, we let 𝑉 be a finite-dimensional vector space over
𝕂 and 𝑆 a variety. We replace the linear form above with a family of affine linear forms, that
is, a morphism g = (g1, g2) ∶ 𝑋 → 𝑉∨ × 𝕂, where 𝑋 is an 𝑆-variety. Then we define 𝑓 to be the
morphism

𝑓 ∶ 𝑋 × 𝑉 → 𝕂 (𝑥, 𝑣) ↦ ⟨g1(𝑥), 𝑣⟩ + g2(𝑥).

Finally, we put 𝑍 = g−1
1
(0).

Lemma 2.3.6 [52, Lemma 2.1].With the notation above, we have the relation

[𝑋 × 𝑉, 𝑓] = 𝕃dim𝑉[𝑍, g2|𝑍]
in KExpVar𝑆 . In particular, if 𝑋 = Spec𝕂 and 𝑓 ∈ 𝑉∨, we have [𝑉, 𝑓] = 0 unless 𝑓 = 0.

Fourier transforms
We now define the naive motivic Fourier transform for functions on a finite-dimensional 𝕂-vector
space 𝑉 and the relevant inversion formula. All of this is a special case of [14, Section 7.1].

Definition 2.3.7. Let 𝑝𝑉 ∶ 𝑉 × 𝑉∨ → 𝑉 and 𝑝𝑉∨ ∶ 𝑉 × 𝑉∨ → 𝑉∨ be the obvious projections. The
naive Fourier transformation 𝑉 is defined as

𝑉 ∶ KExpVar𝑉 → KExpVar𝑉∨ 𝜙 ↦ 𝑝𝑉∨!
(
𝑝∗𝑉𝜙 ⋅ [𝑉 × 𝑉∨, ⟨, ⟩]).

Here ⟨ , ⟩ ∶ 𝑉 × 𝑉∨ → 𝕂 denotes the natural pairing. We will often write  instead of 𝑉 when no
ambiguity will arise from doing so.

Of course, the definition is again inspired by the finite field version, where one defines for any
function 𝜙 ∶ 𝑉 → ℂ the Fourier transform at 𝑤 ∈ 𝑉∨ by

(𝜙)(𝑤) =∑
𝑣∈𝑉

𝜙(𝑣)Ψ(⟨𝑤, 𝑣⟩).
Notice that  is a homomorphism of groups, and thus, it is worth spelling out the definition

in the case when 𝜙 = [𝑋, 𝑓] is the class of a generator in KExpVar𝑉 . Letting 𝑢 ∶ 𝑋 → 𝑉 be the
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974 HAUSEL et al.

structure morphism, we simply have

([𝑋, 𝑓]) = [𝑋 × 𝑉∨, 𝑓 ◦𝑝𝑟𝑋 + ⟨𝑢 ◦𝑝𝑟𝑋, 𝑝𝑟𝑉∨⟩]. (2.3.8)

We have the following version of Fourier inversion.

Proposition 2.3.9 [52, Proposition 2.2]. For every 𝜙 ∈ KExpVar𝑉 , we have the identity

((𝜙)) = 𝕃dim𝑉 ⋅ 𝑖∗(𝜙),

where 𝑖 ∶ 𝑉 → 𝑉 is multiplication by −1.

Convolution
Finally, we introduce a motivic version of convolution.

Definition 2.3.10. Let 𝑅 ∶ KExpVar𝑉 ×KExpVar𝑉 → KExpVar𝑉×𝑉 be the natural morphism
sending two varieties over 𝑉 to their product, and 𝑠 ∶ 𝑉 × 𝑉 → 𝑉 the sum operation. The
convolution product is the associative and commutative operation

∗∶KExpVar𝑉 ×KExpVar𝑉 → KExpVar𝑉 (𝜙1, 𝜙2) ↦ 𝜙1 ∗ 𝜙2 = 𝑠!𝑅(𝜙1, 𝜙2).

As expected, the Fourier transform interchanges product and convolution product.

Proposition 2.3.11. For 𝜙1, 𝜙2 ∈ KExpVar𝑉 , we have

(𝜙1 ∗ 𝜙2) = (𝜙1)(𝜙2).
Proof. As both  and ∗ are bilinear, it is enough prove the identity for two generators
[𝑋, 𝑓], [𝑌, g] ∈ KExpVar𝑉 with respective structure morphisms 𝑢 ∶ 𝑋 → 𝑉, 𝑣 ∶ 𝑌 → 𝑉. Using
(2.3.8), we can then directly compute

([𝑋, 𝑓] ∗ [𝑌, g]) = (𝑠![𝑋 × 𝑌, 𝑓 ◦𝑝𝑟𝑋 + g ◦𝑝𝑟𝑌])

= [𝑋 × 𝑌 × 𝑉∨, 𝑓 ◦𝑝𝑟𝑋 + g ◦𝑝𝑟𝑌 +
⟨
𝑠 ◦ (𝑢 × 𝑣) ◦𝑝𝑟𝑋×𝑌, 𝑝𝑟𝑉∨

⟩
].

On the other hand, using the natural isomorphism

(𝑋 × 𝑉∨) ×𝑉∨ (𝑌 × 𝑉
∨) ≅ 𝑋 × 𝑌 × 𝑉∨,

we get

[𝑋, 𝑓][𝑌, g] = [𝑋 × 𝑉∨, 𝑓 ◦𝑝𝑟𝑋 + ⟨𝑢 ◦𝑝𝑟𝑋, 𝑝𝑟𝑉∨⟩][𝑌 × 𝑉∨, g ◦𝑝𝑟𝑌 + ⟨𝑣 ◦𝑝𝑟𝑌, 𝑝𝑟𝑉∨⟩]
= [𝑋 × 𝑌 × 𝑉∨, 𝑓 ◦𝑝𝑟𝑋 + g ◦𝑝𝑟𝑌 +

⟨
𝑠 ◦ (𝑢 × 𝑣) ◦𝑝𝑟𝑋×𝑌, 𝑝𝑟𝑉∨

⟩
],

and thus, ([𝑋, 𝑓] ∗ [𝑌, g]) = [𝑋, 𝑓][𝑌, g]. □
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 975

Remark 2.3.12. We will use the convolution product to study equations in a product of varieties,
that is, consider 𝑉-varieties 𝑢𝑖 ∶ 𝑋𝑖 → 𝑉 say for 𝑖 = 1, 2. Then it follows from the definition of
∗ that for any 𝑣 ∶ Spec𝕂 → 𝑉, the class of {(𝑥1, 𝑥2) ∈ 𝑋1 × 𝑋2 | 𝑢1(𝑥1) + 𝑢2(𝑥2) = 𝑣} is given by
𝑣∗([𝑋1] ∗ [𝑋2]). Proposition 2.3.11 allows us to compute the latter by understanding the Fourier
transforms (𝑋1) and (𝑋2) separately.

3 OPEN DE RHAM SPACES

In this section, we define open de Rham spaces as an additive fusion of coadjoint orbits, similar
as in [29, §2]. They were first introduced in [7, Section 2] as certain moduli spaces of connections
on ℙ1. We recall this viewpoint briefly in Section 3.2.

3.1 Additive fusion products of coadjoint orbits

As before, let 𝕂 be a fixed base field. Fix a diagonal element 𝐶 ∈ 𝔤∨𝑚 as in (2.2.1) and consider
its G𝑚-coadjoint orbit (𝐶) ⊆ 𝔤∨𝑚. In the case that 𝕂 = ℝ or ℂ, G𝑚 is a real or complex Lie
group, accordingly, and the coadjoint orbit(𝐶) admits a canonical symplectic form (theKirillov–
Kostant–Souriau form) for which the coadjoint action is Hamiltonian with moment map given
by the inclusion 𝜇(𝐶) ∶ (𝐶) ↪ 𝔤∨𝑚 [2, §II.3.3.5, §II.3.3.8]. We may restrict the action on (𝐶)
to that of the constant subgroup G ⊂ G𝑚, using (2.1.2). The moment map 𝜇res = 𝜋res ◦𝜇(𝐶) ∶(𝐶) → 𝑧−1𝔤 = 𝔤∨ for the restricted action is the composition of the inclusion and the projection
𝜋res ∶ 𝔤

∨
𝑚 → 𝔤∨ (2.1.6), so simply takes the residue term

𝑌𝑚
𝑧𝑚

+
𝑌𝑚−1
𝑧𝑚−1

+⋯ +
𝑌1
𝑧
↦
𝑌1
𝑧
. (3.1.1)

Now, for 𝑑 ∈ ℤ>0, let𝑚𝑖 ∈ ℤ>0 for 1 ⩽ 𝑖 ⩽ 𝑑, and let 𝐶𝑖 ∈ 𝔤∨𝑚𝑖 be diagonal elements and (𝐶𝑖)
their coadjoint orbits. We may form the product

∏𝑑
𝑖=1(𝐶𝑖) that has the product symplectic

structure. It also carries a diagonal G-action for which the moment map is

𝜇 ∶

𝑑∏
𝑖=1

(𝐶𝑖) → 𝔤∨, (𝑌1, … , 𝑌𝑑) ↦

𝑑∑
𝑖=1

𝑌𝑖
1

𝑧
. (3.1.2)

In this case where𝕂 = ℝ or ℂ, we can then form the symplectic (Marsden–Weinstein) quotient
in the usual way. We now observe that if 𝕂 is any field, then both (3.1.1) and (3.1.2) are defined
over 𝕂.

Definition 3.1.3. Let 𝐂 = (𝐶1, … , 𝐶𝑑) be a tuple of diagonal elements satisfying (2.2.3), so that
the product

∏𝑑
𝑖=1(𝐶𝑖) is an affine variety (Lemma 2.2.4(a)). The open de Rham space∗(𝐂) is

the affine GIT quotient

∗(𝐂) =

𝑑∏
𝑖=1

(𝐶𝑖)
//

0

G ∶= Spec
(
𝕂[𝜇−1(0)]G

)
.
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976 HAUSEL et al.

Except possibly in Section 6, we will typically impose twomore conditions on 𝐂, regularity and
genericity.

Definition 3.1.4. A diagonal element 𝐶 ∈ 𝔤∨𝑚 of order 𝑚 ⩾ 2 is regular if 𝐶𝑚 ∈ 𝔱reg, that is, has
distinct eigenvalues. A 𝑑-tuple 𝐂 = (𝐶1, … , 𝐶𝑑) is called regular if for all 1 ⩽ 𝑖 ⩽ 𝑑 with𝑚𝑖 ⩾ 2, 𝐶𝑖
is regular.

We now define genericity of the tuple 𝐂 in a similar manner as in [24, 2.2.1]. Our more explicit
formulation will be used in later computations, see the proof of Theorem 4.3.1 and Lemma 4.3.11.
Define for 𝐼 ⊂ {1, 2, … , 𝑛} the matrix 𝐸𝐼 ∈ 𝔤 by

(𝐸𝐼)𝑖𝑗 =

{
1 if 𝑖 = 𝑗 ∈ 𝐼
0 otherwise.

(3.1.5)

Definition 3.1.6. We call 𝐂 generic if
∑𝑑
𝑖=1 tr 𝐶

𝑖
1
= 0 and for every integer 𝑛′ < 𝑛 and subsets

𝐼1, … , 𝐼𝑑 ⊂ {1, … , 𝑛} of size 𝑛′, we have

𝑑∑
𝑖=1

⟨
𝐶𝑖1, 𝐸𝐼𝑖

⟩ ≠ 0, (3.1.7)

where ⟨, ⟩ is the pairing defined in (2.1.5). In other words, if 𝐂 is generic, there are no nontrivial
subspaces 𝑉1,… , 𝑉𝑑 ⊊ 𝕂𝑛 of the same dimension such that 𝑉𝑖 is invariant under 𝐶𝑖 for 1 ⩽ 𝑖 ⩽ 𝑑
and
∑
𝑖 tr 𝐶

𝑖
1
|𝑉𝑖 = 0.

Now, let 𝐂 be a regular generic tuple of formal types. We adapt the following notation so as
to later (Section 5.2) make comparisons with [26]. First, we order 𝐶1, … , 𝐶𝑑 in a way such that
𝑚1 = ⋯ = 𝑚𝑘 = 1 and𝑚𝑘+1, … ,𝑚𝑘+𝑠 ⩾ 2, with 𝑘 + 𝑠 = 𝑑. We write 𝝁 = (𝜇1, … , 𝜇𝑘) ∈ 𝑘𝑛 for the
𝑘-tuple of partitions of 𝑛 defined by the multiplicities of the eigenvalues of 𝐶𝑖

1
for 1 ⩽ 𝑖 ⩽ 𝑘.

When one is talking about a meromorphic connection having a formal type of order𝑚 at a pole
with a semisimple leading order term (of course, here we have only discussed such types of poles),
then it is standard terminology to refer to the number𝑚 − 1 as the Poincaré rank of the pole. For
our moduli spaces, since 𝐶𝑘+𝑖𝑚𝑘+𝑖

∈ 𝔱reg for 1 ⩽ 𝑖 ⩽ 𝑠, we will write 𝑟𝑖 ∶= 𝑚𝑘+𝑖 − 1 for the Poincaré
rank of 𝐶𝑖 and record these in the 𝑠-tuple 𝐫 = (𝑟1, … , 𝑟𝑠). Finally, we write 𝑟 =

∑𝑠
𝑖=1 𝑟𝑖 and call this

the total Poincaré rank.

Definition 3.1.8. For a regular generic 𝐂, we write∗
𝝁,𝐫 instead of∗(𝐂) and refer to it as the

generic open de Rham space of type (𝝁, 𝐫). If, furthermore, 𝑘 = 0 we write∗
𝑛,𝐫 for∗(𝐂).

Remark 3.1.9. This notation is justified since the invariants we compute in Sections 4 and 5 will
depend only on (𝝁, 𝐫) and not on the actual eigenvalues of the formal types.
We will always assume 𝑠 ⩾ 1 in this paper, in which case a generic 𝐂 always exists if 𝕂 is alge-

braically closed. This follows from [24, Lemma 2.2.2], because in our case when 𝑠 ⩾ 1 in loc. cit.
both 𝐷 = 𝑑 = 1. If 𝕂 = 𝔽𝑞 is a finite field, one needs an additional lower bound on 𝑞 depending
on 𝑛 and 𝑑 to make sure that the Zariski-open subvariety of 𝔸𝑛𝑑 defined by (3.1.7) has an 𝔽𝑞-
rational point.Wewill not spell out an explicit bound here, as we are only interested in sufficiently
large 𝑞.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 977

Proposition 3.1.10. If nonempty,∗
𝝁,𝐫 , is smooth and equidimensional of dimension

𝑑𝝁,𝐫 = 𝑑𝑛
2 − 𝑠𝑛 + 𝑟(𝑛2 − 𝑛) −

𝑘∑
𝑖=1

𝑁(𝜇𝑖) − 2(𝑛2 − 1), (3.1.11)

where for 𝜇 = (𝜇1 ⩾⋯ ⩾ 𝜇𝑙) ∈ 𝑛, we define𝑁(𝜇) = ∑𝑙𝑗=1 𝜇2𝑗 .
Proof. We take𝜇 as in (3.1.2). Clearly, the scalars𝕂× ↪ G act trivially on𝜇−1(0), hence theG-action
factors though PGLn = G∕𝕂×. We show first that this PGLn-action is free on 𝜇−1(0).
Let (𝐴1, … ,𝐴𝑑) ∈ 𝜇−1(0) and g ∈ G such that Adg𝐴𝑖 = 𝐴𝑖 for 1 ⩽ 𝑖 ⩽ 𝑑. We show now that g

is scalar, by looking at some nonzero eigenspace 𝑉 of g . Then clearly 𝐴𝑖
1
will preserve 𝑉 for all 𝑖

and by the moment map condition
∑
𝑖 𝐴

𝑖
1
= 0, we deduce

∑
𝑖 tr 𝐴

𝑖
1
|𝑉 = 0. The point is then that

for each 𝑖, there is a subspace 𝑉′
𝑖
of the same dimension as 𝑉 such that

tr 𝐴𝑖1|𝑉 = tr 𝐶𝑖|𝑉′𝑖 . (3.1.12)

By the genericity of 𝐂 (Definition 3.1.6), this implies then 𝑉 = 𝑉′
𝑖
= 𝕂𝑛 and hence g is scalar.

For 1 ⩽ 𝑖 ⩽ 𝑘, (3.1.12) follows simply because 𝐴𝑖 and 𝐶𝑖 are conjugate in G. To prove (3.1.12) for
𝑘 + 1 ⩽ 𝑖 ⩽ 𝑑, we write 𝐴𝑖 = Adℎ𝐶𝑖 for some ℎ ∈ G𝑚𝑖 . By conjugating 𝐴

𝑖 and g with the constant
term ℎ0 of ℎ, we can assumewithout loss of generality ℎ ∈ G1𝑚𝑖 , that is, ℎ0 = 𝟙. Then𝐴

𝑖
𝑚𝑖
= 𝐶𝑖𝑚𝑖

∈

𝔱reg and thus g ∈ T. Next, consider ℎ̄ = ℎgℎ−1, which satisfies Adℎ̄𝐶𝑖 = 𝐶𝑖 . By Lemma 2.2.8(c), we
have ℎ̄ ∈ T𝑚𝑖 and then by Lemma 2.2.8(e) ℎgℎ

−1 = g . This implies that ℎ𝑗 preserves 𝑉 for every
0 ⩽ 𝑗 ⩽ 𝑚𝑖 − 1 and hence we have tr 𝐴|𝑉 = tr(Adℎ𝐶𝑖)|𝑉 = trAdℎ|𝑉𝐶𝑖|𝑉 = tr 𝐶𝑖|𝑉 . This proves
(3.1.12) and hence PGLn acts freely on 𝜇−1(0).
In particular, all the G-orbits in 𝜇−1(0) are closed, and hence, they are in bijection with the

points of the GIT quotient [20, Theorem 6.1]. Furthermore, as 𝜇 is a moment map, freeness of the
PGLn action implies that 0 is a regular value of 𝜇, which, in turn, implies smoothness of 𝜇−1(0)
and hence of∗(𝐂). Looking at tangent spaces, we see that

dim∗(𝐂) = dim

𝑑∏
𝑖=1

(𝐶𝑖) − 2 dimPGLn.

The formula now follows since dim(𝐶𝑖) = 𝑛2 − 𝑁(𝜇𝑖) for 1 ⩽ 𝑖 ⩽ 𝑘 and dim(𝐶𝑠+𝑖) = (𝑟𝑖 +
1)(𝑛2 − 𝑛) for 1 ⩽ 𝑖 ⩽ 𝑠. □

Wewill see in Corollary 5.1.8 that∗
𝝁,𝐫 is nonempty and connected if 𝑑𝝁,𝐫 ⩾ 0. Formore general

(i.e., nongeneric) 𝐂, the nonemptiness of∗(𝐂) has been determined in [28, Theorem 0.3].

3.2 Moduli of connections

We now work over the field 𝕂 = ℂ, otherwise adopting the notation of Section 2.1 for groups and
Lie algebras. Let 𝑋 be a Riemann surface and fix a point 𝑥 ∈ 𝑋. Let  and Ω be the sheaves of
holomorphic functions and differentials on 𝑋, respectively, and ̂𝑥, Ω̂𝑥 the completions of their
stalks at 𝑥.
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978 HAUSEL et al.

If 𝑚 ∈ ℤ>0, we will let Ω(𝑚 ⋅ 𝑥) denote the sheaf of meromorphic differentials with a pole of
order ⩽ 𝑚 at 𝑥; we let Ω(∗ 𝑥) =

⋃
𝑚∈ℤ>0

Ω(𝑚 ⋅ 𝑥) be their union, that is, the sheaf of meromor-
phic differentials with a pole at 𝑥 of arbitrary order. Finally, we write Ω̂(𝑚 ⋅ 𝑥)𝑥, Ω̂(∗ 𝑥)𝑥 for their
respective completions. If 𝑧 is a choice of coordinate centered at 𝑥, one has isomorphisms

Ω̂𝑥
∼
a→ ℂ[[𝑧]] ⋅ 𝑑𝑧 Ω̂(𝑚 ⋅ 𝑥)𝑥

∼
a→ 𝑧−𝑚ℂ[[𝑧]] ⋅ 𝑑𝑧 Ω̂(∗ 𝑥)𝑥

∼
a→ ℂ((𝑧)) ⋅ 𝑑𝑧. (3.2.1)

Consider the space (Ω̂(∗ 𝑥)𝑥∕Ω̂𝑥) ⊗ℂ 𝔱. It is clear that one has a well-defined notion of the
order of the pole of such an element. Further, under the isomorphisms (3.2.1), a given 𝐶 ∈ (Ω̂(∗
𝑥)𝑥∕Ω̂𝑥) ⊗ℂ 𝔱with a pole of order𝑚 has a unique representative in 𝑧−1𝔱[𝑧−1] ⊆ 𝔱((𝑧)) of the form(

𝐶𝑚
𝑧𝑚

+⋯ +
𝐶1
𝑧

)
𝑑𝑧 (3.2.2)

with 𝐶𝑖 ∈ 𝔱.

Definition 3.2.3. A formal type of order 𝑚 at 𝑥 is an element 𝐶 ∈ (Ω̂(∗ 𝑥)𝑥∕Ω̂𝑥) ⊗ℂ 𝔱 with a
pole of order𝑚. We will call such a formal type 𝐶 of order𝑚 ⩾ 2 regular if, upon some choice of
coordinate 𝑧 at 𝑥, in the expression (3.2.2), one has 𝐶𝑚 ∈ 𝔱reg.

Definition 3.2.4. Let𝑉 be a holomorphic vector bundle over𝑋 and∇ ameromorphic connection
with a pole (only) at 𝑥. Choose any holomorphic trivialization of 𝑉 in a neighborhood of 𝑥 and
let𝐴 be the connection matrix of∇with respect to this trivialization; if∇ has a pole of order𝑚 at
𝑥, then 𝐴 yields an element of Ω(𝑚 ⋅ 𝑥)𝑥 ⊗ 𝔤. Let 𝐶 be a formal type at 𝑥. We say that (𝑉,∇) has
formal type 𝐶 at 𝑥 if there exists a formal gauge transformation g ∈ 𝐺(̂𝑥) such that the class of
Adg𝐴 − 𝑑g ⋅ g−1 ∈ (Ω̂(∗ 𝑥)𝑥∕Ω̂𝑥) ⊗ 𝔤 agrees with that of 𝐶 under the inclusion(

Ω̂(∗ 𝑥)𝑥∕Ω̂𝑥

)
⊗ 𝔱 ↪

(
Ω̂(∗ 𝑥)𝑥∕Ω̂𝑥

)
⊗ 𝔤.

With these definitions, the open de Rham spaces admit the following moduli description. Set
𝑋 = ℙ1 with an effective divisor 𝐷 = 𝑚1𝑎1 + 𝑚2𝑎2 +⋯ +𝑚𝑑𝑎𝑑 and for 1 ⩽ 𝑖 ⩽ 𝑑, a formal type
𝐶𝑖 of order 𝑚𝑖 at 𝑎𝑖 . By “forgetting” 𝑑𝑧 in (3.2.2), we obtain a tuple 𝐂 = (𝐶1, … , 𝐶𝑑) of diagonal
elements in 𝔤∨ (depending on a fixed coordinate on ℙ1).

Proposition 3.2.5 [7, Proposition 2.1], [29, Proposition 2.7, Corollaries 2.14, 2.15].For𝐂 regular and
generic, the open de Rham space∗

𝝁,𝐫 is isomorphic to themoduli space ofmeromorphic connections
∇ on the trivial bundle of rank 𝑛 on ℙ1, where∇ has poles bounded by 𝐷 and prescribed formal type
𝐶𝑖 at 𝑎𝑖 .

Remark 3.2.6. More generally, fixing the polar divisor 𝐷 and the local parameters 𝐂, one may
construct a moduli space(𝐂) of meromorphic connections (𝑉,∇) on ℙ1, where 𝑉 is a degree 0
vector bundle (though not necessarily trivial) and∇ has formal type𝐶𝑖 at 𝑎𝑖 . An analytic construc-
tion is given by [7, Proposition 4.5], which is generalized to higher genus curves in [6]. Algebraic
constructions of these moduli spaces are given in [31].
After [50], suchmoduli spaces are typically referred to as “de Rhammoduli spaces.” Forgetting

the connection, these spaces yield, a fortiori, families of vector bundles of degree 0. As the only
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 979

semistable bundle of degree 0 onℙ1 is the trivial bundle, and since the semistable locus of a family
is always Zariski open, the moduli spaces∗(𝐂) sit as open subvarieties

∗(𝐂) ⊆(𝐂).

It is for this reason that we call them “open” de Rham spaces.

4 MOTIVIC CLASSES OF OPEN DE RHAM SPACES

Throughout this section 𝕂, will always be an algebraically closed field of 0 or odd characteristic.
The main result in this section is Theorem 4.3.1, a formula for the motivic class of 𝑛,𝐫 in

the localized Grothendieck ringM for any 𝑑-tuple 𝐫 = (𝑟1, … , 𝑟𝑑) ∈ ℕ𝑑. By definition,𝑛,𝐫 is an
additive fusion of coadjoint orbits, and thus, the computation of [𝑛,𝐫] can be split up in twoparts.
First, we determine in Theorem 4.2.1 the motivic Fourier transform of the composition

(𝐶) ↪ 𝔤∨𝑚 → 𝔤∨,

under the assumption 𝑚 ⩾ 2. In particular, we prove that ((𝐶)) ∈ KExpVar𝔤 is supported on
semisimple conjugacy classes, which is not true for 𝑚 = 1. The motivic convolution formalism
then allows us to deduce the formula for [𝑛,𝐫] from these local computations.

4.1 Some notation for partitions

For 𝑛 ∈ ℤ>0, we denote by 𝑛 the set of partitions of 𝑛. For 𝜆 = (𝜆1 ⩾ 𝜆2 ⩾ ⋯ ⩾ 𝜆𝑙) ∈ 𝑛, we use
the following abbreviations:

𝑙(𝜆) ∶= 𝑙 𝜆! ∶=

𝑙∏
𝑖=1

𝜆𝑖!

𝑁(𝜆) ∶=

𝑙∑
𝑖=1

𝜆2𝑖

(
𝑛

𝜆

)
∶=

𝑛!∏𝑙
𝑖=1 𝜆𝑖!

.

Further we write𝑚𝑘(𝜆) for the multiplicity of 𝑘 ∈ ℤ>0 in 𝜆 and

𝑢𝜆 ∶=
∏
𝑘∈ℤ>0

𝑚𝑘(𝜆)!.

The polynomial 𝜙𝜆 ∈ ℤ[𝑡] is defined as

𝜙𝜆(𝑡) ∶=

𝑙∏
𝑖=1

(1 − 𝑡)(1 − 𝑡2)⋯ (1 − 𝑡𝜆𝑖 ).

Then if L𝜆 ≅
∏𝑙
𝑖=1 GL𝜆𝑖 denotes the subgroup of block diagonal matrices in GL𝑛, we have

[L𝜆] = (−1)
𝑛𝕃

𝑁(𝜆)−𝑛
2 𝜙𝜆(𝕃) ∈ KVar,
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980 HAUSEL et al.

since for any 𝑛 ∈ ℤ>0, we have, for example, by [21, Proposition 1.1]

[GL𝑛] = (𝕃
𝑛 − 1)(𝕃𝑛 − 𝕃)⋯ (𝕃𝑛 − 𝕃𝑛−1).

4.2 Fourier transform at a pole

In this section, we compute the Fourier transform((𝐶)) ∈ KExpVar𝔤 of a coadjoint orbit𝜋res ∶(𝐶) → 𝔤∨ of an element 𝐶 ∈ 𝔱∨𝑚, say in the notation of (2.1.6), where we use the language of
Section 2.3. Assuming𝑚 ⩾ 2, we can give an explicit formula for ([(𝐶)]), but to do so, we will
first need to introduce some more notation.
A semisimple element 𝑋 ∈ 𝔤 has type 𝜆 = (𝜆1 ⩾⋯ ⩾ 𝜆𝑙) ∈ 𝑛 if 𝑋 has 𝑙 distinct eigenvalues

with multiplicities 𝜆1, … , 𝜆𝑙 . We write 𝔤𝜆 ∶= {𝑋 ∈ 𝔤 | 𝑋 has type 𝜆} and 𝑖𝜆 ∶ 𝔤𝜆 ↪ 𝔤.

Theorem4.2.1. Let𝐶 ∈ 𝔤∨𝑚 be a regular diagonal element of order𝑚 ⩾ 2. For any partition 𝜆 ∈ 𝑛,
in E 𝑥𝑝M𝔤𝜆 , we have the formula

𝑖∗
𝜆
([(𝐶)]) = 𝕃

𝑛+1
2 (𝑚(𝑛

2−2𝑛)+(𝑚−2)𝑁(𝜆))

(𝕃 − 1)𝑛
[
Z𝜆, 𝜙

𝐶
]
, (4.2.2)

where Z𝜆 ∶= {(g , 𝑋) ∈ G × 𝔤𝜆 | Adg−1𝑋 ∈ 𝔱} and
𝜙𝐶 ∶Z𝜆 → 𝔸1 (g , 𝑋) ↦

⟨
𝐶1,Adg−1𝑋

⟩
.

Furthermore, the pullback of ([(𝐶)]) to the complement 𝔤 ⧵⨆𝜆 𝔤𝜆 equals 0.
Proof. By the formula (2.3.8), we have

([(𝐶)]) = [(𝐶) × 𝔤,⟨𝜋res ◦𝑝𝑟(𝐶), 𝑝𝑟𝔤⟩] = [(𝐶) × 𝔤,⟨𝑝𝑟(𝐶), 𝑝𝑟𝔤⟩],
where for the second equality sign, we used the definition of ⟨, ⟩, see (2.1.5). By Lemma 2.2.9(c),
the natural map G × God𝑚 → (𝐶) is a Zariski-locally trivial 𝑇-bundle, and thus, we can rewrite
this in E 𝑥𝑝M𝔤 as

([(𝐶)]) = (𝕃 − 1)−𝑛[G × God𝑚 × 𝔤,⟨Γ ◦𝑝𝑟G×God𝑚 , 𝑝𝑟𝔤⟩].
Now, notice that for all (g , 𝑏, 𝑋) ∈ G × God𝑚 × 𝔤, we have

⟨Γ(g , 𝑏), 𝑋⟩ = ⟨Adg𝑏𝐶, 𝑋⟩ = ⟨Ad𝑏𝐶,Adg−1𝑋⟩.
Thus, we finally obtain

([(𝐶)]) = (𝕃 − 1)−𝑛
[
G × God𝑚 × 𝔤,

⟨
Ad𝑝𝑟

God𝑚
𝐶,Ad(𝑝𝑟G)−1𝑝𝑟𝔤

⟩]
. (4.2.3)
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 981

We will simplify this by applying Lemma 2.3.6. Consider the decomposition God𝑚 = G
od
+ ⊕ G

od
−

with

God+ = {𝑏 ∈ G
od
𝑚 | 𝑏⌊𝑚+1

2
⌋ = ⋯ = 𝑏𝑚−1 = 0} God− = {𝑏 ∈ G

od
𝑚 | 𝑏1 =⋯ = 𝑏⌊𝑚−1

2
⌋ = 0}.

It follows from Lemma 4.2.6 below that there are functions

(ℎ1, ℎ2) ∶ G × 𝔤 × G
od
+ → (God− )

∨ × 𝕂

such that ⟨Ad𝑏𝐶,Adg−1𝑋⟩ = ⟨ℎ1(g , 𝑋, 𝑏+), 𝑏−⟩ + ℎ2(g , 𝑋, 𝑏+) for all g ∈ G,𝑋 ∈ 𝔤 and 𝑏 =

(𝑏+, 𝑏−) ∈ G
od
+ ⊕ G

od
− . More explicitly, ℎ1 and ℎ2 are given by

ℎ2(g , 𝑋, 𝑏+) =
⟨
Ad𝑏+𝐶,Adg−1𝑋

⟩
,

⟨
ℎ1(g , 𝑋, 𝑏+), 𝑏−

⟩
=
⟨
Ad𝑏𝐶 − Ad𝑏+𝐶,Adg−1𝑋

⟩
.

Applying Lemma 2.3.6 to this decomposition formula (4.2.3) becomes

([(𝐶)]) = (𝕃 − 1)−𝑛𝕃dimGod− [ℎ−11 (0), ℎ2]. (4.2.4)

Now assume first𝑚 is even. In this case, ⌊𝑚−1
2
⌋ = ⌊𝑚−2

2
⌋ and Lemma 4.2.6 implies

ℎ−11 (0) = {(g , 𝑋, 𝑏+) ∈ G × 𝔤 × G
od
+ | Adg−1𝑋 ∈ 𝔱, [𝑏+,Adg−1𝑋] = 0},

and ℎ2|ℎ−1
1
(0) is independent of 𝑏+. For any 𝜆 ∈ 𝑛, the pullback 𝑖∗𝜆ℎ−11 (0) → Z𝜆 is the kernel of the

vector bundle endomorphism 𝑏+ ↦ [𝑏+,Adg−1𝑋] on Z𝜆 × God+ . The rank of the kernel is constant
and equals 𝑚−2

2
(𝑁(𝜆) − 𝑛), thus we finally get

𝑖∗
𝜆
[ℎ−11 (0), ℎ2] = 𝕃

𝑚−2
2
(𝑁(𝜆)−𝑛)[Z𝜆, 𝜙

𝐶]. (4.2.5)

Together with dimGod− =
𝑚

2
(𝑛2 − 𝑛), the theorem follows when𝑚 is even.

If𝑚 is odd, we have

ℎ−11 (0) = {(g , 𝑋, 𝑏+) ∈ G × 𝔤 × G
od
+ | Adg−1𝑋 ∈ 𝔱, [𝑏+,Adg−1𝑋] = [𝑏𝑚−1

2

,Adg−1𝑋]}.

If we decompose 𝑏𝑚−1
2

= 𝑏𝑙 + 𝑏𝑢 into strictly lower and upper diagonal parts, then Lemma 4.2.6

implies that ℎ2|ℎ−1
1
(0) is affine linear in 𝑏𝑢 and independent of 𝑏𝑢 if and only if 𝑏𝑙 commutes with

Adg−1𝑋. As before, we can now apply Lemma 2.3.6 and see that (4.2.5) also holds for𝑚 odd, which
finishes the proof of (4.2.2).
Finally, we see from (4.2.4) and the description of ℎ−1(0) ⊂ G × 𝔤 × God+ in both the even and

odd case, that the structuremorphismℎ−1(0) → 𝔤, which is the projection onto 𝔤, has image in the
semisimple elements of 𝔤. Thus, the pullback of ([(𝐶)]) to the complement 𝔤 ⧵⨆𝜆 𝔤𝜆 equals
0. □

We are left with proving Lemma 4.2.6, for which we need the explicit formula (2.2.6) for the
inverse of an element 𝑏 = 𝟙 + 𝑧𝑏1 +⋯ + 𝑧𝑚−1𝑏𝑚−1 ∈ G

1
𝑚. Notice that for ⌊𝑚+12 ⌋ ⩽ 𝑝 ⩽ 𝑚 − 1,
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982 HAUSEL et al.

𝑏𝑝 can appear at most once in each summand on the right-hand side of (2.2.6). This is the crucial
observation in the proof of Lemma 4.2.6.

Lemma 4.2.6. For 𝑋 ∈ 𝔤, the function

𝜙𝑋 ∶ G
od
𝑚 → 𝕂 𝑏 ↦ 𝜙𝑋(𝑏1, 𝑏2, … , 𝑏𝑚−1) = ⟨Ad𝑏𝐶, 𝑋⟩

is affine linear in 𝑏⌊𝑚+1
2
⌋, … , 𝑏𝑚−1. It is independent of those variables if and only if 𝑋 ∈ 𝔱 and

𝑏1, 𝑏2, … , 𝑏⌊𝑚−2
2
⌋ commute with 𝑋.

In this case, if𝑚 is odd and we decompose 𝑏𝑚−1
2

= 𝑏𝑙 + 𝑏𝑢, where 𝑏𝑙 and 𝑏𝑢 are strictly lower and

upper triangular, respectively, then 𝜙𝑋 is affine linear in 𝑏𝑢 and independent of 𝑏𝑢 if and only if 𝑏𝑙
commutes with 𝑋.

Proof. It follows directly from the observation above that 𝜙𝑋 depends linearly on 𝑏𝑖 for ⌊𝑚+12 ⌋ ⩽
𝑖 ⩽ 𝑚 − 1.
For 𝑏 ∈ God𝑚 , using the notation (2.2.6), we have

⟨Ad𝑏𝐶, 𝑋⟩ = tr 𝑚∑
𝑖=1

𝑖−1∑
𝑗=0

𝑏𝑗𝐶𝑖𝑤𝑖−𝑗−1𝑋, (4.2.7)

where we use the convention 𝑏0 = 𝑤0 = 𝟙. We start by looking at the dependence of ⟨Ad𝑏𝐶, 𝑋⟩
when varying 𝑏𝑚−1. The terms in (4.2.7) containing 𝑏𝑚−1 are given by

tr(𝑏𝑚−1𝐶𝑚𝑋 − 𝐶𝑚𝑏𝑚−1𝑋) = tr[𝑏𝑚−1, 𝐶𝑚]𝑋.

As 𝐶𝑚 ∈ 𝔱reg, the commutator [𝑏𝑚−1, 𝐶𝑚] can take any value in 𝔤od; thus, tr[𝑏𝑚−1, 𝐶𝑚]𝑋 is
independent of 𝑏𝑚−1 if and only if 𝑋 ∈ (𝔤od)⟂ = 𝔱.
Assume from now on 𝑋 ∈ 𝔱. We show now inductively that 𝜙𝑋 is independent of

𝑏⌊𝑚+1
2
⌋, … , 𝑏𝑚−2 if and only if 𝑏1, 𝑏2, … , 𝑏⌊𝑚−2

2
⌋ all commute with 𝑋.

To do so, fix ⌊𝑚+1
2
⌋ ⩽ 𝑝 ⩽ 𝑚 − 2 and assume that 𝑏1, … , 𝑏𝑚−2−𝑝 commute with𝑋. Consider the

element

𝑏′ = 𝟙 + 𝑧𝑏1 +⋯ + 𝑧𝑝−1𝑏𝑝−1 + 𝑧
𝑝𝑏𝑝𝑋 + 𝑧

𝑝+1𝑏𝑝+1 +⋯ + 𝑧𝑚−1𝑏𝑚−1 ∈ G
od
𝑚 .

The point now is that the 𝑏𝑝-parts of the explicit formulas for ⟨Ad𝑏𝐶, 𝑋⟩ and
Res0 tr(𝑏

′𝐶𝑏′−1) = Res0 tr(𝐶) = tr(𝐶1)

are very similar. Indeed, from (4.2.7), we see that all the terms containing 𝑏𝑝 in ⟨Ad𝑏𝐶, 𝑋⟩ are
contained in

tr

𝑚∑
𝑖=𝑝+1

𝑏𝑝𝐶𝑖𝑤𝑖−𝑝−1𝑋 +

𝑚−1∑
𝑟=𝑝

𝑚∑
𝑖=𝑟+1

𝑏𝑖−𝑟−1𝐶𝑖𝑤𝑟𝑋. (4.2.8)

To write a formula for Res0 tr(𝑏′𝐶𝑏′−1), we write 𝑏′−1 = 𝟙 + 𝑧𝑤′
1
+⋯ + 𝑧𝑚−1𝑤′

𝑚−1
. Then

we can use a similar expression as (4.2.7) to conclude that all the terms containing 𝑏𝑝 in
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 983

Res0 tr(𝑏
′𝐶𝑏′−1) are contained in

tr

𝑚∑
𝑖=𝑝+1

𝑏𝑝𝑋𝐶𝑖𝑤
′
𝑖−𝑝−1 +

𝑚−1∑
𝑟=𝑝

𝑚∑
𝑖=𝑟+1

𝑏𝑖−𝑟−1𝐶𝑖𝑤
′
𝑟. (4.2.9)

Next, we want to study the dependence of the difference (4.2.8)–(4.2.9) on 𝑏𝑝. Notice first
that since [𝑏𝑖, 𝑋] = 0 for 1 ⩽ 𝑖 ⩽ 𝑚 − 2 − 𝑝 also [𝑤𝑖, 𝑋] = 0 for 1 ⩽ 𝑖 ⩽ 𝑚 − 2 − 𝑝 and further-
more [𝑤𝑚−𝑝−1, 𝑋] = [𝑋, 𝑏𝑚−𝑝−1]. From (2.2.6), we also see 𝑤′

𝑖
= 𝑤𝑖 for all 1 ⩽ 𝑖 < 𝑝. Finally, we

remark that 𝑤𝑟𝑋 − 𝑤′𝑟 is independent of 𝑏𝑝 for 𝑝 ⩽ 𝑟 ⩽ 𝑚 − 2 and the terms containing 𝑏𝑝 in
𝑤𝑚−1𝑋 − 𝑤

′
𝑚−1

are given by 𝑏𝑝[𝑏𝑚−𝑝−1, 𝑋]. Combining all this, we see that the terms containing
𝑏𝑝 in (4.2.8)–(4.2.9) are just

tr
(
𝑏𝑝𝐶𝑚[𝑋, 𝑏𝑚−𝑝−1] + 𝐶𝑚𝑏𝑝[𝑏𝑚−𝑝−1, 𝑋]

)
= tr[𝑏𝑝, 𝐶𝑚][𝑋, 𝑏𝑚−𝑝−1].

Since𝐶𝑚 ∈ 𝔱reg, the commutator [𝑏𝑝, 𝐶𝑚] can take any value in 𝔤od as we vary 𝑏𝑝 ∈ 𝔤od. Hence, in
order for tr[𝑏𝑝, 𝐶𝑚][𝑋, 𝑏𝑚−𝑝−1] to be constant, we need [𝑋, 𝑏𝑚−𝑝−1] ∈ 𝔱. Since 𝑋 ∈ 𝔱, this is only
possible if [𝑋, 𝑏𝑚−𝑝−1] = 0, which finishes the induction step.
Finally, we consider the special case when𝑚 is odd. Take 𝑝 = 𝑚−1

2
. Then by the same argument

as before, we obtain that all the terms in ⟨Ad𝑏𝐶, 𝑋⟩ that depend on 𝑏𝑝 are tr[𝑏𝑝, 𝐶𝑚][𝑋, 𝑏𝑝]. Now
using the decomposition 𝑏𝑝 = 𝑏𝑙 + 𝑏𝑢, we have

tr[𝑏𝑝, 𝐶𝑚][𝑋, 𝑏𝑝] = 2 tr(𝑏
𝑢[𝐶𝑚, [𝑋, 𝑏

𝑙]]).

Since the orthogonal complement of strictly upper triangular matrices are the upper triangular
matrices, we see that tr(𝑏𝑢[𝐶𝑚, [𝑋, 𝑏𝑙]]) is independent of 𝑏𝑢 if and only if [𝑋, 𝑏𝑙] = 0. □

4.3 Motivic classes of open de Rham spaces

In this section, we compute the motivic class of the generic open de Rham space [∗
𝑛,𝐫] ∈M as

defined in Definition 3.1.8.

Theorem 4.3.1. The motivic class [∗
𝑛,𝐫] ∈M is given by

𝕃
𝑑𝐫
2

(𝕃 − 1)𝑛𝑑−1

∑
𝜆∈𝑛

(−1)𝑛(𝑑−1)+𝑙(𝜆)−1
(𝑙(𝜆) − 1)!

𝑢𝜆

(
𝑛

𝜆

)𝑑
𝕃
(𝑟−1)
2
(𝑁(𝜆)−𝑛)𝜙𝜆(𝕃)

𝑑−1, (4.3.2)

where 𝑑𝐫 = (𝑛2 − 𝑛)(𝑟 + 𝑑) − 2(𝑛2 − 1) denotes the dimension of∗
𝑛,𝐫 .

We start by simplifying [∗
𝑛,𝐫] in the following standard way.

Lemma 4.3.3. We have the following relation inM

[∗
𝑛,𝐫] =

(𝕃 − 1)[𝜇−1(0)]

[G]
. (4.3.4)
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984 HAUSEL et al.

Proof. DefineG𝐦 =
∏𝑑
𝑖=1 G𝑚𝑖 and T𝐦 =

∏𝑑
𝑖=1 T𝑚𝑖 . It follows from Lemmata 2.2.4(b) and 2.2.8(d)

that the natural map

𝛼 ∶ G𝐦 →

𝑑∏
𝑖=1

(𝐶𝑖),

is a principal T𝐦-bundle. Notice that 𝛼 is G-equivariant with respect to the free G-action on G𝐦
given by diagonal left multiplication.
By restriction, we obtain a G-equivariant principal T𝐦-bundle 𝑋 → 𝜇−1(0). Taking the (affine

GIT-)quotient by G, we obtain a principal 𝕂× ⧵ T𝐦-bundle G ⧵ 𝑋 →∗
𝑛,𝐫 . Also, 𝑋 → G ⧵ 𝑋 is a

principal G-bundle, as it is the restriction of G𝐦 → G ⧵ G𝐦. As the groups T𝐦,G𝐦 and 𝕂× ⧵ T𝐦
are special [48, §4.3], all the principal bundles here are Zariski locally trivial and we get

[∗
𝑛,𝐫] =

[G ⧵ 𝑋]

[𝕂× ⧵ T𝐦]
=

[𝑋]

[G][𝕂× ⧵ T𝐦]
=
[𝜇−1(0)][T𝐦](𝕃 − 1)

[G][T𝐦]
=
(𝕃 − 1)[𝜇−1(0)]

[G]
. □

By (4.3.4), it is enough to determine [𝜇−1(0)] = 0∗[(𝐶1) ×⋯ × (𝐶𝑑)], where we consider
0 ∶ Spec𝕂 → 𝔤∗ as a morphism.
Since the motivic class of

∏𝑑
𝑖=1(𝐶𝑖) relative to 𝔤 is the convolution of the individual classes

[(𝐶𝑖)], we have by Proposition 2.3.11 the equality


([

𝑑∏
𝑖=1

(𝐶𝑖)
])

= ([(𝐶1)] ∗ ⋯ ∗ [(𝐶𝑑)]) = 𝑑∏
𝑖=1

([(𝐶𝑖)]) ∈ KExpVar𝔤 . (4.3.5)

Notice that the last product is relative to 𝔤; hence, we have by Theorem 4.2.1 for every 𝜆 ∈ 𝑛

𝑖∗
𝜆

𝑑∏
𝑖=1

([(𝐶𝑖)]) = (𝕃 − 1)−𝑛𝑑𝕃 12 (𝑟(𝑛2−2𝑛)+𝑑𝑛2+𝑁(𝜆)(𝑟−𝑑))
𝑑∏
𝑖=1

[
Z𝜆, 𝜙

𝐶𝑖
]

= (𝕃 − 1)−𝑛𝑑𝕃
1
2
(𝑟(𝑛2−2𝑛)+𝑑𝑛2+𝑁(𝜆)(𝑟−𝑑))

[
𝑍𝑑
𝜆
,

𝑑∑
𝑖=1

𝜙𝐶
𝑖

]
,

with the notation 𝑟 =
∑
𝑟𝑖 , Z𝑑𝜆 for the 𝑑-fold product Z𝜆 ×𝔤 ⋯ ×𝔤 Z𝜆 and

∑
𝑖 𝜙
𝐶𝑖 for the function

taking (𝑧1, … , 𝑧𝑑) ∈ Z𝑑𝜆 to
∑
𝑖 𝜙
𝐶𝑖 (𝑧𝑖). By Fourier inversion (Proposition 2.3.9), we thus get

[𝜇−1(0)] = 𝕃−𝑛
2
0∗
(

𝑑∏
𝑖=1

([(𝐶𝑖)])
)

= (𝕃 − 1)−𝑛𝑑𝕃
1
2
(𝑟(𝑛2−2𝑛)+𝑑𝑛2)−𝑛2

∑
𝜆∈𝑛

𝕃
1
2
𝑁(𝜆)(𝑟−𝑑)

[
𝑍𝑑
𝜆
,
∑
𝑖

𝜙𝐶
𝑖

]
. (4.3.6)

This leaves us with understanding [𝑍𝑑
𝜆
,
∑
𝑖 𝜙
𝐶𝑖 ] as an element of KExpVar. We start by taking a

closer look atZ𝜆 = {(g , 𝑋) ∈ 𝐺 × 𝔤𝜆 |Adg−1𝑋 ∈ 𝔱}. If we put 𝔱𝜆 = 𝔱 ∩ 𝔤𝜆, we have an isomorphism
Z𝜆

∼
a→ 𝔱𝜆 × G (g , 𝑋) ↦ (Adg−1𝑋, g). (4.3.7)
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 985

Next, we need to fix some notation to describe 𝔱𝜆 combinatorially. To parameterize the eigen-
values of elements in 𝔱𝜆 define for any 𝑒 ∈ ℕ the open subvariety 𝔸𝑒◦ ⊂ 𝔸

𝑒 as the complement of
∪𝑖≠𝑗{𝑥𝑖 = 𝑥𝑗}.
Furthermore, we need some discrete data. A set partition of 𝑛 is a partition

𝐼 = (𝐼1, 𝐼2, … , 𝐼𝑙)

of {1, 2, … , 𝑛}, that is, 𝐼𝑖 ∩ 𝐼𝑗 = ∅ for 𝑖 ≠ 𝑗 and ∪𝑖𝐼𝑖 = {1, 2, … , 𝑛}. For 𝜆 = (𝜆1 ⩾ ⋯ ⩾ 𝜆𝑙) ∈ 𝑛, we
write 𝜆 for the set of set partitions 𝐼 = (𝐼1, … , 𝐼𝑙) of 𝑛 such that (|𝐼1|, … , |𝐼𝑙|) = (𝜆1, … , 𝜆𝑙). Notice
that 𝐼 = (𝐼1, 𝐼2, … , 𝐼𝑙) is ordered, and hence, we have

|𝜆| = 𝑛!∏𝑙
𝑖=1 𝜆𝑖!

=

(
𝑛

𝜆

)
.

Lemma 4.3.8. The morphism

𝑝 ∶ 𝜆 × 𝔸𝑙◦ → 𝔱𝜆, (𝐼, 𝛼) ↦

𝑙∑
𝑗=1

𝛼𝑗𝐸𝐼𝑗 ,

is a trivial covering of degree 𝑢𝜆, where 𝐸𝐼𝑗 is defined as in (3.1.5).

Proof. For 𝑒 ∈ ℕ, let S𝑒 be the symmetric group on 𝑒 elements. Then the lemma follows from the
fact that the subgroup

∏
𝑗⩾1 S𝑚𝑗(𝜆) of S𝑙 acts simply transitively on the fibers of 𝑝. □

Lemma 4.3.9. The following relation holds in KExpVar[
Z𝑑
𝜆
,

𝑑∑
𝑖=1

𝜙𝐶
𝑖

]
=
[G × L𝑑−1

𝜆
]

𝑢𝜆

∑
(𝐼1,…,𝐼𝑑)∈(𝜆)𝑑

[
𝔸𝑙◦,

𝑑∑
𝑖=1

⟨
𝐶𝑖1, 𝑝𝐼𝑖

⟩]
,

where 𝑝𝐼𝑖 = 𝑝|{𝐼𝑖 }×𝔸𝑙◦ ∶ 𝔸𝑙◦ → 𝔱𝜆.

Proof. For 𝛼 ∈ 𝔸𝑙◦, the map 𝑝|𝜆×{𝛼} ∶ 𝜆 → 𝔱𝜆 from Lemma 4.3.8 is injective and its images are
exactly the elements in 𝔱𝜆 with eigenvalues given by 𝛼. Combining this with (4.3.7), we see

Z𝜆 ×𝔤 Z𝜆 ≅ (𝔱𝜆 × G) ×𝔤 (𝔱𝜆 × G) ≅ 𝔱𝜆 × G × L𝜆 × 𝜆.
Applying this reasoning 𝑑 − 1 times and then using Lemma 4.3.8, we obtain a trivial covering

of degree 𝑢𝜆

G × L𝑑−1
𝜆

× 𝑑
𝜆
× 𝔸𝑙◦ → Z𝑑

𝜆
.

Keeping track of the isomorphisms gives the desired equality. □

Proof of Theorem 4.3.1. Combining (4.3.4), (4.3.6), and Lemma 4.3.9, we are left with computing
the character sum [𝔸𝑙◦,

∑𝑑
𝑖=1⟨𝐶𝑖1, 𝑝𝐼𝑖 ⟩] for a fixed 𝑑-tuple (𝐼1, … , 𝐼𝑑) of set partitions of 𝑛. For 𝛼 ∈
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986 HAUSEL et al.

𝔸𝑙◦, we can write

𝑑∑
𝑖=1

⟨
𝐶𝑖1, 𝑝𝐼𝑖 (𝛼)

⟩
=

𝑑∑
𝑖=1

⟨
𝐶𝑖1,

𝑙∑
𝑗=1

𝛼𝑗𝐸𝐼𝑖
𝑗

⟩
=

𝑙∑
𝑗=1

𝛼𝑗

𝑑∑
𝑖=1

⟨
𝐶𝑖1, 𝐸𝐼𝑖𝑗

⟩
.

Now, for a fixed 1 ⩽ 𝑗 ⩽ 𝑙, we have by definition |𝐼1
𝑗
| = ⋯ = |𝐼𝑑

𝑗
|. Thus, by our genericity

assumption (3.1.7), the numbers 𝛽𝑗 =
∑𝑑
𝑖=1⟨𝐶𝑖1, 𝐸𝐼𝑖𝑗 ⟩ satisfy the assumptions of Lemma 4.3.11

below, and we deduce [
𝔸𝑙◦,

𝑑∑
𝑖=1

⟨
𝐶𝑖1, 𝑝𝐼𝑖

⟩]
= (−1)𝑙−1(𝑙 − 1)!𝕃, (4.3.10)

which proves Theorem 4.3.1. □

Lemma 4.3.11. Let 𝛽1, … , 𝛽𝑒 ∈ 𝕂 be such that
∑𝑒
𝑗=1 𝛽𝑗 = 0 and for 𝐽 ⊂ {1, 2, … , 𝑒} a proper subset,∑

𝑗∈𝐽 𝛽𝑗 ≠ 0. Then for the function

⟨⋅, 𝛽⟩ ∶ 𝔸𝑒◦ → 𝕂, 𝛼 ↦

𝑒∑
𝑗=1

𝛼𝑗𝛽𝑗,

we have

[𝔸𝑒◦ , ⟨⋅, 𝛽⟩] = (−1)𝑒−1(𝑒 − 1)!𝕃 ∈ KExpVar .
Proof. We use induction on 𝑒. For 𝑒 = 1, we have 𝛽1 = 0 and 𝔸1◦ = 𝔸

1; hence, the statement is
clear. For the induction step, consider𝔸𝑒◦ as a subvariety of𝔸

𝑒−1
◦ × 𝔸1. As 𝛽𝑒 ≠ 0, we have [𝔸𝑒−1◦ ×

𝔸1, ⟨⋅, 𝛽⟩] = 0 by Lemma 2.3.6, hence
[𝔸𝑒◦ , ⟨⋅, 𝛽⟩] = −[𝔸𝑒−1◦ × 𝔸1 ⧵ 𝔸𝑒◦, ⟨⋅, 𝛽⟩].

Now notice that the complement𝔸𝑒−1◦ × 𝔸1 ⧵ 𝔸𝑒◦ has 𝑒 − 1 connected components, each of which
is isomorphic to 𝔸𝑒−1◦ , which implies the formula. □

5 TAME POLES AND FINITE FIELDS

Here, the notation will be the same as in Sections 3 and 4, especially Definition 3.1.8 and Sec-
tion 4.1. In this section, we replace the motivic computations over an algebraically closed field
with arithmetic ones over a finite field 𝔽𝑞. This allows us to study the number of 𝔽𝑞-rational points
of∗

𝝁,𝐫 for any pair (𝝁, 𝐫) with 𝑠 ⩾ 1.
First, we derive in Theorem 5.1.6 a closed formula for |∗

𝝁,𝐫(𝔽𝑞)| using techniques similar to
those of Section 4. Then, in Theorem 5.2.3, we give a second description of |∗

𝝁,𝐫(𝔽𝑞)| in terms of
symmetric functions, which allows us to identify the 𝐸-polynomial of∗

𝝁,𝐫 with the pure part of
the conjectural mixed Hodge polynomial of the corresponding character variety [26, Conjecture
0.2.2]. This gives strong numerical evidence for the purity Conjecture 1.1.3, which was one of the
main motivations of this paper.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 987

5.1 de Rham spaces and finite fields

Let 𝔽𝑞 be a finite field of characteristic coprime to 𝑛 and 𝑞 large enough (see Remark 3.1.9) so that
there exists a regular generic tuple 𝐂 = (𝐶1, … , 𝐶𝑑) of formal types over 𝔽𝑞 for a given pair (𝝁, 𝐫)
with 𝑠 ⩾ 1. Then also ∗

𝝁,𝐫 is defined over 𝔽𝑞 and we can prove a version of Theorem 4.3.1 that
also includes tame poles.
For a variety 𝑋 defined over 𝔽𝑞, we sometimes abbreviate |𝑋(𝔽𝑞)| = |𝑋|. We write 𝔤′(𝔽𝑞) ⊂

𝔤(𝔽𝑞) for the matrices in 𝔤(𝔽𝑞) whose eigenvalues are in 𝔽𝑞 and for 𝜆 ∈ 𝑛, we write 𝔤′𝜆(𝔽𝑞) =
𝔤′(𝔽𝑞) ∩ 𝔤𝜆(𝔽𝑞). The proof of Theorem 4.2.1 then implies that the Fourier transform of the count
function #𝐶 ∶ 𝔤∨(𝔽𝑞) → ℤ, 𝑌 ↦ |𝜋−1res(𝑌)| associated to the coadjoint orbit 𝜋res ∶ (𝐶) → 𝔤∨ is
supported on

⨆
𝜆∈𝑛 𝔤′𝜆(𝔽𝑞). Given such an 𝑋 ∈ 𝔤′𝜆(𝔽𝑞), the 𝔽𝑞-version of formula (4.2.2) reads

(#𝐶)(𝑋) = 𝑞
𝑛+1

2 (𝑚(𝑛
2−2𝑛)+(𝑚−2)𝑁(𝜆))

(𝑞 − 1)𝑛
||L𝜆|| ∑

𝑡∈𝔱∩(𝑋)(𝔽𝑞)
Ψ(⟨𝐶1, 𝑡⟩), (5.1.1)

where (𝑋) ⊂ 𝔤 denotes the orbit of 𝑋 under the adjoint action and  and Ψ are defined as in
Section 2.3.
We now spell out a similar formula for the Fourier transform of a tame pole. Let 𝜇 = (𝜇1 ⩾ ⋯ ⩾

𝜇𝑙) ∈ 𝑛 be a partition, 𝐶 ∈ 𝔱(𝔽𝑞) ∩ 𝔤𝜆(𝔽𝑞) and 1𝐶 ∶ 𝔤(𝔽𝑞) → ℤ the characteristic function of the
adjoint orbit of 𝐶. Furthermore, for 𝑒 ∈ ℕ, we write S𝑒 for the symmetric group on 𝑒 elements and
S𝜇 =

∏𝑙
𝑖=1 S𝜇𝑖 ⊂ S𝑛. Now conjugacy classes of maximal tori over 𝔽𝑞 in 𝐺 = GL𝑛 are in natural

bijection with the conjugacy classes of the Weil group𝑊 = S𝑛 [24, Section 2.5.3]. For any𝑤 ∈ S𝑛,
we fix a maximal torus T𝑤 corresponding to the conjugacy class of 𝑤 under this bijection and
define

𝑄
L𝜆
T𝑤
= (−1)𝑛−𝑟𝑘𝑞(T𝑤)

|L𝜆|
𝑞
1
2
(𝑁(𝜆)−𝑛)|T𝑤| ,

where 𝑟𝑘𝑞 denotes the 𝔽𝑞-rank. This is a shorthand notation for the value at 1 of theGreen function
[19, Theorem7.1], andwe can be evenmore explicit. If wewrite𝜇(𝑤) ∈ 𝑛 for the partition defined
by the cycles of 𝑤 ∈ S𝑛, we have

|T𝑤| = 𝑙(𝜇(𝑤))∏
𝑖=1

(𝑞𝜇(𝑤)𝑖 − 1). (5.1.2)

Lemma 5.1.3. For 𝜆 ∈ 𝑛 and any 𝑋 ∈ 𝔤′𝜆(𝔽𝑞), we have

(1𝐶)(𝑋) = 𝑞
1
2
(𝑛2−𝑁(𝜇))

𝜇!

∑
𝑤∈S𝜇

𝑄
L𝜆
T𝑤

∑
𝑌∈𝔱𝑤∩(𝑋)(𝔽𝑞)

Ψ(⟨𝐶,𝑌⟩), (5.1.4)

where 𝔱𝑤 ⊂ 𝔱 denotes the locus fixed by 𝑤 ∈ 𝑆𝜇. If 𝐶 is regular, then (1𝐶) is supported on 𝔤′(𝔽𝑞).
Proof. The proof consists of writing out Equation (2.5.5) in [24] explicitly. In their notation, we
have

(1𝐶) = 𝜖𝐺𝜖𝐿|WL|−1 ∑
𝑤∈WL

𝑞𝑑𝐿∕2R
𝔤
𝔱𝑤

( 𝔱𝑤 (1T𝑤
𝐶
)
)
.
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988 HAUSEL et al.

Here, L ≅
∏𝑙
𝑖=1 GL𝜇𝑖 denotes the centralizer of 𝐶 and WL ≅

∏𝑙
𝑖=1 S𝜇𝑖 the normalizer of the

standard maximal torus T in L. We have 𝑑L = dimG − dimL = 𝑛2 − 𝑁(𝜇) and since T is split
over 𝔽𝑞 also 𝜖G𝜖L = (−1)𝑛(−1)𝑛 = 1. The formula then becomes

(1𝐶) = 𝑞
𝑛2−𝑁(𝜇)

2

𝜇!

∑
𝑤∈WL

R
𝔤
𝔱𝑤

( 𝔱𝑤 (1T𝑤
𝐶
)
)
.

The T𝑤-coadjoint orbit of 𝐶 is just 𝐶 and hence  𝔱𝑤 (1T𝑤
𝐶
)(𝑌) = Ψ(⟨𝐶,𝑌⟩) for all 𝑌 ∈ 𝔱𝑤. As

𝑋 ∈ 𝔤′
𝜆
(𝔽𝑞) is semisimple, [24, Equation (2.5.4)] gives

R
𝔤
𝔱𝑤

( 𝔱𝑤 (1T𝑤
𝐶
)
)
(𝑋) = ||L𝜆||−1 ∑

{ℎ∈G(𝔽𝑞)|
𝑋∈Adℎ𝔱𝑤}

𝑄
𝐶G(𝑋)

ℎT𝑤ℎ
−1(1)Ψ(⟨𝐶,Adℎ−1𝑋⟩). (5.1.5)

By [19, Theorem 7.1], for any ℎ ∈ G(𝔽𝑞), 𝑄
𝐶𝐺(𝑋)

ℎT𝑤ℎ
−1(1) = 𝑄

L𝜆
T𝑤
, and thus,

R
𝔤
𝔱𝑤

( 𝔱𝑤 (1T𝑤
𝐶
)
)
(𝑋) =

𝑄
L𝜆
T𝑤|L𝜆| ∑

{ℎ∈G(𝔽𝑞)|
𝑋∈Adℎ𝔱𝑤}

Ψ(⟨𝐶,Adℎ−1𝑋⟩) = 𝑄L𝜆T𝑤 ∑
𝑌∈𝔱𝑤∩(𝑋)(𝔽𝑞)

Ψ(⟨𝐶,𝑌⟩).
Using [24, 2.5.3], we see that for every 𝑤 ∈ 𝑊𝐶𝐺(𝐶)

, there is a g ∈ 𝐶𝐺(𝐶)(𝔽𝑞) such that (𝔱𝑤 ∩(𝑋))(𝔽𝑞) = g(𝔱𝑤 ∩ (𝑋)(𝔽𝑞))g−1 and hence∑
𝑌∈𝔱𝑤∩(𝑋)(𝔽𝑞)

Ψ(⟨𝐶,𝑌⟩) = ∑
𝑌∈𝔱𝑤∩(𝑋)(𝔽𝑞)

Ψ(
⟨
𝐶, g𝑌g−1

⟩
) =

∑
𝑌∈𝔱𝑤∩(𝑋)(𝔽𝑞)

Ψ(⟨𝐶,𝑌⟩).
If 𝐶 is regular, we haveWL = {1} and for𝑋 ∈ 𝔤(𝔽𝑞) clearly {ℎ ∈ G(𝔽𝑞)|𝑋𝑠 ∈ Adℎ(𝔱)} = ∅ unless

𝑋 ∈ 𝔤′(𝔽𝑞), which finishes the proof of the lemma. □

Recall that for 𝜆 ∈ 𝑛, we denote by 𝜆 the set of ordered set partitions of 𝜆. The natural action
of 𝑆𝑛 on {1, … , 𝑛} induces an action on 𝜆 and for 𝑤 ∈ S𝑛, we write 𝑤𝜆 ⊂ 𝜆 for the set partitions
invariant under 𝑤, that is,

𝑤
𝜆
= {𝐼 = (𝐼1, … , 𝐼𝑙) ∈ 𝜆 | 𝑤𝐼𝑗 = 𝐼𝑗 for all 1 ⩽ 𝑗 ⩽ 𝑙}.

For two partitions 𝜆, 𝜇 ∈ 𝑛, we then define
Δ(𝜆, 𝜇) =

1

𝜇!

∑
𝑤∈𝑆𝜇

𝑄
L𝜆
T𝑤
|𝑤
𝜆
|.

Theorem 5.1.6. Let 𝑑 = 𝑘 + 𝑠 and 𝐂 = (𝐶1, … , 𝐶𝑘, 𝐶𝑘+1, … , 𝐶𝑑) generic regular formal types. If
𝑠 ⩾ 1, we have

|∗
𝝁,𝐫(𝔽𝑞)| = 𝑞

𝑑𝝁,𝐫

2

(𝑞 − 1)𝑛𝑠−1

×
∑
𝜆∈𝑛

(−1)𝑛(𝑠−1)+𝑙(𝜆)−1
(𝑙(𝜆) − 1)!

𝑢𝜆

(
𝑛

𝜆

)𝑠
𝑞
(𝑟−1)
2
(𝑁(𝜆)−𝑛)𝜙𝜆(𝑞)

𝑠−1
𝑘∏
𝑖=1

Δ(𝜆, 𝜇𝑖), (5.1.7)

where 𝑑𝝁,𝐫 denotes the dimension of∗
𝝁,𝐫 .
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Proof. The argument is similar to the proof of Theorem 4.3.1. First, by repeating the proof of
Lemma 4.3.3 with∗

𝑛,𝐫 replaced by∗
𝝁,𝐫 , we see that

|∗
𝝁,𝐫(𝔽𝑞)| = (𝑞 − 1)|𝜇−1(0)||G| ,

where 𝜇 is themomentmap defined in (3.1.2). Using Fourier inversion and convolution over finite
fields, we further have

|𝜇−1(0)| = 𝑞−𝑛2( 𝑘∏
𝑖=1

(1𝐶𝑖 )
𝑠∏
𝑗=1

(#𝐶𝑘+𝑗 )
)
(0) = 𝑞−𝑛

2 ∑
𝑋∈𝔤(𝔽𝑞)

𝑘∏
𝑖=1

(1𝐶𝑖 )(𝑋)
𝑠∏
𝑗=1

(#𝐶𝑘+𝑗 )(𝑋)

= 𝑞−𝑛
2 ∑
𝜆∈𝑛

∑
𝑋∈𝔤′

𝜆
(𝔽𝑞)

𝑘∏
𝑖=1

(1𝐶𝑖 )(𝑋)
𝑠∏
𝑗=1

(#𝐶𝑘+𝑗 )(𝑋).

For the last equation, we used that (#𝐶𝑘+𝑗 ) is supported on ⨆𝜆∈𝑛 𝔤′𝜆(𝔽𝑞) for all 1 ⩽ 𝑗 ⩽ 𝑠 and
our assumption 𝑠 ⩾ 1. We now parameterize 𝔤′

𝜆
(𝔽𝑞) using the same notation as in Section 4.3, that

is, we have a surjective map

𝑝 ∶ G(𝔽𝑞) × 𝜆 × 𝔸𝑙◦(𝔽𝑞) → 𝔤′
𝜆
(𝔽𝑞) (g , 𝐼, 𝛼) ↦ g

(
𝑙∑
𝑗=1

𝛼𝑗𝐸𝐼𝑗

)
g−1,

with each fiber of 𝑝 having cardinality 𝑢𝜆
(𝑛
𝜆

)|L𝜆|. Since (1𝐶𝑖 ) and (#𝐶𝑘+𝑗 ) are class functions,
they depend only on 𝛼 ∈ 𝔸𝑙◦(𝔽𝑞). In particular, if 𝑋 = 𝑝(g , 𝐼, 𝛼), we have for every 𝑤 ∈ S𝑛

𝔱𝑤 ∩ (𝑋)(𝔽𝑞) = 𝑝({Id} × 𝑤
𝜆
× {𝛼}

)
,

with 𝑤
𝜆
= {𝐼 = (𝐼1, … , 𝐼𝑙) ∈ 𝜆 | 𝑤𝐼𝑗 = 𝐼𝑗 for all 1 ⩽ 𝑗 ⩽ 𝑙}. Using these parameterizations of

𝔤′
𝜆
(𝔽𝑞) and 𝔱𝑤 ∩ (𝑋)(𝔽𝑞) as well as (5.1.1) and Lemma 5.1.3, we can write
∑

𝑋∈𝔤′
𝜆
(𝔽𝑞)

𝑘∏
𝑖=1

(1𝐶𝑖 )(𝑋)
𝑠∏
𝑗=1

(#𝐶𝑘+𝑗 )(𝑋)

=
𝑞Ω|𝐿𝜆|𝑠
(𝑞 − 1)𝑛𝑠

∑
𝑋∈𝔤′

𝜆
(𝔽𝑞)

𝑘∏
𝑖=1

⎛⎜⎜⎝
∑
𝑤∈S𝜇𝑖

𝑄
L𝜆
T𝑤

𝜇𝑖!

∑
𝑌∈𝔱𝑤∩(𝑋)(𝔽𝑞)

Ψ(
⟨
𝐶𝑖, 𝑌

⟩
)
⎞⎟⎟⎠

𝑠∏
𝑗=1

⎛⎜⎜⎝
∑

𝑡∈𝔱∩(𝑋)(𝔽𝑞)
Ψ(
⟨
𝐶
𝑘+𝑗

1
, 𝑡
⟩
)
⎞⎟⎟⎠

=
𝑞Ω|𝐿𝜆|𝑠−1|𝐺|
(𝑞 − 1)𝑛𝑠𝑢𝜆

∑
𝛼∈𝔸𝑙◦(𝔽𝑞)

𝑘∏
𝑖=1

⎛⎜⎜⎝
∑
𝑤∈S𝜇𝑖

𝑄
L𝜆
T𝑤

𝜇𝑖!

∑
𝐼∈𝑤

𝜆

Ψ

⟨
𝐶𝑖,

𝑙∑
𝑎=1

𝛼𝑎𝐸𝐼𝑎

⟩⎞⎟⎟⎠
𝑠∏
𝑗=1

(∑
𝐼∈𝜆

Ψ

⟨
𝐶
𝑘+𝑗

1
,

𝑙∑
𝑎=1

𝛼𝑎𝐸𝐼𝑎

⟩)
,

where we abbreviatedΩ = 1

2
(𝑛2(𝑑 + 𝑟) − 2𝑛𝑟 −

∑
𝑁(𝜇𝑖)) + 𝑁(𝜆)

2
(𝑟 − 𝑠). Nowmultiplying out the

products over 𝑖 and 𝑗, we are left with computing sums of the form

∑
𝛼∈𝔸𝑙◦(𝔽𝑞)

Ψ

(
𝑙∑
𝑎=1

𝛼𝑎

⟨
𝑑∑
𝑖=1

𝐶𝑖1, 𝐸𝐼𝑖𝑎

⟩)
,
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990 HAUSEL et al.

with 𝐼𝑖 ∈ 𝜆. Because of the genericity assumption (3.1.7) and (the finite field version of)
Lemma 4.3.11, this sum always equals (−1)𝑙−1(𝑙 − 1)!𝑞 independently of the 𝐼𝑖 ’s. With this
simplification, we finally deduce

∑
𝑋∈𝔤′

𝜆
(𝔽𝑞)

𝑘∏
𝑖=1

(1𝐶𝑖 )(𝑋)
𝑠∏
𝑗=1

(#𝐶𝑘+𝑗 )(𝑋)

=
𝑞Ω|L𝜆|𝑠−1|G|
(𝑞 − 1)𝑛𝑠𝑢𝜆

𝑘∏
𝑖=1

⎛⎜⎜⎝ 1𝜇𝑖!
∑
𝑤∈S𝜇𝑖

𝑄
L𝜆
T𝑤
|𝑤
𝜆
|⎞⎟⎟⎠|𝜆|𝑠(−1)𝑙−1(𝑙 − 1)!𝑞

=
𝑞Ω+1|L𝜆|𝑠−1|G|
(𝑞 − 1)𝑛𝑠𝑢𝜆

𝑘∏
𝑖=1

Δ(𝜆, 𝜇𝑖)

(
𝑛

𝜆

)𝑠
(−1)𝑙−1(𝑙 − 1)!.

Summing up over all 𝜆 ∈ 𝜆 finishes the proof. □

Theorem 5.1.6 immediately implies that |∗
𝝁,𝐫(𝔽𝑞)| is a rational function in 𝑞 as we vary the

finite field 𝔽𝑞. Because it is the count of an algebraic variety, we deduce that it is, in fact, a poly-
nomial in 𝑞, namely, its weight polynomial by Theorem 2.3.4. By analyzing the combinatorics of
(5.1.7), we obtain the following.

Corollary 5.1.8. For every pair (𝝁, 𝐫) with 𝑑𝝁,𝐫 ⩾ 0 and 𝑠 ⩾ 1, the counting polynomial for∗
𝝁,𝐫 is

monic of degree 𝑑𝝁,𝐫 . In particular,∗
𝝁,𝐫 is nonempty and connected, both over 𝔽𝑞 and ℂ.

Proof. The statement about the counting polynomial implies the second one, as the leading
coefficient gives the number of components of∗

𝝁,𝐫 ; see, for example, [25, Lemma 5.1.2].
For 𝑛 = 1, we have 𝑑𝝁,𝐫 = 0 and Theorem 5.1.6 gives indeed |∗

𝝁,𝐫(𝔽𝑞)| = 1. For 𝑛 ⩾ 2, 𝑑𝝁,𝐫 ⩾ 0
implies either 𝑟 ⩾ 2 or 𝑟 = 𝑠 = 1, 𝑘 ⩾ 1 and there exists an 1 ⩽ 𝑖 ⩽ 𝑘 with 𝜇𝑖 ≠ (𝑛). In both cases,
it follows from Lemma 5.1.9 below that there is only one summand in (5.1.7) of highest degree,
namely, the one for 𝜆 = (𝑛). From the explicit formula for Δ((𝑛), 𝜇) in Lemma 5.1.9, we also see
that the coefficient of the highest 𝑞-power equals 1 and the corollary follows. □

Lemma 5.1.9. For any 𝜆, 𝜇 ∈ 𝑛, we have
1. Δ((𝑛), 𝜇) = (−1)𝑛 |G|

𝑞
1
2
(𝑛2−𝑛)

𝜙𝜇(𝑞)
.

2. degΔ((𝑛), 𝜇) ⩾ degΔ(𝜆, 𝜇), and equality holds if and only if 𝜆 = (𝑛) or 𝜇 = (𝑛).

Proof. Let 𝛼 ∈ ℕ and write T𝛼 for the standard maximal torus of GL𝛼. The lemma boils down to
the following combinatorial identity:

∑
𝑤∈S𝛼

(−1)𝛼−𝑟𝑘𝑞(𝑇
𝛼
𝑤)|𝑇𝛼𝑤| = (−1)𝛼𝛼!

∑
𝜈∈𝛼

1

𝑢𝜈
∏
𝑖 𝜈𝑖
∏
𝑖(1 − 𝑞

𝜈𝑖 )
= (−1)𝛼

𝛼!

𝜙(𝛼)(𝑞)
.

Here, the first equality follows from (5.1.2), while the second one can be deduced from [40,
(2.14’) and Example I.2.4].
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Now every 𝐼 = (𝐼1, … , 𝐼𝓁) ∈ 𝜆 defines a refinement 𝜇𝐼 of 𝜇 as follows. Write 𝜇 = (𝜇1 ⩾
… ⩾ 𝜇𝑚) and 𝑀1 = {1, … , 𝜇1}, 𝑀𝑖 = {

∑𝑖−1
𝑝=1 𝜇𝑝 + 1,… ,

∑𝑖
𝑝=1 𝜇𝑝} for 2 ⩽ 𝑖 ⩽ 𝑚, so that {1, … , 𝑛} =∐𝑚

𝑖=1 𝑀𝑖 . Then 𝜇
𝐼 is obtained by writing the numbers

|𝑀𝑖 ∩ 𝐼𝑗|, 1 ⩽ 𝑖 ⩽ 𝑚, 1 ⩽ 𝑗 ⩽ 𝓁

in (some) nonincreasing order. In particular, {𝑤 ∈ S𝜇 | 𝑤𝐼 = 𝐼} = S𝜇𝐼 . With this, we have

Δ(𝜆, 𝜇) =
1

𝜇!

∑
𝑤∈𝑆𝜇

𝑄
L𝜆
T𝑤
|𝑤
𝜆
| = 1

𝜇!

∑
𝐼∈𝜆

∑
𝑤∈S𝜇𝐼

𝑄
L𝜆
T𝑤
=

|L𝜆|
𝜇!𝑞

1
2
(𝑁(𝜆)−𝑛)

∑
𝐼∈𝜆

∑
𝑤∈S𝜇𝐼

(−1)𝑛−𝑟𝑘𝑞(T𝑤)|T𝑤|
= (−1)𝑛

|L𝜆|
𝜇!𝑞

1
2
(𝑁(𝜆)−𝑛)

∑
𝐼∈𝜆

𝜇𝐼!

𝜙𝜇𝐼 (𝑞)
.

From this, we get the formula for Δ((𝑛), 𝜇) as well as

degΔ(𝜆, 𝜇) =
1

2
(𝑁(𝜆) + 𝑛) − min

𝐼∈𝜆
1

2
(𝑁(𝜇𝐼) + 𝑛) =

1

2
(𝑁(𝜆) − min

𝐼∈𝜆 𝑁(𝜇
𝐼)).

The inequality degΔ((𝑛), 𝜇) ⩾ degΔ(𝜆, 𝜇) is thus equivalent to

min
𝐼∈𝜆 𝑁(𝜇

𝐼) ⩾ 𝑁(𝜆) + 𝑁(𝜇) − 𝑛2. (5.1.10)

We prove this inequality by induction on 𝑛. Let 𝐼 ∈ 𝜆 be such that𝑁(𝜇𝐼) is minimal and suppose
𝑛 ∈ 𝐼𝑗 . We may assume that 𝜆𝑗+1 < 𝜆𝑗 since otherwise we could interchange 𝐼𝑗 and 𝐼𝑗+1 and the
resulting 𝐼′ would still minimize 𝑁(𝜇𝐼). Hence,

𝜆̃ ∶= (𝜆1 ⩾ … ⩾ 𝜆𝑗−1 ⩾ 𝜆𝑗 − 1 ⩾ 𝜆𝑗+1 ⩾ … ⩾ 𝜆𝓁)

is still a partition (of 𝑛 − 1). Further let

𝜇̂ ∶= (𝜇1 ⩾ … ⩾ 𝜇𝑚−1 ⩾ 𝜇𝑚 − 1),

and 𝑀̂𝑖 = 𝑀𝑖 for 1 ⩽ 𝑖 ⩽ 𝑚 − 1, 𝑀̂𝑚 = 𝑀𝑚 ⧵ {𝑛}. We have

𝑁(𝜆) = 𝑁(𝜆̃) + 2𝜆𝑗 − 1 𝑁(𝜇) = 𝑁(𝜇̂) + 2𝜇𝑚 − 1.

By induction, we know

min
𝐽∈𝜆̃

𝑁(𝜇̂𝐽) ⩾ 𝑁(𝜆̃) + 𝑁(𝜇̂) − (𝑛 − 1)2.

Therefore, it suffices to show that

min
𝐽∈𝜆̃

𝑁(𝜇̂𝐽) ⩽ 𝑁(𝜇𝐼) + 2(𝑛 − 𝜆𝑗 − 𝜇𝑚) + 1. (5.1.11)
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992 HAUSEL et al.

Consider

𝐽 = (𝐼1, … , 𝐼𝑗−1, 𝐼𝑗 ⧵ {𝑛}, 𝐼𝑗+1, … , 𝐼𝓁) ∈ 𝜆̃.
Clearly, if 𝑖 ≠ 𝑚 or 𝑘 ≠ 𝑗, we have |𝑀̂𝑖 ∩ 𝐽𝑘| = |𝑀𝑖 ∩ 𝐼𝑘| and so

𝑁(𝜇̂𝐽) − 𝑁(𝜇𝐼) =

𝑚∑
𝑖=1

𝓁∑
𝑘=1

|𝑀̂𝑖 ∩ 𝐽𝑘|2 − 𝑚∑
𝑖=1

𝓁∑
𝑘=1

|𝑀𝑖 ∩ 𝐼𝑘|2 = |𝑀̂𝑚 ∩ 𝐽𝑗|2 − |𝑀𝑚 ∩ 𝐼𝑗|2
= (|𝑀𝑚 ∩ 𝐼𝑗| − 1)2 − |𝑀𝑚 ∩ 𝐼𝑗|2 = −2|𝑀𝑚 ∩ 𝐼𝑗| + 1
= 2(|𝑀𝑚 ∪ 𝐼𝑗| − 𝜆𝑗 − 𝜇𝑚) + 1 ⩽ 2(𝑛 − 𝜆𝑗 − 𝜇𝑚) + 1

and taking theminimum, we see that the inequality (5.1.11) holds. The equality cases follows from
a direct inspection. □

Example 5.1.12. Let us spell out explicitly formula (5.1.7) for 𝑛 = 2, 3. Recall that 𝑘 denotes the
number of simple poles, 𝑠 the number of higher order poles, 𝑑 = 𝑘 + 𝑠 the total number of poles,
and 𝑟 the sum of the Poincaré ranks of the poles. We will assume 𝜇𝑖 ≠ (𝑛) for all 1 ⩽ 𝑖 ⩽ 𝑘, since
the corresponding coadjoint orbits are points and do not contribute to the count.
For 𝑛 = 2, we have by assumption 𝜇𝑖 = (12) for 1 ⩽ 𝑖 ⩽ 𝑘, and thus,

|∗
𝝁,𝐫(𝔽𝑞)| = 𝑞𝑟+𝑑−3(𝑞𝑟−1(𝑞 + 1)𝑑−1 − 2𝑑−1)𝑞 − 1

. (5.1.13)

For 𝑛 = 3, we write 𝑘 = 𝑘1 + 𝑘2 with 𝑘1 = |{𝑖 | 𝜇𝑖 = (13)}| and 𝑘2 = |{𝑖 | 𝜇𝑖 = (2, 1)}|. Then|∗
𝝁,𝐫(𝔽𝑞)| is given by

𝑞3𝑟+3𝑑−𝑘2−8
(
𝑞3𝑟−3(𝑞2 + 𝑞 + 1)𝑑−1(𝑞 + 1)𝑠+𝑘1−1 − 3𝑠+𝑘1𝑞𝑟−1(𝑞 + 1)𝑠+𝑘1−1(𝑞 + 2)𝑘2 + 3𝑑−12𝑠+𝑘1

)
(𝑞 − 1)2

.

(5.1.14)

Remark 5.1.15. If we take 𝑘 = 0, and thus, 𝑠 = 𝑑, formula (5.1.7) agrees with (4.3.2) if we replace
𝑞 by 𝕃. In fact, by Theorem 2.3.4, (5.1.7) is a consequence of (4.3.2), provided that there exists a
suitable spreading out of ∗

𝑛,𝐫 . We refer to [24, Appendix A], where a similar construction has
been carried out in detail.

5.2 Comparison with wild character varieties

Lemma 5.2.1. Let 𝑚 ⩾ 1 and 𝐶 any formal type of order 𝑚 with 𝐶1 regular semisimple. Then we
have an equality of Fourier transforms

(#𝐶) = (1𝐶1)(1 )𝑚−1,
where ⊂ 𝔤(𝔽𝑞) denotes the nilpotent cone and 1 its characteristic function on 𝔤(𝔽𝑞) ≅ 𝔤∨(𝔽𝑞).
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 993

Proof. By [38, Theorem 3.6], the Fourier transform (1 ) is given by

(1 ) = 1𝑛 = 𝑞 12 dim(𝑛)St𝑛,

where St𝑛 denotes the Steinberg character and (𝑛) the regular nilpotent orbit, hence
dim(𝑛) = 𝑛(𝑛 − 1).

By [38, (2.2)], St𝑛 is supported on semisimple elements and its value on 𝑋 ∈ 𝔤′𝜆(𝔽𝑞) is

St𝑛(𝑋) = 𝜖𝐺𝜖𝐶𝐺(𝑋)|𝐶𝐺(𝑋)|𝑝 = 𝑞 12 ∑𝑖 𝜆𝑖(𝜆𝑖−1).
Thus, in total, we obtain

(1 )(𝑋) = 𝑞 12 (𝑛2−2𝑛+𝑁(𝜆)).
Comparing this with Equations (5.1.1) and (5.1.4), we finally see

(#𝐶) = (1𝐶1)(1 )𝑚−1. □

Next, we recall some combinatorics; formore details, see [24, §2.3] and [26, §4.2]. For a partition
𝜆 ∈ 𝑛, we let

𝜆(𝑧, 𝑤) =
∏ 1

(𝑧2𝑎+2 − 𝑤2𝑙)(𝑧2𝑎 − 𝑤2𝑙+2)
∈ ℚ(𝑧, 𝑤),

where the product is over the boxes in the Young diagram of 𝜆 and 𝑎 and 𝑙 are the arm length and
the leg length of the given box.
We fix integers g ⩾ 0 and 𝑘 > 0. Let 𝐱1 = {𝑥1,1, 𝑥1,2, … }, … , 𝐱𝑘 = {𝑥𝑘,1, 𝑥𝑘,2, … } be 𝑘 sets of

infinitely many independent variables and let Λ(𝐱1, … , 𝐱𝑘) be the ring of functions separately
symmetric in each of the set of variables. Then we define the Cauchy kernel

Ω𝑘(𝑧, 𝑤) ∶=
∑
𝜆∈

𝜆(𝑧, 𝑤)
𝑘∏
𝑖=1

𝐻̃𝜆(𝑧
2, 𝑤2; 𝐱𝑖) ∈ Λ(𝐱1, … , 𝐱𝑘) ⊗ℤ ℚ(𝑧, 𝑤),

where we have the Macdonald polynomials of [22]

𝐻̃𝜆(𝑞, 𝑡; 𝐱) =
∑
𝜇∈𝑛

𝐾̃𝜆𝜇(𝑞, 𝑡)𝑠𝜇(𝐱) ∈ Λ(𝐱) ⊗ℤ ℚ(𝑧, 𝑤).

Let now 𝝁 ∈ 𝑘𝑛 , 𝐫 = (𝑟1, … , 𝑟𝑠) ∈ ℤ𝑠>0 and 𝑟 ∶= 𝑟1 +⋯ + 𝑟𝑠 be as in Definition 3.1.8. We let

ℍ𝝁,𝑟(𝑧, 𝑤)

= (−1)𝑟𝑛(𝑧2 − 1)(1 − 𝑤2)
⟨
Log
(
Ω𝑘+𝑟

)
, ℎ𝜇1(𝐱1) ⊗⋯⊗ ℎ𝜇𝑘(𝐱𝑘) ⊗ 𝑠(1𝑛)(𝐱𝑘+1) ⊗⋯⊗ 𝑠(1𝑛)(𝐱𝑘+𝑠)

⟩
.
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994 HAUSEL et al.

Let now𝝁,𝐫
B

denote a generic wild character variety of type 𝝁, 𝐫 and g = 0 as studied in [26].
The main conjecture [26, Conjecture 0.2.2] in the form of [26, Lemma 5.2.1] is that the mixed
Hodge polynomial of𝝁,𝐫

B
satisfies

𝑊𝐻(𝝁,𝐫
B
; 𝑞, 𝑡) = (𝑞𝑡2)𝑑𝜇,𝐫∕2ℍ𝝁̃,𝑟

(
𝑞1∕2, −𝑞−1∕2𝑡−1

)
, (5.2.2)

where 𝝁̃ = (𝜇1, … , 𝜇𝑘, (1𝑛), … , (1𝑛)) ∈ 𝑘+𝑠𝑛 . The purity conjecture then is saying that the pure
part of 𝑊𝐻(𝝁,𝐫

B
; 𝑞, 𝑡) should equal the Poincaré polynomial of the corresponding open de

Rham space.
The following is our main Theorem 1.3.1.

Theorem 5.2.3. In the notation of Theorem 5.1.6, we have 𝐸(∗
𝝁,𝐫 ; 𝑞) = 𝑞

𝑑𝝁,𝐫∕2ℍ𝝁̃,𝑟(0, 𝑞
1∕2).

Proof. By Theorem 2.3.4, we have𝐸(∗
𝝁,𝐫 ; 𝑞) = |∗

𝝁,𝐫(𝔽𝑞)| and by Lemma 5.2.1, we can compute
|∗

𝝁,𝐫(𝔽𝑞)| = 𝑞−𝑛
2

|PGL𝑛(𝔽𝑞)|
(

𝑘∏
𝑖=1

(1𝐶𝑖 )
𝑠∏
𝑗=1

(1
𝐶
𝑘+𝑗
1

)(1 )𝑟𝑗
)
(0) = 𝑞𝑑𝝁,𝐫∕2ℍ𝝁̃,𝑟(0, 𝑞

1∕2).

(5.2.4)

The last equation follows from combining [37, Theorem 7.3.3] and [37, Corollary 7.3.5] with
the observation in [37, §6.10.3] that the symmetric function corresponding to a split semisim-
ple adjoint orbit of type 𝜇𝑖 is ℎ𝜇𝑖 and in [37, §6.10.4], the symmetric function corresponding to a
regular nilpotent adjoint orbit is 𝑠(1𝑛). The result follows in the usual way, as in the proof of [24,
Theorem 7.1.1]. □

Remark 5.2.5. The formula for |∗
𝝁,𝐫(𝔽𝑞)| = 𝐸(∗

𝝁,𝐫 ; 𝑞) in (5.1.7) was obtained by computing the
same Fourier transform as in (5.2.4). Thus, we can consider the result of Theorem 5.1.6 as the
explicit form of Theorem 5.2.3.

We finish this section by observing that a combination of [37, Theorem 6.10.1, Theorem 7.4.1]
implies that ℍ𝝁̃,𝑟(0, 𝑞1∕2) has nonnegative coefficients; thus, we have the following.

Corollary 5.2.6. The weight polynomial 𝐸(∗
𝝁,𝐫 ; 𝑞) has nonnegative coefficients.

This motivates the following.

Conjecture 5.2.7. The mixed Hodge structure on the cohomology of∗
𝝁,𝐫 is pure.

If all poles in 𝐂 are of order one, this is proven in [24, Theorem 2.2.6] using the description of
∗
𝝁,𝐫 as a quiver variety. Moreover, if there is only one higher order pole, [11, Theorem 9.11] also

identifies∗
𝝁,𝐫 with a quiver variety; thus, Conjecture 5.2.7 follows in this case too. In Section 6,we

obtain a quiver like description of∗
𝝁,𝐫 for poles of any order, giving more evidence and possible

strategy for Conjecture 5.2.7.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 995

6 QUIVERSWITHMULTIPLICITIES AND THEIR ASSOCIATED
VARIETIES

The greater part of this section is devoted to a generalization of the theoremofCrawley–Boevey [15,
Theorem 1], which realizes an additive fusion product of coadjoint orbits forGL𝑛(𝕂), where𝕂 is a
fixed perfect ground field (the primary examples the reader should have inmind are where𝕂 = ℂ
or 𝕂 is a finite field), as a quiver variety associated to a star-shaped quiver. The generalization
we will achieve is to replace the GL𝑛(𝕂)-coadjoint orbits with those for the nonreductive group
GL𝑛(R𝑚) of Section 2.1 and to replace quivers with “quivers with multiplicities” or “weighted
quivers” that are defined in Section 6.1 below. The main theorem is stated as Theorem 6.4.2. It
states that an open de Rham space as defined in Section 3.1 may be realized as a variety associated
to a weighted star-shaped quiver for an appropriate choice of multiplicities.
The main novelty that enters when one introduces multiplicities is that the groups one obtains

are no longer reductive. As in the usual quiver case, one wants to define a variety associated to a
quiver with multiplicities as an algebraic symplectic quotient. In the approach we take here, we
simply define this quotient as the spectrum of the appropriate ring of invariants. Of course, this
makes good sense as an affine scheme; however, without the reductivity hypothesis, we are not
guaranteed that this ring of invariants is a finitely generated𝕂-algebra. For the star-shaped quivers
described in Section 6.1.2, we show that we do, in fact, get finite generation. Essentially, what we
show is that the preimage of themomentmap is a trivial principal bundle for the unipotent radical
of the group (Proposition 6.2.1), the proof of which occupies Section 6.2.
Let us also mention that there seem to be several difficulties in applying the general theory of

nonreductive GIT as developed by Bérczy, Doran, Hawes, and Kirwan [3] directly to our situation:
The varieties we consider are affine and the unipotent radical does not seem to admit a suitable
𝔾𝑚-grading.
In Section 6.3, we explain how a certain symplectic quotient of a “leg”-shaped quiver (out of

which one builds a star-shaped quiver) yields a coadjoint orbit for the group GL𝑛(R𝑚), general-
izing Boalch’s explanation of Crawley–Boevey’s theorem [11, Lemma 9.10]. This was done in the
holomorphic category for “short legs” in [54, Lemma 3.7]; ours is an algebraic version, along the
lines described above.
Quivers with multiplicities have been introduced in [54] for purposes quite similar to ours

(namely, the description of moduli spaces of irregular meromorphic connections), and indeed,
the quivers of interest in that paper are a special case of those considered here [54, §6.2]. We
would like to point out that the quotients referred to there are either taken in the holomorphic
category (when restricted to the stable locus, in the sense defined there) or simply set-theoretic
[54, Definition 3.3]. The results of Sections 6.2 and 6.3 show that these quotients indeed make
sense algebraically.
Finally, we put together the results in Section 6.4, relating the varieties constructed in this sec-

tion to the open de Rham spaces of Section 3. Quivers withmultiplicities are also discussed by [23]
in order to generalize certain classical results known for finite-dimensional algebras associated to
symmetric Cartan matrices to the case where the Cartan matrix is only symmetrizable. It is well
known that given a simply laced affine Dynkin diagram, one can associate a two-dimensional
quiver variety (depending on some parameters), which will, in fact, be a gravitational instanton
(i.e., carry a complete hyperkähler metric). In a parallel generalization, the construction above
allows us to construct quiver varieties for nonsimply laced Dynkin diagrams; this is explained in
Section 6.4.2. In the next section, we will see that these also admit complete hyperkähler metrics
(see Theorem 7.3.3 and Remark 7.3.6(i)).
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996 HAUSEL et al.

6.1 Definitions, notation, and a statement for star-shaped quivers

6.1.1 Definitions, notation, and a finite generation criterion

Here, we discuss a generalization of the definition of quiver representations to allow formultiplic-
ities at the vertices. This was first done in [54]. We follow the approach of [23, §1.4] and [55], using
the greatest common divisor of neighboring multiplicities in the definition of a representation.
Let𝕂 be a field. For a positive integer𝑚 ∈ ℤ⩾1, we will denote by R𝑚 the truncated polynomial

ring

R𝑚 ∶= 𝕂[𝑧]∕(𝑧
𝑚),

so that 𝑅1 = 𝕂. Observe that if 𝑚|𝓁, then there is a natural inclusion of 𝕂-algebras R𝑚 ↪ 𝑅𝓁 ,
which makes 𝑅𝓁 a free R𝑚-module of rank 𝓁∕𝑚.
As in Section 2.1, wewill use the groupsGL𝑛(R𝑚) andGL1𝑛(R𝑚) and their respective Lie algebras

𝔤𝔩𝑛(R𝑚) and 𝔤𝔩
1
𝑛(R𝑚). However, since the value of 𝑛 will vary, we will not shorten these to G or

G𝑚, and so on. We do adopt the identifications

𝔤𝔩𝑛(R𝑚)
∨ = 𝑧−𝑚𝔤𝔩𝑛(R𝑚)

via the trace-residue pairing (2.1.5).
As usual, a quiver 𝑄 = (𝑄0, 𝑄1, ℎ, 𝑡) is a finite directed graph, that is, 𝑄0 and 𝑄1 are finite sets

and one has head and tail maps ℎ, 𝑡 ∶ 𝑄1 → 𝑄0. By a set𝐦 of multiplicities for 𝑄, we will mean an
element𝐦 ∈ ℤ

𝑄0
⩾1
. The pair (𝑄,𝐦) of a quiver and a set of multiplicities𝐦 can be referred to as a

quiver with multiplicities or a weighted quiver.
A dimension vector is also an element 𝐧 ∈ ℤ𝑄0

⩾1
. The space of representations of (𝑄,𝐦) for a

given dimension vector 𝐧 is defined as

Rep(𝑄,𝐦, 𝐧) ∶=
⨁
𝛼∈𝑄1

HomR𝛼

(
R
⊕𝑛𝑡(𝛼)
𝑚𝑡(𝛼)

, R
⊕𝑛ℎ(𝛼)
𝑚ℎ(𝛼)

)
,

wherewe havemade the abbreviationR𝛼 ∶= R(𝑚𝑡(𝛼),𝑚ℎ(𝛼)). Here (𝑚𝑡(𝛼),𝑚ℎ(𝛼)) denotes the greatest
common divisor of 𝑚𝑡(𝛼) and of 𝑚ℎ(𝛼). In the case that 𝑚𝑖 = 1 for all 𝑖 ∈ 𝑄0, this is the usual
definition of the space of representations Rep(𝑄, 𝐧) for 𝑄 with dimension vector 𝐧.
For a triple (𝑄,𝐦, 𝐧), we define the group

𝐺𝑄,𝐦,𝐧 = 𝐺𝐦,𝐧 ∶=
∏
𝑖∈𝑄0

GL𝑛𝑖 (R𝑚𝑖 ).

We will denote its Lie algebra by 𝔤𝐦,𝐧. One has an action of 𝐺𝐦,𝐧 on Rep(𝑄,𝐦, 𝐧) as in the usual
case: for (g𝑖) ∈ 𝐺𝐦,𝐧 and (𝜑𝑎) ∈ Rep(𝑄,𝐦, 𝐧),

(g𝑖) ⋅ (𝜑𝛼) =
(
gℎ(𝛼)𝜑𝑎g

−1
𝑡(𝛼)

)
.

The main difference between this and the case without multiplicities is that 𝐺𝐦,𝐧 is not reductive
if there is some 𝑖 ∈ 𝑄0 with𝑚𝑖 ⩾ 2.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 997

As usual, we denote by 𝑄 the doubled quiver: that is, 𝑄1 ∶= 𝑄1 ⊔ 𝑄′1, where 𝑄
′
1
∶= {𝛼′ ∶ 𝛼 ∈

𝑄1} and ℎ(𝛼′) = 𝑡(𝛼), 𝑡(𝛼′) = ℎ(𝛼) for all 𝛼 ∈ 𝑄1. Then

Rep(𝑄,𝐦, 𝐧) =
⨁
𝛼∈𝑄1

HomR𝛼

(
R
⊕𝑛𝑡(𝛼)
𝑚𝑡(𝛼)

, R
⊕𝑛ℎ(𝛼)
𝑚ℎ(𝛼)

)
⊕HomR𝛼

(
R
⊕𝑛ℎ(𝛼)
𝑚ℎ(𝛼)

, R
⊕𝑛𝑡(𝛼)
𝑚𝑡(𝛼)

)
(6.1.1)

= 𝑇∗ Rep(𝑄,𝐦, 𝐧).

Thus, we have the usual situation of a cotangent bundle, which has a canonical symplectic form,
and an action of a group on the base, for which the induced action on the cotangent bundle is
Hamiltonian. We will be working with the corresponding moment map

𝜇 ∶ Rep(𝑄,𝐦, 𝐧) → 𝔤∨𝐦,𝐧

for the 𝐺𝐦,𝐧-action. An explicit formula can be derived as in the case without multiplicities (see,
e.g., [39, Lemma 3.1]) and is given by

𝜇(𝑝, 𝑞) =
⎛⎜⎜⎝𝑧−𝑚𝑖

∑
𝛼∈ℎ−1(𝑖)

𝑝𝛼𝑞𝛼 − 𝑧
−𝑚𝑖

∑
𝛽∈𝑡−1(𝑖)

𝑞𝛽𝑝𝛽

⎞⎟⎟⎠𝑖∈𝑄0 , (6.1.2)

where we identify for each 𝑖 ∈ 𝑄0 the dual 𝔤∨𝑚𝑖,𝑛𝑖 with 𝑧
−𝑚𝑖𝔤𝑚𝑖,𝑛𝑖 as in (2.1.4). We will usually drop

the factor 𝑧−𝑚𝑖 in the computations below if no confusion arises.

Definition 6.1.3. Let us fix an element 𝜸 ∈ 𝔤∨𝐦,𝐧 whose 𝐺𝐦,𝐧-coadjoint orbit is a singleton. One
defines the reduced quiver scheme associated to 𝑄(𝐦,𝐧) at 𝜸 as

𝜸 ∶= Spec
(
𝕂[𝜇−1(𝜸)]𝐺𝐦,𝐧

)
. (6.1.4)

In this formula, 𝕂[𝜇−1(𝜸)] denotes the coordinate ring of the affine variety 𝜇−1(𝜸), and
𝕂[𝜇−1(𝜸)]𝐺𝐦,𝐧 its subring of 𝐺𝐦,𝐧-invariants.

Remark 6.1.5. By definition, 𝜸 is an affine scheme over 𝕂. However, as 𝐺𝐦,𝐧 is not reductive,
𝕂[𝜇−1(𝜸)]𝐺𝐦,𝐧 is not a priori a finitely generated 𝕂-algebra; therefore, we cannot say that𝜸 is an
affine variety (possibly nonreduced) without further justification.

In view of the preceding remark, we now give a criterion that is sufficient to conclude that 𝜸
is an affine variety. Then in Section 6.1.2, we will describe a class of quivers withmultiplicities and
conditions on 𝜸 for which this criterion is fulfilled.
Observe that the group𝐺𝐦,𝐧 is a semidirect product: there is a surjectivemorphism of algebraic

groups

𝐺𝐦,𝐧 → 𝐺𝐧,

where

𝐺𝐧 ∶=
∏
𝑖∈𝑄0

GL𝑛𝑖 (𝕂)
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998 HAUSEL et al.

is the usual group associated to the quiver 𝑄 and dimension vector 𝐧. We will call the kernel
𝐺1𝐦,𝐧. This surjection splits, with GL𝑛𝑖 (𝕂) being the subgroup of “constant” group elements in
GL𝑛𝑖 (R𝑚𝑖 ), and then taking the product of these inclusions (cf. Section 2.1). We may thus write

𝐺𝐦,𝐧 = 𝐺𝐧 ⋉ 𝐺
1
𝐦,𝐧.

With this decomposition, we may similarly decompose the Lie algebra 𝔤𝐦,𝐧 and its dual as
direct sums:

𝔤𝐦,𝐧 = 𝔤𝐧 ⊕ 𝔤
1
𝐦,𝐧 𝔤∨𝐦,𝐧 = 𝔤

∨
𝐧 ⊕ (𝔤

1
𝐦,𝐧)

∨. (6.1.6)

For 𝜸 ∈ 𝔤∨𝐦,𝐧, wewill write 𝜸res ∈ 𝔤
∨
𝐧 and 𝜸 irr ∈ (𝔤

1
𝐦,𝐧)

∨ for its components. Likewise, themoment
map (6.1.2) will also have components 𝜇res and 𝜇irr corresponding to 𝔤∨𝐧 and (𝔤

1
𝐦,𝐧)

∨, respectively.
Of course, each of these components is a moment map for the restriction of the action to the
respective subgroup.

Lemma 6.1.7. Suppose that there is a 𝐺𝐧-invariant closed subvariety𝑀𝜸 ⊆ 𝜇−1irr (𝜸 irr) and a 𝐺
1
𝐦,𝐧-

equivariant isomorphism

𝜇−1irr (𝜸 irr)
∼
a→ 𝐺1𝐦,𝐧 × 𝑀𝜸,

where 𝐺1𝐦,𝐧 acts by left multiplication on the first factor (and trivially on 𝑀𝜸 ); in other words,
𝜇−1irr (𝜸 irr) is a trivial (left) principal 𝐺

1
𝐦,𝐧-bundle over𝑀𝜸 . Then𝜸 is an affine algebraic symplectic

variety, and hence, we will often refer to it as a quiver variety.

Remark 6.1.8. By “symplectic variety,” we mean that it is an algebraic symplectic manifold along
its smooth locus. We are making no claims about the possible singular locus.

Proof. We deal only with the finite generation of 𝕂[𝜇−1(𝜸)]𝐺𝐦,𝐧 ; the symplectic structure arises
as usual on the smooth locus [41, Theorem 1]. Since 𝐺1𝐦,𝐧 is normal in 𝐺𝐦,𝐧, it is not hard to see
that 𝜇res is constant on 𝐺1𝐦,𝐧-orbits in Rep(𝑄,𝐦, 𝐧). We have that

𝜇−1(𝜸) = 𝜇−1res(𝜸res) ∩ 𝜇
−1
irr (𝜸 irr) ≅ 𝜇

−1
res(𝜸res) ∩

(
𝐺1𝐦,𝐧 × 𝑀𝜸

)
.

Using the fact just mentioned, we obtain an isomorphism

𝜇−1(𝜸) ≅ 𝐺1𝐦,𝐧 ×
(
𝜇−1res(𝜸res) ∩ 𝑀𝜸

)
.

Now write 𝑋 ∶= 𝜇−1res(𝜸res) ∩ 𝑀𝜸 for the second factor and note that this is an affine algebraic
𝐺𝐧-variety. From this,

𝕂[𝜇−1(𝜸)]𝐺𝐦,𝐧 =

((
𝕂[𝐺1𝐦,𝐧] ⊗𝕂 𝕂[𝑋]

)𝐺1𝐦,𝐧)𝐺𝐧
= 𝕂[𝑋]𝐺𝐧,

and since 𝐺𝐧 is reductive, this is a finitely generated 𝕂-algebra. □
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 999

Remark 6.1.9. The idea in the proof comes from the procedure in the general theory of Hamil-
tonian reduction known as “reduction in stages.” When taking a symplectic quotient by a group
with a semidirect product decomposition, one obtains the same quotient by first reducing by the
normal subgroup and then by the quotient group. See, for example, [42, §4.2].

6.1.2 Star-shaped quivers with multiplicities constant on the legs

We now describe a class of quivers with multiplicities and give conditions on the choice of 𝜸 ∈
𝔤∨𝐦,𝐧 for which the hypotheses of Lemma 6.1.7 will hold. Let 𝑄 be a star-shaped quiver as on [15,
p. 340]†:

with 𝑑 legs and the 𝑖th leg of length 𝑙𝑖 . Thus, the vertex set is

𝑄0 = {0} ∪

𝑑⋃
𝑖=1

{[𝑖, 1], … , [𝑖, 𝑙𝑖]}. (6.1.10)

For notational convenience, for 1 ⩽ 𝑖 ⩽ 𝑑, we will often write [𝑖, 0] for 0. Then for 1 ⩽ 𝑖 ⩽ 𝑑 and
1 ⩽ 𝑗 ⩽ 𝑙𝑖 , the doubled quiver 𝑄 will have one arrow from [𝑖, 𝑗 − 1] to [𝑖, 𝑗] and one from [𝑖, 𝑗] to
[𝑖, 𝑗 − 1].
For each 1 ⩽ 𝑖 ⩽ 𝑑, we fix𝑚𝑖 ∈ ℤ>0 and choose the multiplicity vector𝐦 with

𝐦0 = 1 𝐦[𝑖,𝑗] = 𝑚𝑖; (6.1.11)

thus, the multiplicity is fixed in each leg (away from the central vertex 0). The dimension vector
𝐧 will be

𝐧0 = 𝑛 𝐧[𝑖,𝑗] = 𝑛𝑖,𝑗 (6.1.12)

with 𝑛 > 𝑛𝑖,1 > … > 𝑛𝑖,𝑙𝑖 > 0 for 1 ⩽ 𝑖 ⩽ 𝑑, so that the dimensions are decreasing as one moves
away from the central vertex on each leg.
Observe that with this,

𝐺𝐦,𝐧 = GL𝑛(𝕂) ×

𝑑∏
𝑖=1

𝑙𝑖∏
𝑗=1

GL𝑛𝑖,𝑗 (R𝑚𝑖 );

† The same diagram also appears at [53, p. 27] and at [24, p. 348, Figure 1].
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1000 HAUSEL et al.

hence

𝔤𝐦,𝐧 = 𝔤𝔩𝑛(𝕂) ⊕

𝑑⨁
𝑖=1

𝑙𝑖⨁
𝑗=1

𝔤𝔩𝑛𝑖,𝑗 (R𝑚𝑖 ) 𝔤∨𝐦,𝐧 = 𝑧
−1𝔤𝔩𝑛(𝕂) ⊕

𝑑⨁
𝑖=1

𝑙𝑖⨁
𝑗=1

𝑧−𝑚𝑖𝔤𝔩𝑛𝑖,𝑗 (R𝑚𝑖 ).

We choose 𝜸 ∈ 𝔤𝐦,𝐧 of the form

𝜸 = (𝛾0𝟙𝑛, 𝛾
[𝑖,𝑗]𝟙𝑛𝑖,𝑗 )1⩽𝑖⩽𝑑

1⩽𝑗⩽𝑙𝑖

with 𝛾0 ∈ 𝑧−1 ⋅ 𝕂, 𝛾[𝑖,𝑗] ∈ 𝑧−𝑚𝑖R𝑚𝑖 .

We further assume that for each 1 ⩽ 𝑖 ⩽ 𝑑 and for 1 ⩽ 𝑗 ⩽ 𝑘 ⩽ 𝑙𝑖 ,

𝑧𝑚𝑖
(
𝛾[𝑖,𝑗] +⋯ + 𝛾[𝑖,𝑘]

)
∈ R×𝑚𝑖

. (6.1.13)

Proposition 6.1.14. With (𝑄,𝐦, 𝐧) and 𝜸 as above, 𝜸 is an affine algebraic symplectic variety.
In the next subsection, we will show that the hypotheses of Proposition 6.1.14 imply those of

Lemma 6.1.7, which then provides a proof of the proposition.

6.2 Proof of Proposition 6.1.14: Construction of a section

Here we prove the following.

Proposition 6.2.1. Let (𝑄,𝐦, 𝐧) and 𝜸 ∈ 𝔤∨𝐦,𝐧 be as in Proposition 6.1.14. Then there is a
𝐺𝐧-invariant closed subvariety𝑀𝜸 ⊆ 𝜇−1irr (𝜸 irr) and a 𝐺

1
𝐦,𝐧-equivariant isomorphism

𝜇−1irr (𝜸 irr)
∼
a→ 𝐺1𝐦,𝐧 × 𝑀𝜸, (6.2.2)

as in the hypothesis of Lemma 6.1.7.

Simplified case: 𝑑 = 1
For notational simplicity, we will first assume that 𝑑 = 1, so that we have a quiver with a single
leg. This allows us to drop the index 𝑖 from the notation in (6.1.10), (6.1.11), and (6.1.12). Thus, the
doubled quiver 𝑄 is the following:

(6.2.3)

where the vertices are labeled 0, … , 𝑙 from left to right, multiplicity vector𝐦 = (1,𝑚,… ,𝑚) and
dimension vector 𝐧 = (𝑛, 𝑛1, … , 𝑛𝑙) with 𝑛 > 𝑛1 >⋯ > 𝑛𝑙. To avoid having to write out things
separately for the vertex 0, we will often write 𝑛0 ∶= 𝑛.
Also,

𝜸 =
(
𝛾0𝟙𝑛, 𝛾

𝑗𝟙𝑛𝑗

)
1⩽𝑗⩽𝑙

with 𝛾0 ∈ 𝑧−1 ⋅ 𝕂, 𝛾𝑗 ∈ 𝑧−𝑚R𝑚.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1001

The condition (6.1.13) on 𝜸 reads

𝑧𝑚
(
𝛾𝑗 +⋯ + 𝛾𝑘

)
∈ R×𝑚 (6.2.4)

for 1 ⩽ 𝑗 ⩽ 𝑘 ⩽ 𝑙.

Explicit description of the groups, Lie algebras, and their duals
Let us now be explicit about the groups that are involved. One has

𝐺𝐦,𝐧 = GL𝑛(𝕂) ×

𝑙∏
𝑖=1

GL𝑛𝑖 (R𝑚) 𝐺1𝐦,𝐧 =

𝑙∏
𝑖=1

GL1𝑛𝑖
(R𝑚), (6.2.5)

with respective Lie algebras

𝔤𝐦,𝐧 = 𝔤𝔩𝑛(𝕂) ⊕

𝑙∏
𝑖=1

𝔤𝔩𝑛𝑖 (R𝑚) 𝔤1𝐦,𝐧 =

𝑙⨁
𝑖=1

𝔤𝔩1𝑛𝑖
(R𝑚)

and duals

𝔤∨𝐦,𝐧 = 𝑧
−1𝔤𝔩𝑛(𝕂) ⊕

𝑙∏
𝑖=1

𝑧−𝑚𝔤𝔩𝑛𝑖 (R𝑚)
(
𝔤1𝐦,𝐧

)∨
=

𝑙⨁
𝑖=1

𝑧−𝑚𝔤𝔩𝑛𝑖 (R𝑚)
/
𝑧−1𝔤𝔩𝑛𝑖 (R𝑚).

One has direct sum decompositions as in (6.1.6) and the projection maps to each factor simply
omits the “irregular” part or the “residue” term, respectively, as in (2.1.6) and (2.1.7). As before,
we write 𝜸res and 𝜸 irr for the images of 𝜸 under the respective projections to 𝔤𝐧 and to 𝔤1𝐦,𝐧.

Explicit description of the space of representations Rep(𝑄,𝐦, 𝐧) and group actions
Explicitly, the space Rep(𝑄,𝐦, 𝐧) is given by

Hom𝕂(𝕂
𝑛, R

⊕𝑛1
𝑚 ) ⊕ Hom𝕂(R

⊕𝑛1
𝑚 , 𝕂𝑛) ⊕

𝑙⨁
𝑖=2

(
HomR𝑚(R

𝑛𝑖−1
𝑚 , R

𝑛𝑖
𝑚 ) ⊕ HomR𝑚(R

𝑛𝑖
𝑚 , R

𝑛𝑖−1
𝑚 )
)
.

We will write elements of Rep(𝑄,𝐦, 𝐧) as pairs (𝑝, 𝑞), where 𝑝 = (𝑝1, … , 𝑝𝑙) and 𝑞 = (𝑞1, … , 𝑞𝑙)
are each themselves 𝑠-tuples, where

𝑝1 ∈ Hom𝕂(𝕂
𝑛, R

⊕𝑛1
𝑚 ) 𝑝𝑖 ∈ HomR𝑚(R

𝑛𝑖−1
𝑚 , R

𝑛𝑖
𝑚 ), 2 ⩽ 𝑖 ⩽ 𝑙

𝑞1 ∈ Hom𝕂(R
⊕𝑛1
𝑚 , 𝕂𝑛) 𝑞𝑖 ∈ HomR𝑚(R

𝑛𝑖
𝑚 , R

𝑛𝑖−1
𝑚 ), 2 ⩽ 𝑖 ⩽ 𝑙.

Since HomR𝑚(R
𝑟
𝑚, R

𝑠
𝑚) ≅ Hom𝕂(𝕂

𝑟, 𝕂𝑠) ⊗𝕂 R𝑚, we will think of the 𝑝𝑖 as elements

𝑝𝑖 ∈ 𝑀𝑛𝑖×𝑛𝑖−1(R𝑚), 1 ⩽ 𝑖 ⩽ 𝑙

and dually of the 𝑞𝑖 as Laurent polynomials

𝑞𝑖 ∈ 𝑧−𝑚𝑀𝑛𝑖−1×𝑛𝑖 (R𝑚), 1 ⩽ 𝑖 ⩽ 𝑙.
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1002 HAUSEL et al.

In this notation, an element g = (g0, … , g 𝑙) ∈ 𝐺𝐦,𝐧 acts on (𝑝, 𝑞) ∈ Rep(𝑄,𝐦, 𝐧) by

g ⋅ (𝑝, 𝑞) =
(
g1𝑝1(g0)−1, g2𝑝2(g1)−1, … , g 𝑙𝑝𝑙(g 𝑙−1)−1,

g0𝑞1(g1)−1, g1𝑞2(g2)−1, … , g 𝑙−1𝑞𝑙(g 𝑙)−1
)
. (6.2.6)

Of course, here g0 ∈ GL𝑛(𝕂) and g 𝑖 ∈ GL𝑛𝑖 (R𝑚).
Later, we will need to be even more explicit, and so, we will write

𝑝𝑖 = 𝑝𝑖0 + 𝑧𝑝
𝑖
1 +⋯ + 𝑧𝑚−1𝑝𝑖𝑚−1 𝑞𝑖 =

𝑞𝑖𝑚
𝑧𝑚
+⋯ +

𝑞𝑖
1

𝑧

with 𝑝𝑖
𝑗
∈ 𝑀𝑛𝑖×𝑛𝑖−1(𝕂), 𝑞

𝑖
𝑗
∈ 𝑀𝑛𝑖−1×𝑛𝑖 (𝕂).

When we will need to evaluate moment maps or group actions, we will need to regard, for
example, the product 𝑝𝑖𝑞𝑖 as an element of 𝔤𝔩𝑛𝑖 (R𝑚)

∨ = 𝑧−𝑚𝔤𝔩𝑛𝑖 (R𝑚). We do this by multiplying
𝑝𝑖 and 𝑞𝑖 as matrices of Laurent polynomials and truncating the terms of degree ⩾ 0. Explicitly,

𝑝𝑖𝑞𝑖 =
𝑝𝑖
0
𝑞𝑖𝑚
𝑧𝑚

+
𝑝𝑖
0
𝑞𝑖
𝑚−1

+ 𝑝𝑖
1
𝑞𝑖𝑚

𝑧𝑚−1
+⋯ +

𝑝𝑖
0
𝑞𝑖
1
+ 𝑝𝑖

1
𝑞𝑖
2
+⋯ + 𝑝𝑖

𝑚−1
𝑞𝑖𝑚

𝑧
∈ 𝔤𝔩𝑛𝑖 (R𝑚)

∨. (6.2.7)

Of course, products of the form 𝑞𝑖𝑝𝑖 or g 𝑖−1𝑞𝑖(g 𝑖)−1 as in (6.2.6) are written similarly. Products
such as g 𝑖𝑝𝑖(g 𝑖−1)−1 in (6.2.6) will be considered as multiplication of the relevant matrices with
entries in R𝑚.
We will also write

𝛾𝑖 =
𝛾𝑖𝑚
𝑧𝑚
+⋯ +

𝛾𝑖
1

𝑧
, 1 ⩽ 𝑖 ⩽ 𝑙

with 𝛾𝑖
𝑗
∈ 𝕂. In particular, the assumption (6.2.4) implies that 𝛾𝑖𝑚 ∈ 𝕂

× for all 1 ⩽ 𝑖 ⩽ 𝑙.

Explicit description of the moment maps
The moment map 𝜇 ∶ Rep(𝑄,𝐦, 𝐧) → 𝔤∨𝐦,𝐧 has the explicit expression

𝜇(𝑝, 𝑞) = (−𝑞1𝑝1, 𝑝1𝑞1 − 𝑞2𝑝2, … , 𝑝𝑙−1𝑞𝑙−1 − 𝑞𝑙𝑝𝑙, 𝑝𝑙𝑞𝑙) ∈ 𝔤∨𝐦,𝐧. (6.2.8)

Composingwith the projections arising from the direct sumdecomposition (6.1.6), we getmoment
maps

𝜇res ∶ Rep(𝑄,𝐦, 𝐧) → 𝔤∨𝐧 𝜇irr ∶ Rep(𝑄,𝐦, 𝐧) → (𝔤1𝐦,𝐧)
∨,

which are, in fact, the moment maps for the restricted 𝐺𝐧- and 𝐺1𝐦,𝐧-actions, respectively.
We are primarily interested in the preimage 𝜇−1irr (𝜸 irr). The point (𝑝, 𝑞) lies in this preimage if

and only if (in other words, the moment map condition translates to)

𝑝𝑖𝑞𝑖 = 𝑞𝑖+1𝑝𝑖+1 + 𝛾𝑖𝟙𝑛𝑖 , 1 ⩽ 𝑖 ⩽ 𝑙 − 1 𝑝𝑙𝑞𝑙 = 𝛾𝑙𝟙𝑛𝑙 . (6.2.9)
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1003

We recall that (𝔤1𝐦,𝐧)
∨ has no component corresponding to the vertex 0. Thus, if we write out

an explicit expression as in (6.2.7), we should ignore any contributions coming from the residue
terms, because we are considering these equations in (𝔤1𝐦,𝐧)

∨.

Definition of𝑀𝜸 and its 𝐺𝐧-invariance
We now proceed with defining the subvariety 𝑀𝜸 appearing in Lemma 6.1.7, where (𝑄,𝐦, 𝐧) is
as in Proposition 6.1.14 in the special case where 𝑑 = 1. We start by defining

𝑀0
𝜸 ∶= 𝜇

−1
irr (𝜸 irr)

and define inductively a nested sequence of subvarieties of𝑀0
𝜸 by

𝑀𝑖
𝜸 ∶=

{
(𝑝, 𝑞) ∈ 𝑀𝑖−1

𝜸 ∶ 𝑝𝑖𝑞𝑖𝑚 = 𝛾
𝑖
𝑚𝟙𝑛𝑖 + 𝑞

𝑖+1
𝑚 𝑝𝑖+1

0

}
𝑀𝜸 = 𝑀

𝑙
𝜸 ∶=

{
(𝑝, 𝑞) ∈ 𝑀𝑙−1

𝜸 ∶ 𝑝𝑙𝑞𝑙𝑚 = 𝛾
𝑙
𝑚𝟙𝑛𝑙

}
. (6.2.10)

Remark 6.2.11. On the left side of the defining equation for 𝑀𝑖
𝜸 , the matrix 𝑝

𝑖𝑞𝑖𝑚 is a priori a
𝔤𝔩𝑛𝑖 (𝕂)-valued polynomial in 𝑧 of degree ⩽ 𝑚 − 1, but the right-hand side is, in fact, a constant
matrix. So, the defining condition is equivalent to the further conditions

𝑝𝑖1𝑞
𝑖
𝑚 =⋯ = 𝑝𝑖𝑚−1𝑞

𝑖
𝑚 = 0 ∈ 𝔤𝔩𝑛𝑖 (𝕂). (6.2.12)

The fact that𝑀𝜸 is an affine variety is thus clear.
Furthermore, from this description, it is easy to see that 𝑀𝜸 is a 𝐺𝐧-invariant subvariety of

Rep(𝑄,𝐦, 𝐧) using (6.2.6) and the appropriate expressions in (6.2.7): the vanishing conditions
(6.2.12) imposed by (6.2.10) are left unchanged.

Remark 6.2.13. Equation (6.3.13) below implies that 𝑧𝑚𝑝𝑖𝑞𝑖 ∈ GL𝑛𝑖 (R𝑚) for 1 ⩽ 𝑖 ⩽ 𝑙. In particular,
the constant term, namely, 𝑝𝑖

0
𝑞𝑖𝑚, must lie in GL𝑛𝑖 (𝕂). This fact is crucial in the construction of

the isomorphism (6.2.2); see Lemma 6.2.17 below.

Wenowestablish someproperties of the𝑀𝑖
𝜸 with respect to the action of𝐺

1
𝐦,𝐧 and its subgroups.

Let us consider each GL1𝑛𝑖 (R𝑚) for 1 ⩽ 𝑖 ⩽ 𝑙 as a subgroup of 𝐺
1
𝐦,𝐧 via the obvious inclusion in

(6.2.5). We will also use the subgroups

(𝐺1𝐦,𝐧)
𝑖 ∶=

𝑙∏
𝑗=𝑖

GL1𝑛𝑗
(R𝑚) ⊂ 𝐺

1
𝐦,𝐧,

noting that we have a (decreasing) chain of inclusions

(𝐺1𝐦,𝐧)
𝑙 ⊂ (𝐺1𝐦,𝐧)

𝑙−1 ⊂⋯ ⊂ (𝐺1𝐦,𝐧)
2 ⊂ (𝐺1𝐦,𝐧)

1 = 𝐺1𝐦,𝐧.

Lemma 6.2.14. 𝑀𝑖
𝜸 is invariant under (𝐺

1
𝐦,𝐧)

𝑖+1.

 1460244x, 2023, 4, D
ow

nloaded from
 https://londm

athsoc.onlinelibrary.w
iley.com

/doi/10.1112/plm
s.12555 by Institute O

f Science A
nd T

echnology A
ustria - L

ibrary, W
iley O

nline L
ibrary on [30/01/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



1004 HAUSEL et al.

Proof. Let (𝑝, 𝑞) ∈ 𝑀𝑖
𝜸 and 𝑟 = (1, … , 1, 𝑟

𝑖+1, … , 𝑟𝑙) ∈ (𝐺1𝐦,𝐧)
𝑖+1. Then

𝑟 ⋅ (𝑝, 𝑞) =
(
𝑝1, 𝑞1, … , 𝑝𝑖, 𝑞𝑖, 𝑟𝑖+1𝑝𝑖+1, 𝑞𝑖+1(𝑟𝑖+1)−1, 𝑟𝑖+2𝑝𝑖+2(𝑟𝑖+1)−1, 𝑟𝑖+1𝑞𝑖+2(𝑟𝑖+2)−1,

… , 𝑟𝑙𝑝𝑙(𝑟𝑙−1)−1, 𝑟𝑙−1𝑞𝑙(𝑟𝑙)−1
)
.

Observe that 𝑟 ⋅ (𝑝, 𝑞) ∈ 𝑀𝑖−1
𝜸 since the condition for this to hold depends only on the components

𝑝1, 𝑞1, … , 𝑝𝑖, 𝑞𝑖 , which are unchanged under the action of 𝑟. We only need to check the condition
for𝑀𝑖

𝜸 , which involves the terms 𝑞
𝑖+1
𝑚 , 𝑝𝑖+1

0
. It suffices to see that

(𝑟𝑖+1𝑝𝑖+1)0 = 𝑝
𝑖+1
0

(
𝑞𝑖+1(𝑟𝑖+1)−1

)
𝑚
= 𝑞𝑖+1𝑚 .

But since 𝑟𝑖+1 ∈ GL1𝑛𝑖+1(R𝑚), the constant terms of 𝑟
𝑖+1 and (𝑟𝑖+1)−1 are both 𝟙𝑛𝑖+1 . □

Lemma 6.2.15. Let 𝑟𝑖 ∈ GL1𝑛𝑖 (R𝑚) and (𝑝, 𝑞) ∈ 𝑀
𝑖
𝜸 . If 𝑟

𝑖 ⋅ (𝑝, 𝑞) ∈ 𝑀𝑖
𝜸 , then 𝑟

𝑖 = 𝟙𝑛𝑖 .

Proof. Write 𝑟𝑖 = 𝟙𝑛𝑖 + 𝑧𝑟
𝑖
1
+⋯ + 𝑧𝑚−1𝑟𝑖

𝑚−1
. Then

𝑟𝑖 ⋅ (𝑝, 𝑞) =
(
𝑝1, 𝑞1, … , 𝑟𝑖𝑝𝑖, 𝑞𝑖(𝑟𝑖)−1, 𝑝𝑖+1(𝑟𝑖)−1, 𝑟𝑖𝑞𝑖+1, … , 𝑝𝑙, 𝑞𝑙

)
. (6.2.16)

The condition for 𝑟𝑖 ⋅ (𝑝, 𝑞) ∈ 𝑀𝑖
𝜸 is

𝑟𝑖𝑝𝑖
(
𝑞𝑖(𝑟𝑖)−1

)
𝑚
= 𝛾𝑖𝑚𝟙𝑛𝑖 + (𝑟

𝑖𝑞𝑖+1)𝑚
(
𝑝𝑖+1(𝑟𝑖)−1

)
0
,

but (
𝑞𝑖(𝑟𝑖)−1

)
𝑚
= 𝑞𝑖𝑚 (𝑟𝑖𝑞𝑖+1)𝑚 = 𝑞

𝑖+1
𝑚

(
𝑝𝑖+1(𝑟𝑖)−1

)
0
= 𝑝𝑖+1

0
,

so we need

𝑟𝑖𝑝𝑖𝑞𝑖𝑚 = 𝛾
𝑖
𝑚𝟙𝑛𝑖 + 𝑞

𝑖+1
𝑚 𝑝𝑖+1

0
= 𝑝𝑖0𝑞

𝑖
𝑚,

where the last equality follows from the definition of𝑀𝑖
𝜸 . But byRemark 6.2.13,𝑝

𝑖
0
𝑞𝑖𝑚 ∈ GL𝑛𝑖 (𝕂) ⊂

GL𝑛𝑖 (R𝑚), and hence, this may be regarded as an equation in GL
1
𝑛𝑖
(R𝑚) and hence 𝑟𝑖 = 𝟙𝑛𝑖 . □

Construction of the isomorphism (6.2.2)

Lemma 6.2.17. For 1 ⩽ 𝑖 ⩽ 𝑙, there exists a morphism 𝜑𝑖 ∶ 𝑀
𝑖−1
𝜸 → GL1𝑛𝑖

(R𝑚) such that for all
(𝑝, 𝑞) ∈ 𝑀𝑖−1

𝜸 , we have 𝜑𝑖(𝑝, 𝑞) ⋅ (𝑝, 𝑞) ∈ 𝑀𝑖
𝜸 .

Proof. Let (𝑝, 𝑞) ∈ 𝑀𝑖−1
𝜸 and 𝑟𝑖 ∈ GL1𝑛𝑖 (R𝑚). Since 𝑟

𝑖 ∈ (𝐺1𝐦,𝐧)
𝑖 , 𝑟𝑖 ⋅ (𝑝, 𝑞) ∈ 𝑀𝑖−1

𝜸 and so we need
only check the condition for𝑀𝑖

𝜸 . We recall the expression for 𝑟
𝑖 ⋅ (𝑝, 𝑞) from (6.2.16) and observe

that

𝑟𝑖𝑝𝑖𝑞𝑖𝑚 = 𝑝
𝑖
0𝑞
𝑖
𝑚 + 𝑧(𝑝

𝑖
1 + 𝑟

𝑖
1𝑝
𝑖
0)𝑞

𝑖
𝑚 + 𝑧

2(𝑝𝑖2 + 𝑟
𝑖
1𝑝
𝑖
1 + 𝑟

𝑖
2𝑝
𝑖
0)𝑞

𝑖
𝑚 +⋯ + 𝑧𝑚−1(𝑝𝑖𝑚−1 + 𝑟

𝑖
1𝑝
𝑖
𝑚−2 +⋯

+ 𝑟𝑖𝑚−1𝑝
𝑖
0)𝑞

𝑖
𝑚.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1005

The conditionwewant is that all the nonconstant (with respect to 𝑧) terms vanish (Remark 6.2.11).
But now, by Remark 6.2.13, 𝑝𝑖

0
𝑞𝑖𝑚 is invertible, and so starting with the coefficient of 𝑧 above, we

may solve for 𝑟𝑖
1
= −𝑝𝑖

1
(𝑝𝑖
0
𝑞𝑖𝑚)

−1 so that this coefficient vanishes. It is then clear that we may
successively solve for 𝑟𝑖

2
, …, 𝑟𝑖

𝑚−1
algebraically as functions of 𝑝 and 𝑞 to eliminate the remaining

nonconstant terms. This produces 𝜑𝑖 with the stated property. □

Corollary 6.2.18.

(a) For 𝑟𝑖 ∈ GL1𝑛𝑖 (R𝑚) and 𝑥 ∈ 𝑀
𝑖−1
𝜸 , we have 𝜑𝑖(𝑟𝑖 ⋅ 𝑥) = 𝜑𝑖(𝑥)(𝑟𝑖)−1.

(b) For 𝑟 ∈ (𝐺1𝐦,𝐧)
𝑖+1 and 𝑥 ∈ 𝑀𝑖−1

𝜸 , we have 𝜑𝑖(𝑟 ⋅ 𝑥) = 𝜑𝑖(𝑥).

Proof.

(a) By definition, 𝜑𝑖(𝑥) ⋅ 𝑥 ∈ 𝑀𝑖
𝜸 , so also 𝜑𝑖(𝑟

𝑖 ⋅ 𝑥) ⋅ (𝑟𝑖 ⋅ 𝑥) ∈ 𝑀𝑖
𝜸 , but the latter is equal to 𝜑𝑖(𝑟

𝑖 ⋅

𝑥) ⋅ 𝑟𝑖 ⋅ 𝜑𝑖(𝑥)
−1 ⋅ (𝜑𝑖(𝑥) ⋅ 𝑥). Since 𝜑𝑖(𝑥) ⋅ 𝑥 ∈ 𝑀𝑖

𝜸 , by Lemma 6.2.15, 𝜑𝑖(𝑟
𝑖 ⋅ 𝑥) ⋅ 𝑟𝑖 ⋅ 𝜑𝑖(𝑥)

−1 =

𝟙𝑛𝑖 .
(b) We have 𝜑𝑖(𝑟 ⋅ 𝑥) ⋅ (𝑟 ⋅ 𝑥) ∈ 𝑀𝑖

𝜸 but since 𝜑𝑖(𝑟 ⋅ 𝑥) ∈ GL
1
𝑛𝑖
(R𝑚) and 𝑟 ∈ (𝐺1𝐦,𝐧)

𝑖+1, we have

𝜑𝑖(𝑟 ⋅ 𝑥)𝑟 = 𝑟𝜑𝑖(𝑟 ⋅ 𝑥)

and hence 𝑟 ⋅ (𝜑𝑖(𝑟 ⋅ 𝑥) ⋅ 𝑥) ∈ 𝑀𝑖
𝜸 , but then also 𝜑𝑖(𝑟 ⋅ 𝑥) ⋅ 𝑥 ∈ 𝑀

𝑖
𝜸 by Lemma 6.2.14. So again,

Lemma 6.2.15 yields 𝜑𝑖(𝑟 ⋅ 𝑥) = 𝜑𝑖(𝑥). □

Corollary 6.2.19. There is a (𝐺1𝐦,𝐧)
𝑖-equivariant isomorphism 𝜎𝑖 ∶ 𝑀

𝑖−1
𝜸 → GL1𝑛𝑖

(R𝑚) × 𝑀
𝑖
𝜸 ,

where the action of (𝑟𝑖, 𝑟) ∈ GL1𝑛𝑖 (R𝑚) × (𝐺
1
𝐦,𝐧)

𝑖+1 = (𝐺1𝐦,𝐧)
𝑖 on (𝑠, 𝑦) ∈ GL1𝑛𝑖 (R𝑚) × 𝑀

𝑖
𝜸 is

(𝑟𝑖, 𝑟) ⋅ (𝑠, 𝑥) = (𝑟𝑖𝑠, 𝑟 ⋅ 𝑥).

Proof. We define 𝜎𝑖 ∶ 𝑀𝑖−1
𝜸 → GL1𝑛𝑖

(R𝑚) × 𝑀
𝑖
𝜸 by 𝜎𝑖(𝑥) = (𝜑𝑖(𝑥)−1, 𝜑𝑖(𝑥) ⋅ 𝑥), which is well

defined by Lemma 6.2.17. The inverse 𝜏𝑖 ∶ GL1𝑛𝑖 (R𝑚) × 𝑀
𝑖
𝜸 → 𝑀𝑖−1

𝜸 is simply given by the action
𝜏𝑖(𝑠, 𝑦) = 𝑠 ⋅ 𝑦. This is well defined since GL1𝑛𝑖 (R𝑚) ⊂ (𝐺

1
𝐦,𝐧)

𝑖 and 𝑀𝑖
𝜸 ⊆ 𝑀

𝑖−1
𝜸 and (𝐺1𝐦,𝐧)

𝑖 act
on 𝑀𝑖−1

𝜸 by Lemma 6.2.14. It is clear that 𝜏𝑖 ◦𝜎𝑖 = 𝟙𝑀𝑖−1𝜸 . Now, if (𝑠, 𝑦) ∈ GL1𝑛𝑖 (R𝑚) × 𝑀
𝑖
𝜸 , then

𝜑𝑖(𝑠 ⋅ 𝑦) = 𝜑𝑖(𝑦)𝑠
−1 = 𝑠−1 since 𝜑𝑖(𝑦) ⋅ 𝑦 ∈ 𝑀𝑖

𝜸 but already 𝑦 ∈ 𝑀
𝑖
𝜸 , so one uses Lemma 6.2.15 to

see that 𝜑𝑖(𝑦) = 𝟙𝑛𝑖 . Then

𝜎𝑖 ◦ 𝜏𝑖(𝑠, 𝑦) = 𝜎𝑖(𝑠 ⋅ 𝑦) =
(
𝜑𝑖(𝑠 ⋅ 𝑦)

−1, 𝜑𝑖(𝑠 ⋅ 𝑦) ⋅ (𝑠 ⋅ 𝑦)
)
=
(
𝑠, 𝑠−1 ⋅ (𝑠 ⋅ 𝑦)

)
= (𝑠, 𝑦).

Using Corollary 6.2.18(a), it is easy to see that 𝜎𝑖 is GL1𝑛𝑖 (R𝑚)-equivariant. Thus, it suffices to
show that it is (𝐺1𝐦,𝐧)

𝑖+1-equivariant. Let 𝑟 ∈ (𝐺1𝐦,𝐧)
𝑖+1, 𝑥 ∈ 𝑀𝑖−1

𝜸 :

𝜎𝑖(𝑟 ⋅ 𝑥) =
(
𝜑𝑖(𝑟 ⋅ 𝑥)

−1, 𝜑𝑖(𝑟 ⋅ 𝑥) ⋅ (𝑟 ⋅ 𝑥)
)
=
(
𝜑𝑖(𝑥)

−1, 𝜑𝑖(𝑥) ⋅ 𝑟 ⋅ 𝑥
)
= 𝑟 ⋅

(
𝜑𝑖(𝑥)

−1, 𝜑𝑖(𝑥) ⋅ 𝑥
)

= 𝑟 ⋅ 𝜎𝑖(𝑥). □

Conclusion in the case 𝑑 = 1
We can now put the 𝜎𝑖 of Corollary 6.2.19 into a 𝐺1𝐦,𝐧-equivariant isomorphism
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1006 HAUSEL et al.

𝜇−1irr (𝜸 irr) = 𝑀
0
𝜸

∼
a→ GL1𝑛1

(R𝑚) × 𝑀
1
𝜸

∼
a→ GL1𝑛1

(R𝑚) × GL
1
𝑛2
(R𝑚) × 𝑀

2
𝜸

∼
a→⋯

∼
a→ GL1𝑛1

(R𝑚) ×⋯ × GL1𝑛𝑙
(R𝑚) × 𝑀

𝑙
𝜸 = 𝐺

1
𝐦,𝐧 × 𝑀𝜸.

It was already noted in Remark 6.2.11 that 𝑀𝜸 is 𝐺𝐧-invariant. These are the hypotheses of
Lemma 6.1.7, and so, we may conclude in the case 𝑑 = 1.

The general case of 𝑑 legs
Now, consider the situation of Proposition 6.1.14, where the number of legs 𝑑 ∈ ℤ>0 in the quiver
𝑄 is arbitrary. Since the multiplicity at the central vertex 0 is𝑚0 = 1, 𝜇irr has no component at 0
and thus

𝜇−1irr (𝜸 irr) ≅

𝑑∏
𝑖=1

𝜇−1irr (𝜸 irr)𝑖,

where 𝜇−1irr (𝜸 irr)𝑖 denotes the moment map preimage for the 𝑖th leg. Likewise, 𝐺
1
𝐦,𝐧 factors as a

product of the groups (6.2.5) for each leg and the action on 𝜇−1irr (𝜸 irr) is just the product action.
Thus, if we set

𝑀𝜸 =

𝑑∏
𝑖=1

𝑀𝜸,𝑖,

with𝑀𝜸,𝑖 is in (6.2.10) for the 𝑖th leg, we get a 𝐺1𝐦,𝐧-equivariant isomorphism

𝜇−1irr (𝜸 irr)
∼
a→ 𝐺1𝐦,𝐧 × 𝑀𝜸.

Finally, the 𝐺𝐧-invariance of 𝑀𝜸 follows from the corresponding statement for each leg (see
Remark 6.2.11) since therewe already included the action ofGL𝑛(𝕂) at the central vertex. Applying
Lemma 6.1.7 completes the proof of Proposition 6.1.14.

6.3 Coadjoint orbits

Here,we discuss the relationship between coadjoint orbits for the groupGL𝑛(R𝑚) for a fixed𝑚 ⩾ 1

and varieties associated to quivers with multiplicities, where the underlying quiver is a single leg.
It may thus help the reader to refer back to the diagram (6.2.3). What will be true is that coadjoint
orbits of certain diagonal elements𝐶 ∈ 𝔱∨𝑚 in 𝔤𝔩𝑛(R𝑚)

∨ (2.2.1) can be realized as symplectic reduc-
tions of the spaces Rep(𝑄,𝐦, 𝐧) that we considered in the case 𝑑 = 1 in Section 6.2. To be able to
make a precise statement, we will first need to explain the conditions on the coadjoint orbits and
set some notation.
We will take 𝐶 ∈ 𝔱∨𝑚, and suppose that it is written in the form (2.2.2). We will make the further

assumption that (2.2.3) holds. For such a 𝐶, we wish to describe a quiver 𝑄, which will be a leg, as
well as some data on it, fromwhich wewill recover(𝐶). The quiver will be the same as in (6.2.3),
having 𝑙 + 1 nodes and 2𝑙 arrows, and will have the same multiplicity vector𝐦, with multiplicity
1 at the vertex 0 and all other vertices receiving multiplicity 𝑚. The dimension vector 𝐧 will be
defined by taking 𝑛𝑙 ∶= 𝜆𝑙, 𝑛𝑙−1 ∶= 𝜆𝑙 + 𝜆𝑙−1, and so on, with (𝜆0, … , 𝜆𝑙) given as in (2.2.2).
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1007

Remark 6.3.1. Observe that if 𝐶 is a regular formal type (recall Definition 3.2.3), then any
representative of 𝐶 in any local coordinate 𝑧 satisfies (2.2.3).

From the data in (2.2.2), we set

𝛾0 ∶= 𝑐0 𝛾𝑖 ∶= 𝑐𝑖 − 𝑐𝑖−1, 1 ⩽ 𝑖 ⩽ 𝑙. (6.3.2)

Then (2.2.3) implies that (6.2.4) holds.
The statement that we want is that the GL𝑛(R𝑚)-coadjoint orbit of 𝐶 as above is given by a

symplectic reduction of Rep(𝑄,𝐦, 𝐧) by a subgroup of 𝐺𝐦,𝐧. The subgroup in question is that we
obtain by leaving out the group GL𝑛(𝕂) corresponding to the vertex 0, namely,

𝐺𝐦,𝐧,0 ∶=

𝑙∏
𝑖=1

GL𝑛𝑖 (R𝑚).

We write 𝔤𝐦,𝐧,0 for its Lie algebra. The reason the vertex 0 in (6.2.3) was drawn empty is because
we want to consider only the symplectic quotient by 𝐺𝐦,𝐧,0.
Of course, 𝐺1𝐦,𝐧 is a normal subgroup of 𝐺𝐦,𝐧,0 with quotient

𝐺𝐧,0 =

𝑙∏
𝑖=1

GL𝑛𝑖 (𝕂),

which is precisely the group associated to the underlying quiverwith dimension vector𝐧, ignoring
the multiplicities, where again we are omitting the group GL𝑛(𝕂) corresponding to the vertex 0.
Thus, we want to take a symplectic quotient by the semidirect product

𝐺𝐦,𝐧,0 = 𝐺𝐧,0 ⋉ 𝐺
1
𝐦,𝐧. (6.3.3)

From the inclusion 𝔤𝐦,𝐧,0 ⊆ 𝔤𝐦,𝐧, we have a natural surjection of the duals

𝔤∨𝐦,𝐧 → 𝔤∨𝐦,𝐧,0,

and the moment map for the 𝐺𝐦,𝐧,0-action on Rep(𝑄,𝐦, 𝐧) is given by the composition

𝜇0 ∶ Rep(𝑄,𝐦, 𝐧)
𝜇
a→ 𝔤∨𝐦,𝐧 → 𝔤∨𝐦,𝐧,0.

We will consider the element

𝜸0 ∶= (𝛾
1𝟙𝑛1 , … , 𝛾

𝑙𝟙𝑛𝑙 ) ∈ 𝔤
∨
𝐦,𝐧,0,

and define the symplectic quotient

Rep(𝑄,𝐦, 𝐧)∕∕𝜸0𝐺𝐦,𝐧,0 ∶= Spec
(
𝕂[𝜇−10 (𝜸0)]

𝐺𝐦,𝐧,0
)
.

For less burdensome notation, we will often abbreviate the left-hand side of the above to
Rep ∕∕𝐺𝐦,𝐧,0. Observe that the assumption (2.2.3), the arguments of Section 6.2, and Lemma 6.1.7
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1008 HAUSEL et al.

already show that Rep ∕∕𝐺𝐦,𝐧,0 is an affine symplectic variety. We will write

𝜋 ∶ 𝜇−10 (𝜸0) → Rep ∕∕𝐺𝐦,𝐧,0

for the quotient map; since this is defined as a GIT quotient, this is a categorical quotient.

Proposition 6.3.4. Suppose 𝐶 ∈ 𝑧−𝑚𝔱(R𝑚) ⊆ 𝔤𝔩𝑛(R𝑚)∨ is written in the form (2.2.2) and satisfies
(2.2.3) and that 𝑄,𝐦, and 𝐧 are given as above. Then Rep(𝑄,𝐦, 𝐧)∕∕𝜸0𝐺𝐦,𝐧,0 admits a GL𝑛(R𝑚)-
action and there is a GL𝑛(R𝑚)-equivariant isomorphism

Rep(𝑄,𝐦, 𝐧)∕∕𝜸0𝐺𝐦,𝐧,0
∼
a→ (𝐶). (6.3.5)

The following is a slight generalization of [11, Proposition D.1] that will be important in the
proof of the proposition.

Lemma6.3.6. Let𝑅 be a commutative local ring and let𝑚 ⩽ 𝑛 ∈ ℤ>0,𝑝 ∈ 𝑀𝑚×𝑛(𝑅),𝑞 ∈ 𝑀𝑛×𝑚(𝑅)
be such that 𝑝𝑞 ∈ GL𝑚(𝑅). Then

𝑞𝑝 and

[
0𝑛−𝑚

𝑝𝑞

]
(6.3.7)

are conjugate in GL𝑛(𝑅).

Proof. Observe that 𝑅𝑛 = ker 𝑝 ⊕ im𝑞. Indeed, given 𝑣 ∈ 𝑅𝑛, let 𝑤 ∶= (𝑝𝑞)−1𝑝𝑣 ∈ 𝑅𝑚. Then

𝑝(𝑣 − 𝑞𝑤) = 0

hence 𝑣 = (𝑣 − 𝑞𝑤) + 𝑞𝑤 ∈ ker 𝑝 + im𝑞, that is, 𝑅𝑛 = ker 𝑝 + im𝑞. Furthermore, the sum is
direct, for if 𝑣 ∈ ker 𝑝 ∩ im𝑞, say 𝑣 = 𝑞𝑤 with𝑤 ∈ 𝑅𝑚 and 𝑝𝑣 = 𝑝𝑞𝑤 = 0, then𝑤 = 0 and hence
𝑣 = 0.
Furthermore, the assumption that 𝑝𝑞 is invertible also implies that ker 𝑝 and im 𝑞 are free 𝑅-

modules. This can be seen via the Cauchy–Binet formula: for a subset 𝐼 ⊆ {1, … , 𝑛} of size𝑚, one
sets det𝐼 𝑝 to be the determinant of the 𝑚 ×𝑚 submatrix of 𝑝 taking the columns with indices
in 𝐼; one defines det𝐼 𝑞 the same way, using columns instead of rows; then the formula states
that

det 𝑝𝑞 =
∑
𝐼

(det𝐼𝑝)(det𝐼𝑞),

where the sum is over all subsets of size𝑚. Since det 𝑝𝑞 ∈ 𝑅× and 𝑅 is local, there must be some 𝐼
with det𝐼 𝑝 ∈ 𝑅× (otherwise, all the terms in the sum would lie in the maximal ideal, and hence,
det 𝑝𝑞 could not be a unit). Hence, there exists 𝑟 ∈ GL𝑚(𝑅) for which the submatrix of 𝑟𝑝 corre-
sponding to 𝐼 is the identity matrix. That is, the matrix 𝑟𝑝 is in reduced row echelon form and
one can find a basis of ker 𝑝 = ker 𝑟𝑝 as one does in a first-year linear algebra class. A similar
argument shows that the columns of 𝑞 are linearly independent over 𝑅 and hence already give a
basis of im 𝑞.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1009

Now, we choose a basis of 𝑅𝑛 by taking the first 𝑛 − 𝑚 vectors as a basis of ker 𝑝 and the
last 𝑚 vectors as the columns of 𝑞. Then the fact that 𝑅𝑛 = ker 𝑝 ⊕ im𝑞 implies that the matrix
obtained in this way lies in GL𝑛(𝑅). Writing 𝑞𝑝 with respect to this basis gives the second matrix
in (6.3.7). □

With this, the proof of Proposition 6.3.4 follows the idea of [11, Lemma 9.10], which explains the
proof of [15, §3]. However, there one can rely on usual results of linear algebra over fields, while
in our case, working with the orbits of the unipotent groups involved requires a little care, which
makes the arguments somewhat longer.

Proof of Proposition 6.3.4. For the reader’s convenience, we recall the explicit expressions for the
moment map (6.2.8)

𝜇0(𝑝, 𝑞) = (𝑝
1𝑞1 − 𝑞2𝑝2, … , 𝑝𝑙−1𝑞𝑙−1 − 𝑞𝑙𝑝𝑙, 𝑝𝑙𝑞𝑙) ∈ 𝔤∨𝐦,𝐧,0 =

𝑙⨁
𝑖=1

𝔤𝔩𝑛𝑖 (R𝑚)
∨ (6.3.8)

and the 𝐺𝐦,𝐧,0-action: for ℎ = (ℎ1, … , ℎ𝑙) ∈ 𝐺𝐦,𝐧,0, one has

ℎ ⋅ (𝑝, 𝑞) = (ℎ1𝑝
1, 𝑞1ℎ−11 , ℎ2𝑝

2ℎ−11 , ℎ1𝑞
2ℎ−12 , … , ℎ𝑙𝑝

𝑙ℎ−1
𝑙−1
, ℎ𝑙−1𝑞

𝑙ℎ−1
𝑙
). (6.3.9)

□

GL𝑛(R𝑚)-action on Rep ∕∕𝐺𝐦,𝐧,0
Of course, Rep(𝑄,𝐦, 𝐧) admits a GL𝑛(R𝑚)-action: for g ∈ GL𝑛(R𝑚), one has

g ⋅ (𝑝, 𝑞) = (𝑝1g−1, g𝑞1, 𝑝2, 𝑞2, … , 𝑝𝑙, 𝑞𝑙). (6.3.10)

From (6.3.8), it is easy to check that 𝜇−1
0
(𝜸0) is invariant under this action. It is likewise easy

to see that it commutes with the 𝐺𝐦,𝐧,0-action (6.3.9). Thus, the action descends to the quotient
Rep ∕∕𝐺𝐦,𝐧,0.

Definition of the isomorphism Φ ∶ Rep ∕∕𝐺𝐦,𝐧,0 → (𝐶)
We begin by defining a morphism Φ̃ ∶ 𝜇−1

0
(𝜸0) → (𝐶) by

(𝑝, 𝑞) ↦ 𝑞1𝑝1 + 𝛾0𝟙𝑛. (6.3.11)

For this to define a GL𝑛(R𝑚)-equivariant morphism Φ ∶ Rep ∕∕𝐺𝐦,𝐧,0 → (𝐶), we need to verify
three things: first, a priori, Φ̃ takes values only in 𝔤𝔩𝑛(R𝑚)∨, so we need to see that it indeed takes
values in(𝐶); second, we need to check that Φ̃ is𝐺𝐦,𝐧,0-invariant; finally, onewants to see that Φ̃
isGL𝑛(R𝑚)-equivariant. The latter two statements are easy to check simply from their definitions:
(6.3.9) for 𝐺𝐦,𝐧,0-invariance and (6.3.10) for GL𝑛(R𝑚)-equivariance. The first statement is a bit
longer and so we will justify it in the next paragraph.

Φ̃ takes values in (𝐶)
For 0 ⩽ 𝑖 ⩽ 𝑙, we define the diagonal matrix
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1010 HAUSEL et al.

𝑡𝑖 ∶=

⎡⎢⎢⎢⎢⎢⎢⎣

𝛾𝑖𝟙𝜆𝑖
𝛾𝑖,𝑖+1𝟙𝜆𝑖+1

⋱

𝛾𝑖,𝑙−1𝟙𝜆𝑙−1
𝛾𝑖,𝑙𝟙𝜆𝑙

⎤⎥⎥⎥⎥⎥⎥⎦
∈ 𝑧−𝑚𝔤𝔩𝑛𝑖 (R𝑚) = 𝔤𝔩𝑛𝑖 (R𝑚)

∨,

where the 𝛾𝑖 were defined in (6.3.2) and

𝛾𝑖,𝑗 ∶= 𝛾𝑖 +⋯ + 𝛾𝑗, 1 ⩽ 𝑖 < 𝑗 ⩽ 𝑙.

Since (2.2.3) and hence (6.2.4) hold, 𝑧𝑚𝑡𝑖 ∈ GL𝑛𝑖 (R𝑚) for 1 ⩽ 𝑖 ⩽ 𝑙. Also, we have[
0𝜆𝑖

𝑡𝑖+1

]
+ 𝛾𝑖𝟙𝑛𝑖 = 𝑡

𝑖, 0 ⩽ 𝑖 ⩽ 𝑙 − 1 𝑡0 = 𝐶. (6.3.12)

We observe that if (𝑝, 𝑞) ∈ 𝜇−1
0
(𝜸0), then for 1 ⩽ 𝑖 ⩽ 𝑙,

𝑝𝑖𝑞𝑖 ∼GL𝑛𝑖 (R𝑚)
𝑡𝑖, (6.3.13)

where ∼GL𝑛𝑖 (R𝑚) means in the same GL𝑛𝑖 (R𝑚) coadjoint orbit in 𝔤𝔩𝑛𝑖 (R𝑚)
∨, and

𝑞𝑖𝑝𝑖 ∼GL𝑛𝑖−1 (R𝑚)

[
0𝜆𝑖−1

𝑡𝑖

]
. (6.3.14)

First, note that (6.3.14) follows from (6.3.13) and Lemma 6.3.6. Then (6.3.13) is easy to see by
decreasing induction on 𝑖. For 𝑖 = 𝑙, (6.3.13) follows from the last component of the moment map
condition 𝜇0(𝑝, 𝑞) = 𝜸0, see (6.3.8). Now, for the inductive step, one has

𝑝𝑖𝑞𝑖 = 𝑞𝑖+1𝑝𝑖+1 + 𝛾𝑖𝟙𝑛𝑖 ∼

[
0𝜆𝑖

𝑡𝑖+1

]
+ 𝛾𝑖𝟙𝑛𝑖 = 𝑡

𝑖,

the first equality being the 𝑖th component of the moment map (6.3.8), the similarity (6.3.14), and
the last equality following directly from the definition of the 𝑡𝑖 .
Finally, to show that Φ̃ takes values in (𝐶), we wish to show that for (𝑝, 𝑞) ∈ 𝜇−1

0
(𝜸), one has

𝑞1𝑝1 + 𝛾0𝟙𝑛 ∈ (𝐶). This now follows from (6.3.14) for 𝑖 = 1 and (6.3.12).

Definition of the inverse Ψ ∶ (𝐶) → Rep ∕∕𝐺𝐦,𝐧,0
We start by defining a morphism Ψ′ ∶ GL𝑛(R𝑚) → 𝜇−1

0
(𝜸0). Of course, we can compose this with

the projection 𝜋 ∶ 𝜇−1
0
(𝜸0) → Rep ∕∕𝐺𝐦,𝐧,0 to obtain a map Ψ̃ ∶ GL𝑛(R𝑚) → Rep ∕∕𝐺𝐦,𝐧,0. Then,

since themap 𝜂 ∶ GL𝑛(R𝑚) → (𝐶) of Lemma 2.2.4(b) is a categorical quotient, in order to define
Ψ ∶ (𝐶) → Rep ∕∕𝐺𝐦,𝐧,0, it suffices to show that Ψ̃ is L𝜆,𝑚-invariant, by Lemma 2.2.8(d).
We first define a tuple (𝑝, 𝑞)𝐶 by

𝑝𝑖𝐶 ∶=
[
0𝑛𝑖×𝜆𝑖−1 𝟙𝑛𝑖

]
𝑞𝑖𝐶 ∶=

[
0𝜆𝑖−1×𝑛𝑖
𝑡𝑖

]
, 1 ⩽ 𝑖 ⩽ 𝑙. (6.3.15)
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1011

With (6.3.12), it is easy to check that

(𝑝, 𝑞)𝐶 ∈ 𝜇
−1
0 (𝜸0) and Φ̃(𝑝, 𝑞)𝐶 = 𝐶. (6.3.16)

We now define Ψ′ ∶ GL𝑛(R𝑚) → 𝜇−1
0
(𝜸0) using the action (6.3.10)

g ↦ g ⋅ (𝑝, 𝑞)𝐶.

We will show that the resulting Ψ̃ is L𝜆,𝑚-invariant. Let 𝑓 ∈ L𝜆,𝑚. We may write

𝑓 = diag(𝑓0, … , 𝑓𝑙)

with 𝑓𝑖 ∈ GL𝜆𝑖 (R𝑚). Furthermore, for 0 ⩽ 𝑖 ⩽ 𝑙, we will set

𝑓𝑖 ∶= diag(𝑓𝑖, … , 𝑓𝑙) ∈ GL𝑛𝑖 (R𝑚),

noting that 𝑓0 = 𝑓. Then it is easy to check that for 1 ⩽ 𝑖 ⩽ 𝑙,

𝑝𝑖𝐶(𝑓
𝑖−1)−1 = (𝑓𝑖)−1𝑝𝑖𝐶 𝑓𝑖−1𝑞𝑖𝐶 = 𝑞

𝑖
𝐶𝑓

𝑖. (6.3.17)

By an inductive argument using (6.3.17), it is straightforward to show that for g ∈ GL𝑛(R𝑚) and
𝑓 ∈ L𝜆,𝑚 as above,

(g𝑓) ⋅ (𝑝, 𝑞)𝐶 =
(
𝑓1, … , 𝑓𝑙

)−1
⋅ (g ⋅ (𝑝, 𝑞)𝐶),

where the right-hand side is the action of 𝐺𝐦,𝐧,0; in other words,Ψ′(g𝑓) andΨ′(𝑓) lie in the same
𝐺𝐦,𝐧,0-orbit. It follows that Ψ̃ is L𝜆,𝑚-invariant, and hence, induces Ψ ∶ (𝐶) → Rep ∕∕𝐺𝐦,𝐧,0
with

Ψ ◦ 𝜂 = Ψ̃.

Verification that Φ and Ψ are mutually inverse
We first check that Φ ◦Ψ = 𝟙(𝐶). Now, Φ ◦Ψ is the morphism induced via L𝜆,𝑚-invariance from
the map Φ̃ ◦Ψ′ ∶ GL𝑛(R𝑚) → (𝐶), which is, by (6.3.16),

g ↦ g ⋅ (𝑝, 𝑞)𝐶 ↦ Adg𝐶.

But this is precisely 𝜂, as in Lemma 2.2.4(b), hence the induced map on the quotient must be
the identity.
Furthermore, for (𝑝, 𝑞)𝐶 , the similarity relations in (6.3.13) and (6.3.14) are, in fact, equalities.

In particular, 𝑞1
𝐶
𝑝1
𝐶
+ 𝛾0𝟙𝑛 = 𝑡

0 = 𝐶, and hence, it is easy to check that

Φ ◦Ψ(𝐴) = 𝐴

for all 𝐴 ∈ (𝐶).
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1012 HAUSEL et al.

Finally, we show thatΨ ◦Φ = 𝟙Rep ∕∕𝐺𝐦,𝐧,0 . Let (𝑝, 𝑞) ∈ 𝜇
−1
0
(𝜸0). Then Φ̃(𝑝, 𝑞) = 𝑞1𝑝1 + 𝛾0𝟙𝑛; if

this is Adg𝐶, for g ∈ GL𝑛(R𝑚), then

Ψ′ ◦ Φ̃(𝑝, 𝑞) = g ⋅ (𝑝, 𝑞)𝐶.

Thus, to show that Ψ ◦Φ ◦𝜋(𝑝, 𝑞) = 𝜋(𝑝, 𝑞), we will show that (𝑝, 𝑞) and g ⋅ (𝑝, 𝑞)𝐶 are in the
same 𝐺𝐦,𝐧,0-orbit. This is again an (increasing) induction. Using (6.3.16), we have

𝑞1𝑝1 + 𝛾0𝟙𝑛 = Adg𝐶 = g(𝑞1𝐶𝑝
1
𝐶 + 𝛾0𝟙𝑛)g

−1

and hence, we find

𝑞1𝑝1 = g𝑞1𝐶𝑝
1
𝐶g
−1 (6.3.18)

and multiplying by 𝑝1 on the left and by g on the right, we obtain

𝑝1𝑞1𝑝1g = 𝑝1g𝑞1𝐶𝑝
1
𝐶. (6.3.19)

Let us now write

𝑝1g =∶
[
𝑑1 ℎ1

]
,

for some𝑑1 ∈ 𝑀𝑛1×𝜆0(R𝑚) andℎ1 ∈ 𝔤𝔩𝑛1(R𝑚). Substituting this into (6.3.19), and using the explicit
expressions for 𝑝1

𝐶
and 𝑞1

𝐶
(6.3.15), we get[
(𝑝1𝑞1)𝑑1 (𝑝1𝑞1)ℎ1

]
=
[
0𝑛1×𝜆0 ℎ1𝑡

1
]
.

Now, (6.3.13) tells us that 𝑧𝑚𝑝1𝑞1 is invertible and hence 𝑑1 = 0. Therefore,

𝑝1g =
[
0 ℎ1

]
= ℎ1𝑝

1
𝐶

or equivalently

𝑝1 = ℎ1𝑝
1
𝐶g
−1. (6.3.20)

Since 𝑧𝑚𝑝1𝑞1 is invertible, 𝑝1 is of rank 𝑛1 and multiplication by g does not change this, so
ℎ1 must also be of rank 𝑛1 and hence ℎ1 ∈ GL𝑛1(R𝑚). Using this and substituting (6.3.20) into
(6.3.18), we can conclude that

𝑞1 = g𝑞1𝐶ℎ
−1
1 .

Therefore,

(𝑝, 𝑞) = (ℎ1𝑝
1
𝐶g
−1, g𝑞1𝐶ℎ

−1
1 , 𝑝

2, 𝑞2, … , 𝑝𝑙, 𝑞𝑙)

= (ℎ1, 1, … , 1) ⋅ (𝑝1𝐶g
−1, g𝑞1𝐶, 𝑝

2ℎ1, ℎ
−1
1 𝑞

2, 𝑝3, 𝑞3, … , 𝑝𝑙, 𝑞𝑙),

thus, after relabeling 𝑝2, 𝑞2, (𝑝, 𝑞) is in the same 𝐺𝐦,𝐧,0-orbit as an element of the form
(𝑝1
𝐶
g−1, g𝑞1

𝐶
, 𝑝2, 𝑞2, 𝑝3, 𝑞3, … , 𝑝𝑙, 𝑞𝑙).
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1013

By induction, we may assume that (𝑝, 𝑞) is of the form

(𝑝, 𝑞) = (𝑝1𝐶g
−1, g𝑞1𝐶, 𝑝

2
𝐶, 𝑞

2
𝐶, … , 𝑝

𝑖
𝐶, 𝑞

𝑖
𝐶, 𝑝

𝑖+1, 𝑞𝑖+1, … , 𝑝𝑙, 𝑞𝑙).

Then the 𝑖th component of the moment map (6.3.8) gives

𝑞𝑖+1𝑝𝑖+1 = 𝑝𝑖
𝐶
𝑞𝑖
𝐶
− 𝛾𝑖𝟙𝑛𝑖 =

[
0𝜆𝑖

𝑡𝑖+1

]
;

(in case 𝑖 = 1, we have the product (𝑝𝑖
𝐶
g−1)(g𝑞1

𝐶
) = 𝑝1

𝐶
𝑞1
𝐶
, and so, this case yields the same

equation). Using the same argument as above, we write 𝑝𝑖+1 as a block matrix with two blocks
and using the fact that 𝑧𝑚𝑝𝑖+1𝑞𝑖+1 is invertible, we show that the square block is an invertible
matrix ℎ𝑖+1 and the other block is zero. We then conclude that 𝑝𝑖+1 = ℎ𝑖+1𝑝𝑖+1𝐶 and then that
𝑞𝑖+1 = 𝑞𝑖+1

𝐶
ℎ−1
𝑖+1
. Hence,

(𝑝, 𝑞) = (𝑝1𝐶g
−1, g𝑞1𝐶, 𝑝

2
𝐶, 𝑞

2
𝐶, … , 𝑝

𝑖
𝐶, 𝑞

𝑖
𝐶, ℎ𝑖+1𝑝

𝑖+1
𝐶
, 𝑞𝑖+1
𝐶
ℎ−1𝑖+1, … , 𝑝

𝑙, 𝑞𝑙)

= (1, … , ℎ𝑖+1, … , 1) ⋅ (𝑝
1
𝐶g
−1, g𝑞1𝐶, 𝑝

2
𝐶, 𝑞

2
𝐶, … , 𝑝

𝑖+1
𝐶
, 𝑞𝑖+1
𝐶
, 𝑝𝑖+2
𝐶
ℎ𝑖+1, ℎ

−1
𝑖+1𝑞

𝑖+2
𝐶
, … , 𝑝𝑙, 𝑞𝑙),

and the induction hypothesis is satisfied for 𝑖 + 1. Continuing in this fashion, we see that our
original (𝑝, 𝑞) is in the 𝐺𝐦,𝐧,0-orbit of g ⋅ (𝑝, 𝑞)𝐶 and hence Ψ ◦Φ ◦𝜋(𝑝, 𝑞) = 𝜋(𝑝, 𝑞).

6.4 Relation between open de Rham spaces and nonsimply laced
affine Dynkin diagrams

6.4.1 Additive fusion product of coadjoint orbits and open de Rham spaces

The reason for the emphasis on the quiver withmultiplicities described in Section 6.1.2 is to relate
the corresponding variety to an additive fusion product of coadjoint orbits and hence open de
Rham spaces. Suppose that we are given a 𝑑-tuple 𝐦 ∶= (𝑚𝑖)

𝑑
𝑖=1

of positive integers and coad-
joint orbits(𝐶𝑖), 1 ⩽ 𝑖 ⩽ 𝑑, for some diagonal elements 𝐶𝑖 ∈ 𝔤𝔩𝑛(𝑅𝑚𝑖 )∨, which we will take to be
written in the form (2.2.2). We use this to define the data for a quiver with multiplicities.

1. For 1 ⩽ 𝑖 ⩽ 𝑑, the integer 𝑙𝑖 is defined as in (2.2.2) and the quiver 𝑄 as in (6.1.10) with arrows
defined immediately thereafter.

2. The tuple𝐦 of multiplicities can then be chosen as in (6.1.11).
3. We define the dimension vector 𝐧 as follows. We set 𝑛0 ∶= 𝑛. Again, from (2.2.2), for each 1 ⩽
𝑖 ⩽ 𝑑, one gets a series of positive integers 𝜆[𝑖,0], … , 𝜆[𝑖,𝑙𝑖−1], and we set 𝑛[𝑖,𝑘+1] ∶= 𝑛[𝑖,𝑘] − 𝜆[𝑖,𝑘]
with the convention 𝑛[𝑖,0] = 𝑛. This defines (𝑛[𝑖,1], … , 𝑛[𝑖,𝑙𝑖 ]) for 1 ⩽ 𝑖 ⩽ 𝑑 and we use these to
define the remaining entries of 𝐧. We have now defined 𝑄(𝐦,𝐧), and hence also 𝐺𝐦,𝐧, 𝔤𝐦,𝐧,
and so on.

4. Finally, we define an element 𝜸 ∈ 𝔤∨𝐦,𝐧. Once again from (2.2.2) and (6.3.2), for each 1 ⩽ 𝑖 ⩽ 𝑑,
we obtain elements 𝛾[𝑖,0], … , 𝛾[𝑖,𝑙𝑖 ] ∈ 𝑧−𝑚𝑖𝑅𝑚𝑖 ; we take

𝛾[𝑖,𝑗]𝟙𝑛[𝑖,𝑗] ∈ 𝑧
−𝑚𝑖𝔤𝔩𝑛[𝑖,𝑗] (𝑅𝑚𝑖 )
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1014 HAUSEL et al.

to be the component of 𝜸 at all vertices except the central vertex 0. There, we take 𝛾0𝑧−1𝟙𝑛 ∈
𝔤𝔩𝑛(𝕂)

∨, where

𝛾0 ∶=

𝑑∑
𝑖=1

res𝑧=0 𝛾
[𝑖,0]. (6.4.1)

5. Furthermore, we will assume that for 1 ⩽ 𝑖 ⩽ 𝑑, (2.2.3) is satisfied.

Theorem 6.4.2. With 𝑄(𝐦,𝐧) and 𝜸 ∈ 𝔤𝐦,𝐧 chosen as above, one has an isomorphism of the
associated quiver variety with the additive fusion product of coadjoint orbits

𝜸 ≅
(

𝑑∏
𝑖=1

(𝐶𝑖)
)//

0

GL𝑛(𝕂). (6.4.3)

In particular, if 𝐶1, … , 𝐶𝑑 are regular generic, we have 𝜸 ≅∗
𝝁,𝐫 . Furthermore, in terms of the

quiver data, the dimension of 𝜸 is given by the formula

dim𝜸 = 2
(

𝑑∑
𝑖=1

𝑚𝑖

𝑙∑
𝑘=1

𝑛[𝑖,𝑘](𝑛[𝑖,𝑘−1] − 𝑛[𝑖,𝑘]) − 𝑛
2
0 + 1

)
. (6.4.4)

Proof. Taking each leg one at a time, Proposition 6.3.4 takes (𝑝, 𝑞) ∈ 𝜇−1(𝜸) and gives us a 𝑑-tuple
(𝐴1, … ,𝐴𝑑) with 𝐴𝑖 ∈ (𝐶𝑖), 1 ⩽ 𝑖 ⩽ 𝑑; more explicitly (6.3.11), one has

𝐴𝑖 = 𝑞[𝑖,1]𝑝[𝑖,1] + 𝛾[𝑖,0]𝟙𝑛.

The moment map condition for the quiver at the vertex 0 is

𝜋res

(
−

𝑑∑
𝑖=1

𝑞[𝑖,1]𝑝[𝑖,1]

)
= 𝛾0𝟙𝑛,

and that for the additive fusion product, that is the right-hand side of (6.4.3), is

𝜋res

(
𝑑∑
𝑖=1

𝐴𝑖

)
= 𝜋res

(
𝑑∑
𝑖=1

𝑞[𝑖,1]𝑝[𝑖,1] + 𝛾[𝑖,0]𝟙𝑛

)
= 0.

So, by definition (6.4.1), it is clear that one moment map condition is satisfied if and only if the
other one is. Finally, we remark that the remaining group action is the diagonal action ofGL𝑛(𝕂),
with g ∈ GL𝑛(𝕂) acting on 𝑞[𝑖,1] as g𝑞[𝑖,1] and on 𝑝[𝑖,1] by 𝑝[𝑖,1]g−1; this clearly translates into
conjugation on the 𝐴𝑖 .
For the dimension formula, we can use the expression (6.4.3) and compute the total dimension

by summing those of the coadjoint orbits (𝐶𝑖). To obtain these in terms of the quiver data, we
use the expression (6.3.5). For the 𝑖th leg, the dimension of the space of representations for the
arrows (going in opposite directions) joining the (𝑘 − 1)th and 𝑘th nodes is 2𝑚𝑖𝑛[𝑖,𝑘]𝑛[𝑖,𝑘−1]; the
dimension of the group at the node [𝑖, 𝑘] is 𝑚𝑖𝑛2[𝑖,𝑘]. Summing over the nodes on the 𝑖th leg and
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1015

accounting for the preimage of central elements in the dual of the Lie algebra, we get

dim(𝐶𝑖) = 2
(
𝑚𝑖

𝑙𝑖∑
𝑘=1

𝑛[𝑖,𝑘]𝑛[𝑖,𝑘−1] − 𝑚𝑖

𝑙𝑖∑
𝑘=1

𝑛2
[𝑖,𝑘]

)
= 2𝑚𝑖

𝑙𝑖∑
𝑘=1

𝑛[𝑖,𝑘](𝑛[𝑖,𝑘−1] − 𝑛[𝑖,𝑘]).

The term −2(𝑛2
0
− 1) = −2(𝑛2 − 1), of course, comes from the quotient by 𝑃GL𝑛 = GL𝑛∕𝑍. □

6.4.2 Surfaces associated to nonsimply laced affine Dynkin diagrams

It is well known how to attach a smooth algebraic surface to a simply laced affine Dynkin
diagram. Namely, given a simply laced affine root system of type  (where  is one of
{{𝐴̃𝑖}𝑖⩾1, {𝐷̃𝑖}𝑖⩾4, 𝐸̃6, 𝐸̃7, 𝐸̃8}), the type  ALE space can be constructed as a Nakajima quiver
variety for the quiver, the affine Dynkin diagram, and with a suitable choice of dimension
vectors [47, §2]. It is isomorphic to a resolution of a Kleinian singularity ℂ2∕Γ for a finite
Γ ⊂ SL2 corresponding to  via the McKay correspondence. It carries natural Asymptotically
Locally Euclidean hyperkähler metrics [35] — hence the abbreviation ALE. In this section,
we will study open de Rham spaces corresponding to nonsimply laced affine Dynkin dia-
grams. Many of them will turn out to be isomorphic to ALE spaces, thanks to Boalch’s [11,
Theorem 9.11].
Let 𝑄 = (𝑄0, 𝑄1, ℎ, 𝑡) be a quiver, 𝐧 ∈ ℤ

𝑄0
>0

a dimension vector, and 𝐦 ∈ ℤ
𝑄0
>0

the multiplicity
vector. As explained in [55], this data are equivalent to the following symmetrizable generalized
Cartan matrix 𝐶 = (𝑐𝑖𝑗)𝑖,𝑗∈𝑄0 defined by 𝑐𝑖𝑖 = 2 and for 𝑖 ≠ 𝑗

𝑐𝑖,𝑗 ∶= −
𝑛𝑖

gcd(𝑛𝑖, 𝑛𝑗)
𝑎𝑖,𝑗

where

𝑎𝑖,𝑗 ∶= |{𝑎 ∈ 𝑄1 | ℎ(𝑎) = 𝑖, 𝑡(𝑎) = 𝑗 or ℎ(𝑎) = 𝑗, 𝑡(𝑎) = 𝑖}|.
This we can record by a not necessarily simply-laced Dynkin diagram.
Let now 𝜸 ∈ 𝔤∨𝐦,𝐧. Then the quiver varietywithmultiplicity𝑄𝛾 has dimension given by formula

(6.4.4). Thus, 𝜸 is a surface if and only if
𝑑∑
𝑖=1

𝑚𝑖

𝑙∑
𝑘=1

𝑛[𝑖,𝑘](𝑛[𝑖,𝑘−1] − 𝑛[𝑖,𝑘]) = 𝑛
2
0.

For instance, in the example of 𝐅(𝟏)
𝟒
below, one has

𝐦 = (𝑚0,𝑚[1,1], 𝑚[1,2], 𝑚[1,3], 𝑚[2,1]) = (1, 2, 2, 2, 1),

𝐧 = (𝑛0, 𝑛[1,1], 𝑛[1,2], 𝑛[1,3], 𝑛[2,1]) = (4, 3, 2, 1, 2),

and thus,𝑚1 = 2 and𝑚2 = 1 and the condition is readily verified.
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1016 HAUSEL et al.

Below we will list the star-shaped nonsimply laced affine Dynkin diagrams, which correspond
to open de Rham spaces in Theorem 6.4.2 of dimension 2. The simply laced star-shaped ones
𝐷̃4, 𝐸̃6, 𝐸̃7, 𝐸̃8 correspond to open de Rham spaces with logarithmic singularities.

Example. 𝐀(𝟐)𝟓

The diagram depicts the nonsimply laced Dynkin diagram. The integers written below each
node show the dimension vector, while the ones above the node give the multiplicity vector. This
corresponds to the open de Rham space ∗

(12,12),(1)
of type ((12, 12), (1)). By [11, Theorem 9.11],

∗
(12,12),(1)

is isomorphic to an 𝐴3 ALE space. In particular, the mixed Hodge structure is pure on
𝐻∗(∗

(12,12),(1)
) and

𝑊𝐻(∗
(12,12),(1)

; 𝑞, 𝑡) = 1 + 3𝑞𝑡2,

which is compatible with |∗
(12,12),(1)

(𝔽𝑞)| = 𝑞2 + 3𝑞 from (5.1.13) with 𝑑 = 3, 𝑟 = 1.

Example. 𝐂(𝟏)
𝟐

This corresponds to the open de Rham space∗
2,(1,1)

of irregular type (1,1). This is the only exam-
ple from the list of star-shaped nonsimply-laced Dynkin diagrams which is not isomorphic to
a Nakajima quiver variety [9]. One can see this using the explicit equation for ∗

2,(1,1)
in [4,

(3.1)]. One can deduce that it has isolated singularities at infinity by [49, Remarks 2.5.(a)]. In
turn, this implies that it is homotopic to a wedge of spheres by [49, Theorem 3.1]. In order to
match the virtual weight polynomial computation 𝑊𝐻𝑐(∗

2,(1,1)
, 𝑞, −1) = 𝑞2 + 2𝑞 from (5.1.13)

with 𝑑 = 2, 𝑟 = 2, we must have that the mixed Hodge structure is pure and

𝑊𝐻(∗
2,(1,1)

; 𝑞, 𝑡) = 1 + 2𝑞𝑡2.

This case is special in that Boalch’s [11, Theorem 9.11] identification with a quiver variety does
not apply, as we have two irregular poles. In fact, there is no ALE space that is isomorphic with
∗
2,(1,1)

as the intersection form on𝐻2𝑐 (∗
2,(1,1)

) is divisible† by 2 , whereas the intersection form
of the 𝐴2 ALE space is not divisible by 2.

Examples. 𝐃(𝟑)
𝟒
, 𝐀(𝟐)
𝟐
, 𝐆(𝟏)
𝟐
, 𝐅(𝟏)
𝟒
, 𝐄(𝟐)
𝟔

† Because after a hyperkähler rotation, the manifold becomes a blow-up of (ℂ× × ℂ)∕ℤ2 at the two𝐴1 singularities, where
ℤ2 acts by the inverse (see Example 7.3.5 and [1, 46]). Thus, 𝐻2𝑐 (∗

2,(1,1)
, ℚ) has a basis represented by the two disjoint

exceptional divisors of self-intersection −2.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1017

In these cases, we will only have one irregular pole, and thus, [11, Theorem 9.11] will apply. The
arguments are identical to the 𝐴(2)5 case above. We collect the results in the following table.

type Dynkin open de Rham space ALE type 𝑾𝑯(𝒒, 𝒕)-polynomial
𝐴(2)5 ∗

(12,12),(1)
𝐴̃3 1 + 3𝑞𝑡2

𝐷(3)
4

∗
(12),(2)

𝐴̃2 1 + 2𝑞𝑡2

𝐴(2)
2

∗
2,(3)

𝐴̃1 1 + 𝑞𝑡2

𝐺(1)
2

∗
3,(2)

𝐴̃2 1 + 2𝑞𝑡2

𝐹(1)
4

∗
(22),(1)

𝐷̃4 1 + 4𝑞𝑡2

𝐸(2)
6

∗
(13),(1)

𝐷̃4 1 + 4𝑞𝑡2.

In all these cases, the mixed Hodge polynomial is compatible with the weight polynomial com-
puted from (5.1.13) in the rank 2 cases and (5.1.14) in the rank 3 cases. The only example of rank 4
is 𝐹(1)

4
where one can compute the weight polynomial 𝑞2 + 4𝑞 directly from (5.1.7).

7 HYPERKÄHLER CONSIDERATIONS

Our purpose in this section is to prove Theorem 7.3.3, which says that some of the open de Rham
spaces∗(𝐂) that we have been discussing, namely, those for which all the formal types are of
order ⩽ 2, admit canonical complete hyperkähler metrics.
Let us first give some motivation for and review what is already known about this problem. In

the tame case (i.e., when𝑚𝑖 = 1 for all 𝑖 in Definition 3.1.3), the corresponding open de Rham is
known to be a Nakajima quiver variety [15, Theorem 1], and these possess complete hyperkähler
metrics [47, Theorem 2.8]. On the other hand, in the case where we have two poles of order 2
(cf., [8, discussion after Corollary 1]), then∗(𝐂) will be a holomorphic symplectic quotient of
𝑇∗𝐺, which is, in fact, realizable as a hyperkähler reduction of 𝑇∗𝐺; see Example 7.3.5 for further
details. The existence of such metrics in more general irregular cases was discussed in [10, §3.1],
but as we know of no precise reference for this fact, we give a construction here.
Now, to give a rough explanation of this construction, let us recall that an ∗(𝐂) with poles

of order ⩽ 2 is an additive fusion product of coadjoint orbits in 𝔤∨ and those for the group
G2 = GL𝑛(R2) (using the notation of Section 2.1). Each coadjoint orbit of the latter type may be
realized as an algebraic symplectic quotient of 𝑇∗G, the cotangent bundle of G = GL𝑛(ℂ), by left
multiplication by a maximal torus (Lemma 7.3.1). It is well known that 𝑇∗G admits a hyperkähler
metric, by an infinite-dimensional hyperkähler quotient via Nahm’s equations [33]. Furthermore,
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1018 HAUSEL et al.

if 𝐾 ⊂ G is a maximal compact subgroup, then 𝐾 × 𝐾 acts by left and right multiplication (7.2.1)
and these actions admit hyperkähler moment maps [16].
For coadjoint orbits in 𝔤∨, hyperkähler metrics were first constructed by [34] for regular

semisimple orbits and for general semisimple orbits in [5] and [32]. The coadjointG-action can be
restricted to 𝐾 and it can be shown (Proposition 7.2.4), in a manner similar to that for 𝑇∗G, that
this action also admits a hyperkähler moment map.
Now, if a hyperhamiltonian action of a compact group extends to a holomorphic action of

its complexification, then the hyperkähler reduction can be understood as a holomorphic sym-
plectic reduction [30, §3(D)]. Here, we will need the opposite direction: ∗(𝐂) is given as an
algebraic symplectic quotient; we will show that it, in fact, arises as a hyperkähler quotient. A
special case of a version of the Kempf–Ness theorem due to Mayrand [44] gives sufficient condi-
tions for algebraic symplectic quotients of the type we have been considering to be upgraded to
hyperkähler quotients.

7.1 Holomorphic symplectic quotients to hyperkähler quotients

Let us begin by incorporating Mayrand’s statement into the following, which will give us the
criterion we will apply later to obtain the theorem.

Proposition 7.1.1. Suppose that (𝑀, g , 𝐈, 𝐉, 𝐊) is a hyperkähler manifold, with Kähler forms
𝜔𝐈, 𝜔𝐉, 𝜔𝐊 ∈ Ω

2(𝑀) in the corresponding complex structures. We suppose that (𝑀, 𝐈) is a (smooth)
complex affine variety and refer to𝑀 as such with the complex structure 𝐈 in mind. Suppose that 𝐺
is a complex reductive group with an algebraic action on𝑀 for which the restriction to its maximal
compact 𝐾 admits a hyperkähler moment map 𝜇𝐈, 𝜇𝐉, 𝜇𝐊 ∶ 𝑀 → 𝔨∨. As usual, we will write

𝜇ℝ ∶= 𝜇𝐈 𝜇ℂ ∶= 𝜇𝐉 + 𝑖𝜇𝐊

for the real and complex components of themomentmap; we will assume that 𝜇ℂ ∶ 𝑀 → 𝔤∨ = 𝔨∨ ⊕

𝑖𝔨∨ is algebraic. Here 𝔤 = Lie(𝐺) is a complex and 𝔨 = Lie(𝐾) a real Lie algebra and ∨means dual
vector space over the respective field. Let 𝜆 ∈ (𝔤∨)𝐺 be such that 𝐺 acts freely on the affine variety
𝜇−1
ℂ
(𝜆); thus, the algebraic symplectic quotient

𝑀∕∕𝜆𝐺 ∶= Specℂ[𝜇−1
ℂ
(𝜆)]𝐺

is smooth. Then, if there exists a 𝐾-invariant, proper global Kähler potential for 𝜔𝐈|𝜇−1
ℂ
(𝜆), which is

bounded below, then there exists 𝜆ℝ ∈ 𝔨∨ and, for the complex structures induced from 𝐈, a natural
biholomorphism

𝑀∕∕∕(𝜆ℝ,𝜆)𝐾 ≅ 𝑀∕∕𝜆𝐺,

where𝑀∕∕∕(𝜆ℝ,𝜆) ∶= (𝜇
−1
ℝ
(𝜆ℝ) ∩ 𝜇

−1
ℂ
(0))∕𝐾 denotes the hyperkähler quotient.

Proof. The Kähler potential produces a moment map 𝜇̃ℝ for the 𝐾-action with respect to 𝜔𝐈 [44,
Proposition 4.1]. Thismust differ from the given 𝜇ℝ by a constant, that is, there exists 𝜆ℝ ∈ 𝔨∨ such
that 𝜇ℝ = 𝜇̃ℝ + 𝜆ℝ. Thus, 𝜇̃−1ℝ (0) = 𝜇

−1
ℝ
(𝜆ℝ). Then [44, Proposition 4.2] gives a homeomorphism
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1019

at the last step of the sequence

𝑀∕∕∕(𝜆ℝ,𝜆)𝐾 =
(
𝜇−1
ℝ
(𝜆ℝ) ∩ 𝜇

−1
ℂ
(0)
)
∕𝐾 =

(
𝜇̃−1
ℝ
(0) ∩ 𝜇−1

ℂ
(0)
)
∕𝐾 ≅ 𝑀∕∕𝜆𝐺.

Furthermore, by the freeness of the action, there is a single orbit-type stratum and hence the
homeomorphism is, in fact, a biholomorphism, again from [44, Proposition 4.2]. □

7.2 Hyperkähler moment maps on the factors

Here, we show that the two kinds of factors that appear in the relevant additive fusion product
each admit hyperhamiltonian group actions.

7.2.1 Cotangent bundles

Let 𝐺 be a complex reductive group with Lie algebra 𝔤 and let 𝐾 ⩽ 𝐺 be a maximal compact sub-
group. We recall that for 𝑇∗𝐺 = 𝐺 × 𝔤∨, there is an algebraic hamiltonian action of 𝐺 × 𝐺 given
by

(g , ℎ) ⋅ (𝑎, 𝑋) = (g𝑎ℎ−1,Adℎ𝑋), (7.2.1)

for which the moment map is

(𝑎, 𝑋) ↦ (Ad𝑎𝑋,−𝑋). (7.2.2)

Proposition 7.2.3. 𝑇∗𝐺 admits a hyperkähler metric for which the restriction of the action (7.2.1)
to 𝐾 × 𝐾 admits a hyperkähler moment map. Furthermore, the complex part of this moment map
is given by (7.2.2), and for the natural complex (Kähler) structure, there exists a (𝐾 × 𝐾)-invariant,
proper, and bounded below global Kähler potential.

Proof. As mentioned, the hyperkähler structure is due to [33, Proposition 1]. The existence of the
hyperkählermomentmap is [16, §3 Lemma 2]. The expression for the complex part of themoment
map is obtained by comparing [16, Equations (4), (5)] and the expressions in the statement of [16,
§3 Lemma 2]. Finally, the existence of the global Kähler potential is [44, Proposition 4.6]. □

7.2.2 Coadjoint orbits

Let 𝐺, 𝔤, 𝐾 be as above and let  be a semisimple coadjoint orbit in 𝔤∨. Of course, 𝐺 acts alge-
braically on  via the coadjoint action and the moment map is simply the inclusion ↪ 𝔤∨.
Exactly, the same statement as in Proposition 7.2.3 holds for .
Proposition 7.2.4.  admits a complete hyperkählermetric for which the restriction of the coadjoint
action to 𝐾 admits a hyperkähler moment map. Furthermore, the complex part of this moment map
is given by the inclusion ↪ 𝔤∨, and for the natural complex (Kähler) structure, there exists a 𝐾-
invariant, proper, and bounded below global Kähler potential.
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1020 HAUSEL et al.

Proof. Asmentioned earlier, existence of the hyperkählermetrics can be found at [34, Theorem 1.1]
for regular semisimple orbits and at [5, Théorème 1] and [32, Theorem 1.1] for general semisim-
ple orbits. The fact that the conjugation action of 𝐾 admits a hyperkähler moment map can be
proved in the same way as [16, Lemma 2]. The existence of the Kähler potential with the indicated
properties uses the same argument as that of [44, Proposition 4.6]. Further details can be found
in Subsection 7.4. □

Remark 7.2.5. Let 𝑆 ∶= 𝑇 ∩ 𝐾 be a maximal torus in the maximal compact group 𝐾 ⩽ 𝐺 and let 𝔰
be its Lie algebra. Then, as in the references [5, 32, 34], once the coadjoint orbit is fixed, the family
of such hyperkähler metrics is parameterized by an element 𝜏1 ∈ 𝔰 (see Subsection 7.4).

7.3 Hyperkähler metrics on open de Rham spaces

We first give a lemma describing coadjoint orbits for𝐺2 as algebraic symplectic reductions of 𝑇∗𝐺.

Lemma 7.3.1. Consider the diagonal element (2.2.1)

𝐶 ∶=
𝐶2
𝑧2
+
𝐶1
𝑧
∈ 𝔱∨2

with 𝐶2 regular (i.e., having distinct eigenvalues). Then the 𝐺2 coadjoint orbit (𝐶) ⊆ 𝔤∨
2
is

isomorphic to the algebraic symplectic quotient

𝑇∗𝐺∕∕𝐶1𝑇,

for the 𝑇-action 𝑡 ⋅ (𝑎, 𝑋) = (𝑡𝑎, 𝑋).

Remark 7.3.2. This is a special case of [7, Lemma 2.3(2), see also Lemma 2.4].

Proof. Recall that the moment map for this action is 𝜇 ∶ 𝑇∗𝐺 → 𝔱∨

(𝑎, 𝑋) ↦ 𝜋𝔱(Ad𝑎𝑋).

The map 𝜇−1(𝐶1) → (𝐶)
(𝑎, 𝑋) ↦

Ad𝑎−1𝐶2
𝑧2

+
𝑋

𝑧

is readily seen to be 𝑇-invariant, so descends to a morphism 𝑇∗𝐺∕∕𝐶1𝑇 → (𝐶).
Now, as in Lemma 2.2.4(b), (𝐶)may be realized as the geometric quotient 𝐺2∕𝑇2. If we write

an element of 𝐺2 in the form g(𝐼 + 𝑧𝐻) for some g ∈ 𝐺, 𝐻 ∈ 𝔤, then we define 𝐺2 → 𝑇∗𝐺∕∕𝐶1𝑇

by

g(𝐼 + 𝑧𝐻) ↦ [g−1,Adg (𝐶1 + [𝐻, 𝐶2])],

with the square brackets indicating the class mod 𝑇. It is straightforward to check that this is well
defined and that it descends to (𝐶) → 𝑇∗𝐺∕∕𝐶1𝑇 to give the inverse. □
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1021

Theorem 7.3.3. Consider a generic open de Rham space ∗(𝐂) for which the orders of all the
formal types 𝐶𝑖 are ⩽ 2. Then∗(𝐂) admits a complete hyperkähler metric induced by a choice of
a hyperkähler metric on each coadjoint orbit (𝐶𝑖) as in Proposition 7.2.4.
Proof. As in Section 3.1, we label the coadjoint orbits so that(𝐶𝑖) ⊆ 𝔤∨ for 1 ⩽ 𝑖 ⩽ 𝑘 and(𝐶𝑖) is
a coadjoint orbit for 𝐺2 for 𝑘 + 1 ⩽ 𝑖 ⩽ 𝑑; we will abbreviate (𝐶𝑖) to𝑖 in the following. Spelling
out [7, Proposition 2.1], we may use Lemma 7.3.1 to rewrite the holomorphic symplectic quotient
of Definition 3.1.3 as follows:

∗(𝐂) =

𝑑∏
𝑖=1

(𝐶𝑖)
//

0

𝐺 =

(
𝑘∏
𝑖=1

𝑖 ×
𝑑∏

𝑖=𝑘+1

𝑖
)//

0

𝐺 ≅

(
𝑘∏
𝑖=1

𝑖 ×
𝑑∏

𝑖=𝑘+1

𝑇∗𝐺∕∕𝐶𝑖
1
𝑇

)//
0

𝐺

≅

(
𝑘∏
𝑖=1

𝑖 ×
𝑚∏
𝑖=1

𝑇∗𝐺

)//
(𝐂1,0)

𝑇𝑚 × 𝐺, (7.3.4)

where 𝐂1 denotes the tuple (𝐶𝑘+11
, … , 𝐶𝑑

1
) of residue terms of the formal types. Each factor of 𝑇

acts via the left action on the corresponding 𝑇∗𝐺 factor as in (7.2.1) and the 𝐺 factor acts diag-
onally: by the coadjoint action on 𝑖 , for 1 ⩽ 𝑖 ⩽ 𝑘 and with the right action in (7.2.1) for the
factors indexed by 𝑘 + 1 ⩽ 𝑖 ⩽ 𝑑. We have thus expressed∗(𝐂) as an algebraic symplectic quo-
tient and we can now apply Proposition 7.1.1. But now the hypotheses are verified for each factor
in Propositions 7.2.3 and 7.2.4, and can therefore easily be verified for the product. □

Example 7.3.5. Consider the case of a rank 2 open de Rham space∗(𝐂)with two poles each of
order 2, which is a smooth affine algebraic surface (Proposition 3.1.10). Applying [7, Proposition
2.1] or (7.3.4), if we first take the quotient of 𝑇∗𝐺 × 𝑇∗𝐺 by𝐺, one can see that it is a quotient of the
form 𝑇∗𝐺∕∕𝑇2 (for appropriate values of the moment map), which is precisely the reduction car-
ried out at [1, pp. 88–89].Hence,∗(𝐂) is isometric to the deformation of the𝐷2 singularity, which
was already observed at [9, p. 3], the hyperkähler metric on which was previously constructed via
twistor methods in [46, §7], and proved to be ALF in [13, §5.3]. It is worth noting that this space
can also be described via a slice construction [4, (3.1)] which, although an algebraic operation,
also yields the metric [4, §4]. Furthermore, we expect the metrics on higher dimensional open de
Rham spaces to exhibit “higher dimensional ALF behavior.”

Remark 7.3.6.

(i) It is true more generally, and not much harder to prove, that with no restriction on the
order of the formal types, the spaces ∗(𝐂) always admit complete hyperkähler metrics.
However, there is some extra choice involved. In general, a coadjoint orbit for G𝑚 may be
realized as an algebraic symplectic quotient of 𝑇∗𝐺 × (𝐶′) ([7, Lemma 2.3(2), Lemma 2.4],
cf. Remark 7.3.2), where(𝐶′) is a coadjoint orbit for the unipotent groupG1𝑚. As such,(𝐶′)
is an even-dimensional complex affine space, hence, upon some choice of coordinates, admits
a flat hyperkähler metric. One can show that the coordinates can be chosen so that 𝑆 acts on
pairs of coordinates with opposite weights, and hence with a hyperkähler moment map.

(ii) The spaces 𝑇∗𝐺 × (𝐶′) are (isomorphic to) what are known as “extended orbits” and these
can be arranged into a moduli space by taking an additive fusion product (this is referred to
as the “extended” moduli space in [7, Definition 2.6] [29, Definition 2.4]. This moduli space
will admit an action of 𝑇𝑙, where 𝑙 is the number of irregular poles, and∗(𝐂) can thus be

 1460244x, 2023, 4, D
ow

nloaded from
 https://londm

athsoc.onlinelibrary.w
iley.com

/doi/10.1112/plm
s.12555 by Institute O

f Science A
nd T

echnology A
ustria - L

ibrary, W
iley O

nline L
ibrary on [30/01/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



1022 HAUSEL et al.

realized as a hyperkähler quotient of the extended moduli space from this action. Indeed, in
the last expression in (7.3.4), if we first take the quotient by 𝐺, then we obtain the extended
moduli space.

7.4 Details of proof of Proposition 7.2.4

Here, we will give the details of the proof of Proposition 7.2.4. The statements that need to
be proved are: the existence of a hyperkähler moment map on the coajdoint orbit  and its
complex part is simply the inclusion map into the dual of the complex Lie algebra, which is
Lemma 7.4.3 below; and the existence of a Kähler potential with the appropriate properties, which
is Lemma 7.4.6.
To proceed, we will need to fix notation, and so we will adopt that of [5, §3, L’espace des mod-

ules]. As such, 𝐺 will now denote a compact Lie group, which is, of course, the maximal compact
subgroup of its complexification 𝐺ℂ, whereas in Section 7.2, it denoted the complexification and
𝐾 a maximal compact subgroup; we hope that this will cause the reader no confusion. Of course,
𝔤 will denote the Lie algebra of 𝐺 and 𝔤ℂ its complexification, and ⟨ , ⟩ will denote a Ad-invariant
inner product on 𝔤.
Let us recall how the coadjoint orbit is identified with a moduli space of solutions to Nahm’s

equations. Let 𝑆 ⊂ 𝐺 be a maximal torus (which is, of course, compact) with Lie algebra 𝔰, and
respective complexifications 𝑆ℂ and 𝔰ℂ. As usual, using the invariant inner product, we identify
𝔤∨ = 𝔤 and 𝔤∨

ℂ
= 𝔤ℂ. Viewing  as a subset of 𝔤ℂ, as it is a semisimple orbit, its intersection with

𝔰ℂ is a singleton; we write this element as 𝜏2 + 𝑖𝜏3 with 𝜏2, 𝜏3 ∈ 𝔰. One chooses a third element
𝜏1 ∈ 𝔰 so that we have a triple 𝜏 = (𝜏1, 𝜏2, 𝜏3) ∈ 𝔰3, so that for an appropriate 𝜍 > 0, we can make
sense of the space Ω1

∇;𝜍
as described at [5, §3, p. 265]. We will write an element ∇ + 𝑎 ∈ A𝜍 as

a quadruple 𝑇 = (𝑇0, 𝑇1, 𝑇2, 𝑇3) of smooth maps 𝑇𝑖 ∶ (−∞, 0] → 𝔤 satisfying an asymptotic con-
dition depending on 𝜏: one has ∇ + 𝑎 = 𝑑 + 𝑇0 𝑑𝑠 +

∑𝑒
𝑖=1 𝑇𝑖 𝑑𝜃

𝑖 . We consider such 𝑇 which are
solutions to Nahm’s equations:

𝑑𝑇𝑖
𝑑𝑠

+ [𝑇0, 𝑇𝑖] + [𝑇𝑗, 𝑇𝑘] = 0 (7.4.1)

for cyclic permutations (𝑖 𝑗 𝑘) of (1 2 3). The quotient of the space of such solutions by the group
G𝜍 , also defined at [5, §3, p.265], will be referred to as the moduli space 𝑀 = 𝑀(𝜏) of solutions
to Nahm’s equations. We will often write [𝑇] for the G𝜍-orbit of a solution 𝑇. The isomorphism
𝑀

∼
a→  is given by [5, Corollaire 4.5] (see also the definition before Equations (IIIa) and (IIIb))

as

[𝑇] ↦ 𝑇2(0) + 𝑖𝑇3(0). (7.4.2)

Lemma 7.4.3. The map 𝜇 ∶ 𝑀 → 𝔤⊕3 given by

[𝑇] ↦ (𝑇1(0), 𝑇2(0), 𝑇3(0)) (7.4.4)

yields a hyperkähler moment map for the (co)adjoint𝐺-action. Furthermore, the complex part of the
moment map coincides with the inclusion of  in the dual of the complex Lie algebra.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1023

Proof. Asmentioned in Section 7.2.2, the proof mirrors that of [16, Lemma 2]. Consider the group

G +𝜍 ∶=
{
g ∶ ℝ− → 𝐺 ∶ (∇g)g−1 ∈ Ω1

∇;𝜍

}
,

which has Lie algebra

Lie(G +𝜍 ) =
{
𝑢 ∶ ℝ− → 𝔤 ∶ ∇𝑢 ∈ Ω1

∇;𝜍

}
.

ConsiderG +𝜍 → 𝐺 the evaluationmap at 𝑠 = 0 andG𝜍 its preimage of 1G. It is a normal subgroup
of G +𝜍 with quotient 𝐺. Of course, we have a parallel statement for the Lie algebras. Furthermore,
G +𝜍 acts on the space of solutions to Nahm’s equations inducing the adjoint action of 𝐺 on , as
is easily seen via the map (7.4.2).
A tangent vector to 𝑀 at [𝑇] is represented by a quadruple 𝑤 = (𝑤0, 𝑤1, 𝑤2, 𝑤3) ∈ Ω1∇,𝜍

satisfying

𝑑𝑤𝑖
𝑑𝑠

= −[𝑇0, 𝑤𝑖] − [𝑤0, 𝑇𝑖] − [𝑇𝑗, 𝑤𝑘] − [𝑤𝑗, 𝑇𝑘] (7.4.5)

for cyclic permutations (𝑖 𝑗 𝑘) of (1 2 3) (cf. [16, Equations (6)–(9)]; note that there is a slight
difference in the complex structures there and in [5] accounting for the sign differences in the
equations). These equations are obtained simply by linearizing Nahm’s equations (7.4.1).
Let 𝜉 ∈ 𝔤 and choose a lift 𝑢(𝑠) ∈ Lie(G +𝜍 ), so that 𝑢(0) = 𝜉. A representative for the tangent

vector 𝑣𝜉([𝑇]) to𝑀 at [𝑇] generated by the infinitesimal action of 𝜉 is given by

𝑣𝜉([𝑇]) ↔

(
[𝑢, 𝑇0] −

𝑑𝑢

𝑑𝑠
, [𝑢, 𝑇1], [𝑢, 𝑇2], [𝑢, 𝑇3]

)
.

We evaluate using (7.4.5)

𝜔𝐈(𝑣𝜉, 𝑤) = ∫
0

−∞
−

⟨
[𝑢, 𝑇0] −

𝑑𝑢

𝑑𝑠
, 𝑤1

⟩
+ ⟨[𝑢, 𝑇1], 𝑤0⟩ − ⟨[𝑢, 𝑇2], 𝑤3⟩ + ⟨[𝑢, 𝑇3], 𝑤2⟩𝑑𝑠

= ∫
0

−∞
⟨𝑢,−[𝑇0, 𝑤1] − [𝑤0, 𝑇1] − [𝑇2, 𝑤3] − [𝑤2, 𝑇3]⟩ +⟨𝑑𝑢𝑑𝑠 , 𝑤1

⟩
𝑑𝑠

= ∫
0

−∞

⟨
𝑢,
𝑑𝑤1
𝑑𝑠

⟩
+

⟨
𝑑𝑢

𝑑𝑠
, 𝑤1

⟩
𝑑𝑠 = ∫

0

−∞

𝑑

𝑑𝑠
⟨𝑢,𝑤1⟩𝑑𝑠 = ⟨𝜉, 𝑤1(0)⟩,

since 𝑢 → 0 as 𝑠 → −∞.
On the other hand, pairing 𝜉 with the moment map 𝜇𝐈 gives the function 𝜇

𝜉
𝐈
∶ 𝑀 → ℝ

[𝑇] ↦ ⟨𝜉, 𝑇1(0)⟩.
Hence,

𝑑𝜇
𝜉
𝐈
(𝑤) = ⟨𝜉, 𝑤1(0)⟩ = 𝜔𝐈(𝑣𝜉, 𝑤),

and this is exactly the moment map condition. The same computation can be repeated for the
complex structures 𝐉 and𝐊.
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1024 HAUSEL et al.

The statement about the complex part of the moment map is obvious from the expressions
(7.4.2) and (7.4.4). □

Lemma 7.4.6. The semisimple coajdoint orbit admits a global 𝐺-invariant Kähler potential (for
the complex structure 𝐈) which is proper and bounded below.

As mentioned, the proof here is adapted from that of [44, Lemma 4.5].

Proof. A global Kähler potential 𝜑𝐈 ∶ 𝑀 → ℝ for the Kähler form 𝜔𝐈 is given by (see [30, §3(E)],
cf. [16, p.64])

[𝑇] ↦
1

2 ∫
0

−∞
⟨𝑇2, 𝑇2⟩ + ⟨𝑇3, 𝑇3⟩𝑑𝑠.

It is then sufficient to show that the 𝜑𝐈 is 𝐺-invariant, proper, and bounded below. 𝐺-invariance
follows from that of the bilinear form ⟨ , ⟩ and lower-boundedness is obvious, so properness is
essentially all that needs to be proved.
Let 𝜉 = (𝜉1, 𝜉2, 𝜉3) ∈ 𝔤⊕3. Then the existence and uniqueness theorem for systems of ordinary

differential equations gives a unique solution 𝑇𝜉 = (𝑇𝜉
0
≡ 0, 𝑇𝜉

1
, 𝑇
𝜉
2
, 𝑇
𝜉
3
) to the reduced Nahm’s

equations

𝑑𝑇𝑖
𝑑𝑡
+ [𝑇𝑗, 𝑇𝑘] = 0 (7.4.7)

(this is just (7.4.1) with 𝑇0 = 0) with 𝑇
𝜉
𝑖
(0) = 𝜉𝑖 for 𝑖 = 1, 2, 3. This allows us to define a function

𝜑𝐈 ∶ 𝔤
⊕3 → ℝ by

𝜉 ↦
1

2 ∫
0

−∞
⟨𝑇𝜉
2
, 𝑇
𝜉
2
⟩ + ⟨𝑇𝜉

3
, 𝑇
𝜉
3
⟩𝑑𝑠, (7.4.8)

which is (at the very least) continuous, again by the assertions of the existence and uniqueness
theorem on the dependence on the initial conditions.
Let us explain how this is related to 𝜑𝐈. Consider the map evℂ ∶ 𝔤⊕3 → 𝔤ℂ

𝜉 ↦ 𝜉2 + 𝑖𝜉3.

As  is a semisimple (co)adjoint orbit,  is closed in 𝔤ℂ and hence so is ev−1ℂ (). We may then
identify  with the subset of 𝜉 ∈ ev−1

ℂ
(0) for which 𝑇𝜉 is gauge equivalent to an element of A𝜍 .

We observe that this will be closed, as we are imposing an asymptotic condition on 𝑇𝜉
1
. As the def-

inition of 𝜑𝐈 is independent of the gauge equivalence class, one sees that under the identification
of  with the described subset of ev−1

ℂ
(),

𝜑𝐈 = 𝜑𝐈|.
It now suffices to show that there is a closed subset 𝑉 ⊆ 𝔤⊕3 containing  (using the identifica-
tion above) for which 𝜑𝐈|𝑉 is proper, since the restriction of a proper map to a closed subset is
still proper.
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ARITHMETIC ANDMETRIC ASPECTS OF OPEN DE RHAM SPACES 1025

For this, we will take

𝑉 ∶=
{
𝑟 ⋅ 𝜉 ∶ 𝜉 ∈ ev−1

ℂ
(), 𝑟 ∈ ℝ⩾0

}
,

which is closed in 𝔤⊕3. Let 𝑆 ⊆ 𝔤⊕3 be the unit sphere (here, we may take the invariant inner
product on 𝔤 in each factor); this is compact. Then 𝑆 ∩ 𝑉 is a compact subset of 𝔤⊕3, and hence, 𝜑𝐈
has a minimum value𝑚 > 0. It is nonzero, for if 𝑟 ⋅ 𝜉 ∈ 𝑉 is such that 𝜑𝐈(𝑟𝜉) = 0, then assuming
that  ≠ {0} (which we may of course do), then one finds evℂ(𝑟𝜉) = 0, and hence 𝑟 = 0; but this
would contradict 𝑟𝜉 ∈ 𝑆.
By uniqueness of the solutions 𝑇𝜉 to (7.4.7), for 𝑟 ∈ ℝ>0, it is easy to see that 𝑇𝑟𝜉(𝑠) = 𝑟𝑇𝜉(𝑟𝑠).

From this, we obtain for any 𝜉 ∈ 𝔤⊕3,

𝜑𝐈(𝑟𝜉) =
1

2
𝑟2 ∫

0

−∞
⟨𝑇𝜉
2
(𝑟𝑠), 𝑇

𝜉
2
(𝑟𝑠)⟩ + ⟨𝑇𝜉

3
(𝑟𝑠), 𝑇

𝜉
3
(𝑟𝑠)⟩𝑑𝑠

=
1

2
𝑟 ∫

0

−∞
⟨𝑇𝜉
2
(𝑡), 𝑇

𝜉
2
(𝑡)⟩ + ⟨𝑇𝜉

3
(𝑡), 𝑇

𝜉
3
(𝑡)⟩𝑑𝑡 = 𝑟𝜑𝐈(𝜉). (7.4.9)

Now, given 𝜉 ∈ 𝑉, one has 𝜉‖𝜉‖ ∈ 𝑆 ∩ 𝑉 and so (7.4.9) gives

𝜑𝐈(𝜉) = ‖𝜉‖𝜑𝐈( 𝜉‖𝜉‖
)
⩾ 𝑚‖𝜉‖

or equivalently,

‖𝜉‖ ⩽ 𝜑𝐈(𝜉)
𝑚

.

From this, one finds that the preimage of a bounded set in ℝ under 𝜑𝐈|𝑉 is bounded in 𝑉. By
continuity, the preimage of a closed set is closed, and so, 𝜑𝐈|𝑉 is proper. □
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