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Abstract

Within the human body, the brain exhibits the highest rate of energy consumption

amongst all organs, with the majority of generated ATP being utilized to sustain

neuronal activity. Therefore, the metabolism of the mature cerebral cortex is geared

towards preserving metabolic homeostasis whilst generating significant amounts of

energy. This requires a precise interplay between diverse metabolic pathways,

spanning from a tissue-wide scale to the level of individual neurons. Disturbances to

this delicate metabolic equilibrium, such as those resulting from maternal malnutrition

or mutations affecting metabolic enzymes, often result in neuropathological variants

of neurodevelopment. For instance, mutations in SLC7A5, a transporter of

metabolically essential large neutral amino acids (LNAAs), have been associated with

autism and microcephaly. However, despite recent progress in the field, the extent of

metabolic restructuring that occurs within the developing brain and the corresponding

alterations in nutrient demands during various critical periods remain largely unknown.

To investigate this, we performed metabolomic profiling of the murine cerebral cortex

to characterize the metabolic state of the forebrain at different developmental stages.

We found that the developing cortex undergoes substantial metabolic reprogramming,

with specific sets of metabolites displaying stage-specific changes. According to our

observations, we determined a distinct temporal period in postnatal development

during which the cortex displays heightened reliance on LNAAs. Hence, using a

conditional knock-out mouse model, we deleted Slc7a5 in neural cells, allowing us to

monitor the impact of a perturbed neuronal metabolic state across multiple

developmental stages of corticogenesis. We found that manipulating the levels of

essential LNAAs in cortical neurons in vivo affects one particular perinatal

developmental period critical for cortical network refinement. Abnormally low

intracellular LNAA levels result in cell-autonomous alterations in neuronal lipid

metabolism, excitability, and survival during this particular time window. Although most

of the effects of Slc7a5 deletion on neuronal physiology are transient, derailment of

these processes during this brief but crucial window leads to long-term circuit

dysfunction in mice.

In conclusion, out data indicate that the cerebral cortex undergoes significant

metabolic reorganization during development. This process involves the intricate
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integration of multiple metabolic pathways to ensure optimal neuronal function

throughout different developmental stages. Our findings offer a paradigm for

understanding how neurons synchronize the expression of nutrient-related genes with

their activity to allow proper brain maturation. Further, our results demonstrate that

disruptions in these precisely calibrated metabolic processes during critical periods of

brain development may result in neuropathological outcomes in mice and in humans.
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1 Introduction

1.1 Cortical development and structure

The human brain is composed of approximately 160 billion neuronal and glial cells,

with a subset of ~15-20 million neurons contributing to the formation of the six-layered

neocortex1,2. This brain region governs the majority of all high-level brain functions,

including sensory perception, motor control, cognition, and language3,4.

Corticogenesis is based on highly conserved cellular and molecular processes that, in

humans, span a significant period of time from 3 weeks post-conception to young

adulthood5. The formation of this complex structure involves several embryonic and

postnatal developmental phases, such as neurogenesis, neuronal migration, glial

differentiation, and synaptogenesis (Figure 1), all of which are underpinned by a

complex interplay between intrinsic genetic programs and extrinsic factors. Disruption

of these developmental processes, due to mutations or exposure to environmental

stressors, can cause pathological variants of cortical development.

Figure 1. Timeline of the developmental processes during murine and human corticogenesis (adapted from

Reemst et al.6).
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1.1.1 The cortical architecture

The neocortex exhibits not only remarkable cellular

diversity, but also displays a high degree of organization

at different macroscopic levels (reviewed in Adnani et

al7). First, it is highly regionalized, with specific areas

dedicated to relaying various sorts of inputs, such as

auditory, somato-sensory, or visual stimuli (Figure 2A).

Second, all regions of the cortex consist of two primary

layers: the outer gray matter composed of neuronal

somata, and the inner white matter containing the

myelinated axons of these neurons (as depicted in

Figure 2B). The grey matter is further subdivided along its radial axis into six neuronal

layers, which are generated in an inside out fashion during corticogenesis (Figure 3)

(reviewed in Kwan et al.8). All of these layers comprise different sub-types of pyramidal

excitatory and inhibitory neurons projecting axons to different cortical and subcortical

regions (reviewed in Campbell9)

Figure 3. Structure of a cortical column.

Schematic displaying the layered structure of

the mature cortex; GZ: germinal zone; IZ:

intermediate zone; SP: subplate; LVI: layer VI;

LV: layer V; LIV: layer IV; LII/III: layer II/III; MZ:

marginal zone (layer I). LIV, LV and LVI project

and receive input from subcortical regions.

1.1.2 Embryonic corticogenesis

The primary aim of embryonic neurodevelopmental processes is to establish the

foundational cell pool that will eventually give rise to a mature six-layered cortex.
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Consequently, embryonic corticogenesis is mainly characterized by growth-promoting

cellular processes such as proliferation, neurogenesis, migration and differentiation.

Figure 4. Cellular processes

underlying the formation of a six-

layered cortex. NE: Neural stem

cell; RG: radial glial progenitor cell;

IPC:     intermediate progenitor cell;

VZ:       ventricular zone; SVZ:

subventricular zone; CP: cortical

plate.

1.1.2.1 Neurogenesis

The complex structure of the cerebral cortex is based on the proliferative capacity of

a small number of neuroprogenitor cell types (NPCs) that are present throughout

different phases of corticogenesis. Most of these proliferative progenitors exhibit the

unique ability to perform asymmetric cell divisions, allowing them to maintain a

proliferative cell pool and produce post-mitotic neurons in parallel. This process

underlies the rapid expansion of cortical volume during embryonic development10

(Figure 4). During embryogenesis, the cerebral cortex is derived from the highly

proliferative neuroepithelial cells (NEs) of the dorsal telencephalic anlage11 (Figure 4).

At embryonic day (E) 10-12 of murine development (equivalent to gestational week

(GW) 9 in humans12), NEs acquire the identity of apical radial glia progenitor cells

(aRGs), which marks the shift from the proliferative to the neurogenic phase in

corticogenesis13,14. aRGs produce post-mitotic neurons either directly via asymmetric

cell division or indirectly via intermediate progenitor cells (IPCs)15 (Figure 4), which

form a second germinal layer, the subventricular zone (SVZ).

1.1.2.2 Migration & Differentiation

During the period of proliferation and neurogenesis a large number of excitatory

neurons are generated in the VZ and SVZ, which subsequently migrate into the cortical

plate (CP) to establish the layered structure of the neocortex. The formation of the six-

layered cortex occurs in a sequential inside-out manner according to the timing of
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neuronal birth (Figure 4). Two main neuronal classes populate the neocortex during

embryonic development: glutamatergic projection neurons and GABAergic inhibitory

neurons16. Excitatory neurons predominantly perform gliophilic radial migration by

using the basal fibers of the RGs as a scaffold (Figure 4), while cortical GABAergic

inhibitory neurons invade the cortex tangentially from subcortical regions called the

ganglionic eminences9,17. The mode and duration of migration are tightly controlled by

distinct gene expression patterns8. In mice, the migratory phase occurs between

embryonic day E12.5 and E18, while in humans it takes place between GW10 and

GW2318. Upon reaching their final destination within the CP, immature neurons initiate

an endogenous differentiation program. The expression of specific marker genes

specifies the neuron's layer identity and induces the adaption of morphological

characteristics that are unique to each cortical layer9. Consequently, the mature

neocortex comprises a diverse range of neuronal subtypes19–22.

1.1.2.3 Embryonic programmed cell death

Although it is seemingly counterintuitive, but apoptosis is a fundamental and strictly

controlled tool employed throughout mammalian corticogenesis. In fact, murine and

human brain development exhibit different periods of endogenously regulated

programmed cell death (PCD) (reviewed in Wong et al.23 and Blanquie et al.24). These

surges of cell death are highly conserved, strictly regulated, and cell type-specific and

ensure a proper formation and fine-tuning of the cortical network. In mice, the first

wave of neural PCD occurs around E6.5 in the distal epiblast, the future neural plate25.

During corticogenesis, two additional waves of PCD move through the developing

pallium. The first wave occurs during embryonic periods, around E10.5, and targets

mainly NPCs and newborn neurons located in the germinal layers26,27. The second

wave occurs during early postnatal development in humans and rodents and marks a

critical period for cortical network refinement28,29. Interestingly, developmental PCD

seems to be aberrant in subpallamic progenitor cells30. PCD during embryogenesis

plays a pivotal role in removing atypical or displaced cells, thereby preventing

propagation of potential defects. In NPCs, PCD is largely triggered by anomalies in

cell cycle progression or chromosome number (aneuploidy). This ensures proper DNA

replication and repair during the highly proliferative phase of corticogenesis31,32.

Notably, studies have demonstrated that PCD inhibition during this developmental

periods results in increased numbers of aneuploidic cells in the murine cortex33.
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1.1.3 Postnatal cortical development

Although the foundational cortical cell pool is established embryonically, the human

brain still undergoes the most notable changes in size and connectivity during

postnatal development. Specifically, by 6 years of age, the human brain has already

reached 90% of its adult size5. This remarkable postnatal growth rate can be largely

attributed to two factors: (i) increased gliogenesis and maturation, and (ii) a rapid

expansion of the neuropil. Similar to embryonic neurodevelopmental processes,

postnatal programs are strictly governed by genetically encoded mechanisms but are

further strongly influenced by environmental cues, which refine the cortical network

based on individual experiences34.

1.1.3.1 Gliogenesis and glial maturation

Three distinct types of glial cells are present in the mature central nervous system

(CNS), namely astrocytes, oligodendrocytes and microglia, each of which perform

specific functions and follow unique differentiation trajectories (Figure 5).

Figure 5. Developmental processes involved in

neuronal, astrocyte and oligodendrocyte

differentiation and maturation (adapted from

Tselnicker et al.35 and Nishiyama et al.36). Timeline

(black) covering murine cortical development from

embryonic stages to the end of the first postnatal

month. Developmental processes occurring during this

time period in neurons (pink), astrocytes (red) and

oligodendrocytes (green) are shown.

Astrocytes play a crucial role in CNS development and function. During

corticogenesis, RGs transition from a mainly neurogenic to a gliogenic potential37–39. In

rodents, this transition occurs around birth (E.18). This marks the beginning of a 30 day

long period of astrocytic proliferation40,41. As newly generated astrocytes

progressively mature, they start to form elaborated processes and establish

connections with neuronal synapses and blood vessels42. Through these connections,

astrocytes provide metabolic support, neurotransmitter precursors, and ion buffering

to neurons42–45.
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Oligodendrocytes (OLs) are responsible for the myelination of neuronal axons, which

is essential for efficient neurotransmission in the CNS46. However, recent findings

indicate that, like astrocytes, OLs also play an important metabolic role for neurons by

directly supplying lactate and other metabolites to neuronal axons47. During

corticogenesis, the oligodendrocyte progenitor cell (OPC) population peaks in density

by the end of the first postnatal week, after which they begin to differentiate into myelin-

producing OLs46. OL differentiation occurs during the first postnatal month, after which

OLs begin to progressively myelinate axons of neighboring neurons in concentric

layers, thereby providing insulation for improved action potential (APs) transmission46.

Besides astrocytes and OLs, another type of glial cell, known as microglia, populates

the mature cortex48. This cell type originates from a different germ layer than neural

cells and infiltrate the cortex prior to the onset of neurogenesis. Microglia act as

immune cells of the brain and are responsible for various functions such as waste

clearance and synaptic pruning48.

1.1.3.2 Synaptogenesis and pruning

Synapses serve as specialized sub-cellular compartments that mediate transmission

of chemical or electrical signals between presynaptic and postsynaptic neurons via

release of neurotransmitters stored in vesicles into the synaptic cleft in response to

presynaptic APs (reviewed in Südhof49 and Petzoldt et al.50). The proper formation and

function of synapses, including the ability to modulate their strength in response to

changes in activity, is a prerequisite for basic brain function. Synaptogenesis occurs

throughout an organism's lifespan but is particularly enhanced during brain

development. In rodents, the formation of the first cortical synapses occurs at around

P5-P751,52. This phase of production is followed by a period of network refinement,

during which a substantial fraction of functional synapses are pruned53–57 58. The rates of

pruning are highest during early postnatal periods, but they continue to persist

throughout the entire lifespan of an organism. This is mainly because the process

plays a crucial role in reinforcing the connections that are essential for the processing of

specific environmental stimuli.
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1.1.3.3 Developmental changes in network activity

The process of neuronal network formation and communication is the fundamental

basis of brain function. Importantly, during neurodevelopment, the activity patterns of a

maturing cortical network change constantly. These variations follow a distinct

temporal sequence that reflects the formation and strengthening of neuronal

connections24,59. The first signatures of neuronal activity occur during late embryonic

corticogenesis in mice, where individual excitatory neurons start to display sparse,

desynchronized Ca2+ spikes, despite not being integrated in a network yet60 (Figure

6A). At birth, neurons are coupled via gap junctions, resulting in spontaneous network-

wide Ca2+ waves61,62 (Figure 6A). During the first two postnatal weeks,

neurotransmitter-dependent network activities start to emerge. This phenomenon

coincides with the peak of PCD, a process crucial for cortical network

refinement24,59,63,64 (chapter 1.1.4.4). Importantly, around this time different cortical

layers start to receive inputs from subcortical regions aswell65,66. After the first

postnatal week, as neuronal maturation progresses, the network begins to de-

synchronize, thereby starting to present with firing patterns characteristic of mature

cortical circuits67,68 (Figure 6A).

1.1.3.4 Postnatal programmed cell death

During embryonic corticogenesis, excessive numbers of cortical neurons are

generated. Here, the process of apoptosis plays a critical role in the removal of

redundant neurons to establish a refined cortical network. While embryonic PCD is

mainly used to eliminate impaired NPCs, postnatal apoptosis is primarily responsible

for sculpting an efficient network. This phenomenon occurs during the first two

postnatal weeks in rodents (P2-P10), while in humans, it starts during embryonic

periods and persists until the first postnatal months (Figure 1)18. In mice, postnatal

PCD consists of two sub-waves affecting different cellular populations. Cortical

pyramidal neurons are eliminated between P2 and P5, followed by cortical inhibitory

neurons, which adjust their numbers between P5 and P10 (Figure 6B)23,28,29. About

one-third of all embryonically generated inhibitory neurons are removed via PCD

during the first postnatal week29,69–71. But what are the factors that determine which

neurons are eliminated and which ones are spared?
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In the peripheral nervous system (PNS), neurotrophic factors play a critical role in

modulating neuronal numbers72; however, the mechanisms determining cortical

neuron survival remain incompletely understood. Several studies have indicated that

during perinatal periods, the survival of cortical neurons is more dependent on

electrical activity and synaptic inputs than on the availability of growth factors73–75.

Notably, the peak of the postnatal PCD wave in murine cortical neurons (P5) coincides

with the first occurrence of spontaneous neurotransmitter-dependent activity (see

chapter 1.1.4.3). Interestingly, various in vivo and in vitro experiments have shown

that cortical interneurons are predetermined to undergo apoptosis at a specific age

(12 days after differentiation), and that synaptic inputs from excitatory pyramidal

neurons are critical in blocking the apoptotic program in these inhibitory neurons29,71,76.

Moreover, changes in the excitability of pyramidal neurons directly impacts the survival

rate of neighboring inhibitory neurons29. Notably, blocking apoptosis in cortical

excitatory neurons can prevent PCD in adjacent inhibitory neurons29.

These results underscore the complex interplay between neuronal activity and survival

rates in the CNS. However, it remains ambiguous which factors cause the variability

in activity levels between individual neurons. The intrinsic neuronal fitness, as

determined by the metabolic state of the cell, is a plausible factor that could potentially

account for inter-neuronal variance in activity, especially since cellular metabolism and

activity are linked at several levels. A number of studies suggest that the availability of

certain nutrients and bioenergetic substrates directly influences neuronal excitability.

For instance, impaired neuronal glucose accessibility, due to mutations in genes

associated with glucose transport and catabolism, result in decreased basal cortical

electrical activity, reduced excitability in fast spiking interneurons and increased

seizure susceptibility in patients77,78. This phenomenon is further exploited in the

context of epilepsy treatment. The ketogenic diet, which is characterized by a low-

sugar, high-fat intake, has demonstrated remarkable efficacy in mitigating seizure

activity in a subset of epilepsy patients79.
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Figure 6. Temporal dynamics of spontaneous activity and apoptosis in the postnatal rodent neocortex

(adapted from Blanquie et al.24). (A) At late embryonic timepoints, single neurons start to display stochastic

activity. During the first postnatal days neurons are connected via gap junctions. Around P5 neurotransmitter-

dependent synchronous activity starts to dominate. From around P10 on, neuronal networks start to decorrelate. (B)

The number of apoptotic excitatory neurons starts to increase shortly after birth and peaks around P5, when

glutamate-dependent synchronous activity is prevalent. Programmed cell death of GABAergic interneurons starts

around P5 and peaks at P7 after birth. Coincident with the decorrelation of neuronal networks.

1.2 The metabolism of the cortex

Humans present with an exceptional range of motor and intellectual skills, which

surpass those of any other known species. This is mainly attributed to the evolutionary

development of the highly efficient and complex neocortex. Throughout neocortical

evolution, a 1000-fold increase in the number of neurons contributed to the enhanced

cognitive abilities of higher mammalian species80. These high levels of cognitive

performance are based on an extensive network of neurons that communicate through

APs. However, these cellular networks have significant energetic and anabolic costs.

The adult brain requires 20% of the available oxygen and 25% of available glucose

taken up by the body, despite making up only 2% of the human’s body weight81.

Neurons require substantial energy to maintain ion gradients essential for a stable

resting membrane potential (RMP) and the generation of APs82. Therefore, this cell
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type is considered the most energy-demanding in the nervous system. Among neural

cell types, excitatory neurons consume nearly 80% of the available energy for

glutamate-based neurotransmission, with 13% required for maintaining the RMP82.

To ensure the brain functions as a complex cellular network, various levels of cellular

and structural relationships, as well as local and global metabolic cooperation among

specialized cell types, are essential. This results in a brain that is metabolically highly

compartmentalized, wherein diverse cell types utilize distinct bioenergetic pathways

or produce different metabolites that are exchanged intercellularly. Importantly, the

utilized metabolic pathways and the abundance of individual metabolites both intra-

and extracellular determine the metabolic state of a cell. Each cell type within these

networks possesses a unique metabolic profile with varying degrees of metabolic

flexibility to adapt to external circumstances such as nutrient scarcity. Recently it has

become increasingly evident that a cell's metabolic profile is not only fundamental to

its function but also to its cell fate. Especially during neurodevelopmental periods of

proliferation, differentiation and integration, extensive metabolic reprogramming has

to occur. This allows the cells to adapt to different environmental conditions like oxygen

availability, feeding strategies, or changing anabolic demands of a newly adopted cell

fate. But what are the signals that trigger transient or permanent metabolic

reprogramming of cells? On a systemic level, inter-tissue communication mainly relies

on the exchange of hormones and other signaling molecules83,84. Meanwhile,

intracellular communication and metabolic responses are mostly regulated on the

transcriptional and translational level by modulating the abundance of metabolic

enzymes and regulatory factors specific to a given tissue and circumstance. Enzyme

function is further regulated through posttranslational modifications (PTMs). These

processes collectively assign metabolites to metabolic pathways in the necessary

proportions to match the individual cell's requirements. Importantly, deviations from a

sustainable degree of metabolic flexibility can jeopardize cellular resilience thereby

causing neuropathological outcomes85–87.

1.2.1 Energy production pathways of the mature cortex

While cortical cells share fundamental metabolic currencies like ATP, acetyl-CoA,

NADH, and NADPH, the distinct metabolic pathways utilized for their generation differ

among neural cell types. The choice of pathways is dependent on various factors,
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such as the cell's metabolic flexibility, substrate availability and its microenvironment.

Importantly, the proportion of activity between different branches of bioenergetic

pathways is the main factor that determines the metabolic state of the cell84,88. Glucose

is the primary macronutrient incorporated into the bioenergetic pathways of the

cortex82. However, the exact metabolic pathways used to catabolize glucose vary

between different neural cell types. The primary factors determining the preference for a

specific catabolic pathway by a given cell type are (i) the level of oxygen availability and

(ii) the capacity of the cell to endure the metabolic byproducts generated through these

different reactions.

Figure 7. Schematic of the main bioenergetic

pathways employed by neural cell types. (1)

Anaerobic glycolysis and aerobic glycolysis; (2) fatty

acid (FA) degradation via beta-oxidation; (3) amino

acid (AA) degradation; (4) tricarboxylic acid cycle

(TCA cycle); (5) Oxidative phosphorylation

(OXPHOS).

1) Glycolysis: Glycolysis is a metabolic pathway that involves the conversion of

glucose to pyruvate through ten enzymatic reactions (reviewed in Bauernfeind et al.89). It

is one of the few bioenergetic pathways that does not require oxygen. The

subsequent metabolic fate of pyruvate within the glycolytic pathways depends on both,

the cell type and the oxygen availability. Some cell types utilize the anaerobic form of

glycolysis to convert pyruvate to lactate (Figure 7 (1)). This method is simple but

results in a low energy yield of only 2 ATP and 2 NADH. Importantly, this process can

cause a significant change in intracellular pH, forcing specific cell types to avoid this

bioenergetic strategy. Aerobic glycolysis is a more productive way of ATP production.

It involves the transfer of glycolytic pyruvate into the mitochondrial tricarboxylic acid

(TCA) cycle via Acetyl-CoA as intermediate. Importantly, whenever glucose is scarce,

cells may adapt by utilizing amino acids (AAs), fatty acids (FAs), or their derivatives to

fuel the TCA cycle.
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2) Beta-oxidation: FAs possess a higher energetic potential per gram compared to

glucose, rendering them highly efficient energy substrates. Organs with high energy

demands such as the heart derive up to 50-70% of their ATP from FA degradation via

the catabolic pathway of beta-oxidation (reviewed in Houten et al.90). In detail, long

chain fatty acyl-CoAs, the primary components of FAs, undergo breakdown into

Acetyl-CoA, which subsequently enters the TCA cycle (Figure 7 (2)). Prior to being

transported into the mitochdondrial beta-oxidation machinery, FAs need to be

“activated” via conjugation with a coenzyme A (CoA). Importantly, transfer of long-

chain fatty acyl-CoAs across the mitochondrial membrane is not possible without prior

transforming them into acylcarnitine (AC) through the catalytic activity of carnitine

palmitoyltransferase 1 (CPT1). Inside the mitochondria, carnitine palmitoyltransferase

2 (CPT2) catalyzes the reconversion of long-chain acylcarnitines (ACs) into their

corresponding long-chain fatty acyl-CoAs, which are then channeled towards the

process of FA oxidation. Beta-oxidation is a metabolic pathway that comprises four

stages of enzymatic dehydrogenation and hydrogenation, resulting in a reduction of

the acyl-CoA chain length by two carbon atoms per cycle. Each complete cycle

generates one molecule of Acetyl-CoA and NADH. Acetyl-CoA then undergoes

subsequent oxidation by being incorporated into the TCA cycle, whereas the

shortened acyl-CoA chain is further subjected to additional rounds of beta-oxidation

until only one Acetyl-CoA molecule remains.

The majority of all FAs, including short-, medium-, and long-chain FAs, are

predominantly degraded in mitochondria, whereas, the breakdown of very-long-chain

fatty acids (VLCFAs) takes place in peroxisomes91,92. Peroxisomes are small, single-

membrane-bound organelles, which are highly abundant in every mammalian cell.

They interact directly with different organelles, lysosomes and lipid droplets93,94.

Peroxisomes perform diverse functions in catabolic and anabolic pathways. In lipid

metabolism, peroxisomes play particularly significant roles in beta-oxidation, reactive

oxygen species management, and ether-phospholipid biosynthesis. Furthermore,

peroxisomes are also involved in processes such as the synthesis of bile acid,

docosahexaenoic acid, and cholesterol91,95.

3) Amino acid degradation: The traditional view on brain metabolism is that it relies

mainly on glucose. Nevertheless, there is growing recognition of the potential use of

AAs as an alternative cellular energy source. For instance, glutamine, an essential
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amino acid (EAA), is an important amine group donor. The anaplerotic metabolism of

glutamine results in the production of α-ketoglutarate (α-KG) and oxaloacetate (OAA),

which are significant constituents of the TCA cycle96 (Figure 7 (3)). Likewise, the

catabolism of mitochondrial Branched-chain amino acids (BCAAs), valine, leucine,

and isoleucine, has been shown to be a critical driver of mitochondrial ATP production

and serves as an alternative source of Acetyl-CoA97–99 (see chapter 1.2.4).

4) TCA cycle: The TCA cycle is an essential metabolic pathway in respiring cells that

serves as the central hub of cellular metabolism (reviewed in Martinez-Reyes et al.

100). It comprises a closed loop of 8 chemical reactions that enable the production of

several bioenergetic currencies such as ATP, NADH, and FADH2, as well as critical

metabolites for biosynthetic reactions (Figure 7 (4)). During this process, some of the

generated metabolites are transported to the cytosol and used for biosynthetic

processes. For instance, cytoplasmic citrate can be re-converted into Acetyl-CoA,

which is utilized in lipid and nucleotide synthesis. In the presence of oxygen, the

energetic currencies are further utilized in the process of oxidative phosphorylation

(OXPHOS), which increases the ATP yield substantially.

5) Oxidative phosphorylation: In cellular respiration, OXPHOS is the most potent

pathway for ATP generation. This process involves the reduction of molecular oxygen,

which serves as an electron acceptor, thereby resulting in the generation of ATP. The

electron transport chain (ETC), a set of five protein complexes comprised of various

metal and lipid moieties, are the key components of this pathway101. In-depth, four of

the ETC complexes use electrons provided by TCA cycle-derived NADH and FADH2 to

pump protons across the inner mitochondrial membrane (Figure 7 (5)). The protons

subsequently flow back across the membrane and down the potential energy gradient

which converts ADP into ATP via a phosphorylation reaction101. This process is highly

efficient in generating ATP101. However, utilization of OXPHOS has some caveats to it,

as it inevitably generates ROS, which can cause oxidative stress if present in high

levels. ROS accumulation can impair cellular physiology by causing DNA or RNA

damage or lipid and AA oxidation102,103,104. To counteract these free radicals and

neutralize oxidants, the cell employs various antioxidants, such as glutathione105.
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1.2.2 Metabolic programs of cortical cell types

Figure 8. Metabolic make-up of cortical cell types (adapted from Traxler et al.88). Depending on their function

different cortical cell types reside in diverse metabolic states.

During the early stages of brain development, neural stem cells and NPCs undergo a

period of extensive proliferation, followed by a sequence of fate decisions and

differentiation processes that are crucial for proper network formation106. During the

phase of proliferation, the metabolism of progenitor cells is focused on generating

building blocks for organelles, and DNA107. In addition to their remarkable proliferative

capacity, multipotent NPCs must undergo sequential fate decisions to differentiate into

the various neural cell types that make up the mature brain. These transitions involve

significant metabolic adaptations, with the most pronounced changes occurring during

the transition from a proliferative progenitor to a post-mitotic neuronal fate. In the brain,

distinct cell types with varying metabolic demands and priorities exhibit unique

metabolic states, resulting in a highly heterogeneous metabolic landscape within the

mature cortical network (Figure 8). This metabolic diversity across different cortical

neurons and glial cells is based on differences in employed bioenergetic pathways,

substrate utilization, and lipid profiles108. Neuronal cells preferentially utilize oxidative

metabolism, while astrocytes rely mainly on glycolysis, making them less sensitive to

atmospheric oxygen levels. The level of metabolic flexibility and ability to switch

between bioenergetics pathways varies between cell types. Neurons are particularly

intolerant to certain metabolic pathways, such as anaerobic glycolysis, which if

imposed on them even results in de-differentiation88,109. The metabolic variances

observed between neural cells necessitate a precisely coordinated interplay between

them to ensure appropriate functioning and development of the CNS.
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Neuroprogenitor cells: The metabolism of embryonic NPCs is highly active and shares

many transcriptomic, epigenetic, and metabolic traits with other highly proliferative cell

populations, including certain types of cancer cells88. During early embryonic

development, NPC metabolism relies on anaerobic glycolysis, which is redirected

towards the pentose phosphate pathway (PPP), to increase nucleotide synthesis and

meet the high anabolic demands of the proliferating cell107,110–112. While glucose is the

preferred bioenergetic substrate, NPCs are metabolically flexible (Figure 8). NPCs

metabolize carbohydrates, FAs, or AAs to balance catabolism and anabolism

according to their current needs110. Moreover, the metabolic plasticity in NPC fate

decisions is fueled by their ability to adapt to cell-type specific metabolic programs

induced by the transcriptional programs of the new cell fate110. For instance, the

metabolic switch from anaerobic glycolysis to OXPHOS during neuronal differentiation

plays a critical role in determining cell fate107,109. Achieving a continuous shift to

OXPHOS in NPCs is crucial for the generation of neurons, while the retention of

anaerobic glycolysis promotes glial cell fate109,113,114.

Neurons: Neurons represent the only post-mitotic cell type in the CNS. Consequently,

these cells prioritize survival and maintenance of a neural networks, over metabolic

flexibility, regeneration and proliferation. Due to their high sensitivity, neurons possess a

specialized metabolic state that supports their neuronal fate and allows for efficient

ATP generation without jeopardizing their survival88,115. The primary goal of neuronal

metabolism is to produce large amounts of ATP, with 60-75% of the brain's energy

budget allocated for generating and propagating APs. The rest is utilized for anabolic

metabolism and maintenance, including protein synthesis, signaling transduction

cascades, lipid metabolism, and cytoskeletal remodeling89,116–118. In order to meet

these high energy demands, neurons heavily rely on mitochondrial OXPHOS. As a

result, neurons are the primary oxygen consumers in the brain115,118. Disturbances in

mitochondrial OXPHOS underlie a variety of neuropathologies and are commonly

observed in diseases with neurodegenerative components119–121. In fully mature

neurons, glucose is the principal fuel for OXPHOS. It is noteworthy that even though

neurons utilize the efficient bioenergetic process of OXPHOS, it fails to fully satiate

their energetic demands. This can be attributed to the neuron's limited capacity to store

energy in the form of glycogen or lipid droplets122–124. Therefore, mature neurons

exhibit a significant dependency on glial cells for metabolic support, particularly in the
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form of lactate42,47. Importantly, the means by which immature neurons fulfill their

heightened energy demands during perinatal periods in the absence of glial support

remains unknown.

Astrocytes and oligodendrocytes:

In contrast to neurons, glial cells exhibit a high degree of metabolic flexibility, allowing

them to quickly adapt to changes in nutrient availability115. Astrocytes have the

capacity to switch between anaerobic glycolysis and OXPHOS depending on the

available substrates (Figure 8). Under conditions of hypoglycemia, astrocytes

metabolize AAs such as glutamate, aspartate, and alanine125,126. Importantly, in times

of nutrient scarcity or during highly energy-demanding processes, such as AP firing,

glia do not only generate bioenergetic components for their own use, but also provide

metabolic intermediates to neighboring neurons45,111. An auxiliary strategy provided

by astrocytes is the "astrocyte-neuron lactate shuttle," wherein astrocytes synthesize

and secrete lactate that is subsequently transported to neighboring neurons to serve

as a substrate for the TCA cycle through pyruvate42. Additionally, astrocytes

participate in the removal of neurotransmitters from the synaptic cleft through the

"glutamine-glutamate cycle" to prevent supraphysiological levels of neurotransmitters

and excitotoxicity127. Lipid metabolism constitutes another indispensable facet of

astrocytic function. Under conditions of increased FA availability, astrocytes are the

predominant site of beta-oxidation. Moreover, astrocytes play a pivotal role in

maintaining neuronal cholesterol homeostasis, primarily through their involvement in

brain lipoprotein synthesis. Of particular significance is ApoE, the main component of

lipoproteins facilitating the transfer of astrocytic lipids and cholesterol to neurons128,129.

Oligodendrocytes are essential for the efficient propagation of APs by myelinating the

axons of neurons. During the process of differentiation and myelination, OLs display

an increased demand for energy and FAs. In order to fulfill this demand, OLs primarily

depend on OXPHOS for adequate ATP generation. Indeed, during the metabolically

demanding developmental phase of myelination, oligodendrocytes depend on

metabolic support from astrocytes130. After the primary period of myelination, OLs

switch to anaerobic glycolysis (Figure 8). During this post-myelination phase, OLs

provide metabolic support to neurons by supplying lactate directly to their

axons47,131,132.
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Microglia: Microglia are considered the immune cells of the brain. Under normal,

surveilling conditions, microglia predominantly rely on OXPHOS for ATP generation

(Figure 8). However, microglia are highly metabolically adaptable, allowing them to

exert their functions even during periods of starvation, hypoxia, and

inflammation133,134. In response to an inflammatory stimulus, microglia transition into

an activated state, characterized by a metabolic switch from OXPHOS to anaerobic

glycolysis, similar to peripheral immune cells133,134 (Figure 8).

1.2.3 Amino acid metabolism of the brain

The basis of eukaryotic AA metabolism is formed by 20 canonical amino acids, all of

which are proteinogenic. A subset among these cannot be synthesized endogenously

and must be obtained from external sources such as diet. They are therefore

considered “essential” AAs (EAAs)135. In addition to their role as building blocks for

proteins, both, EAA and nonessential amino acids (NEAA) are important substrates

for bioenergetic pathways. Further, several AAs and their derivatives are crucial

components of cellular processes, such as epigenetic regulation, neurotransmission,

and nucleotide synthesis136–138. Importantly, the BBB is selective in the transport of

AAs. This leads to a competition for transport over the BBB even at physiological AA

plasma concentrations139. This makes the brain unique regarding its reliance on local

synthesis of NEAAs. The majority of all NEAAs are synthesized from a small subset

of canonical AAs, including glutamine, glutamate, methionine, arginine, phenylalanine,

and leucine140. Especially, the conversion of glutamine to glutamate and the

metabolism of arginine and its derivatives are particularly important metabolic

pathways in the brain141,142. Likewise, BCAAs are known to have a significant impact

on brain metabolism. Notably, around 30% of the nitrogen found in brain

glutamate/glutamine can be attributed to leucine143,144. The maintenance of cortical

glutamate homeostasis is critical for brain function. Aside from serving as the

principal excitatory neurotransmitter in the cortex, glutamate plays a significant role as a

precursor to other AAs, including aspartate, and the inhibitory neurotransmitter

gamma-aminobutyric acid (GABA)127,145. Further, the process of nucleotide

synthesis is also heavily dependent on AAs, especially on glycine, glutamine,

aspartate, serine, and methionine. These AAs function as carbon and nitrogen donors

for biosynthesis of both, purine and pyrimidine molecules140,146. Glutamate, glycine,
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and cysteine are further important for generating glutathione, a key player in redox

balance147,148. Maintaining redox homeostasis is particularly critical for neuronal

survival due to the high demand for OXPHOS and ROS management in neurons149.

Finally, it should be noted that AAs and their derivatives play critical roles not only as

substrates in metabolic pathways, but also in the regulation of gene expression and

protein function through epigenetic and post-transcriptional modifications. Specifically,

components of the methionine cycle, which is fueled by methionine, serine, and

glycine, are essential for DNA and histone methylation150–153. Moreover, the

acetylation of proteins and histones involves the utilization of Acetyl-CoA, which is

derived from the catabolism of BCAAs and other AAs140,154.

It is evident that AAs play a critical role in cellular physiology, but how does the brain

effectively maintain AA homeostasis? In order to sustain the brain’s AA demand, EAAs

have to be transferred from external sources across the BBB into the brain. In humans,

intracellular and tissue wide AA transport is facilitated by over 50 distinct transporter

protein classes155. Among these are the Heteromeric Amino Acid Transporters

(HATs), which belong to a group of transporters that cover the full range of AAs as

substrates. In humans, HATs are constituted by a light and a heavy subunit connected

by a disulphide bond. Specifically, there are two homologous heavy subunits and eight

light subunits, grouped into the SLC3 and SLC7 transporter families143. Heavy

subunits, such as 4f2hc (SLC3A2), are required for the localization of the light subunits to

the plasma membrane143,156. The SLC7 family includes two distinct groups, the

Cationic Amino Acid Transporters (CATs)157, and the light subunits of Heteromeric

Amino Acid Transporters156. Six of these light subunits combine with SLC3A2, namely

LAT1, LAT2, y+LAT1, y+LAT2, Asc-1, and xCT158–165. These interactions establish the

specificity of the transported substrates143,156.

SLC7A5, known as LAT1, facilitates the antiport of metabolically-essential large

neutral amino acids (LNAAs) across plasma membranes in a pH and sodium

independent manner166 (Figure 9). SLC7A5 plays a pivotal role in cellular physiology

due to its involvement in the transport of EAAs to specific organs such as the placenta

and across the BBB. The essential role of this transporter in cellular metabolism and

growth is underlined by the fact that in mice a constitutive knockout of Slc7a5 is lethal

by E11.5167. Importantly, SLC7A5 exhibits a relatively low transport capacity, which

makes it unsuitable for facilitating the absorption of dietary AAs in the gastrointestinal
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tract168. The highest levels of SLC7A5 expression are detected in the testis, bone

marrow, placenta, and brain156,169. In polarized epithelial cells, the distribution of

SLC7A5 protein is predominantly restricted to basolateral membranes156,170, except

for the BBB, where it is found on the apical and basolateral cell membranes to facilitate

AA antiport between the blood and the brain171. Importantly, the LAT1/CD98

heterodimer does not only localize to the plasma but also to the lysosomal

membrane172.

Figure 9. The Heteromeric transporter Lat1 catalyzes

large neutral amino acid (LNAA) flux across the plasma

membrane. The transporter Lat1 comprises a heavy

(Slc3a2) and light subunit (Slc7a5). Slc7a5 encodes the

transmembrane spanning domain of the transporter, which

transports LNAAs in a pH and sodium independent manner.

LNAAs are utilized for protein translation or are transferred

into bioenergetic pathways, such as the TCA cycle.

1.2.3.1 Large neutral amino acids

The cluster of LNAAs consists of nine canonical amino acids, specifically leucine

(Leu), isoleucine (Ile), valine (Val), methionine (Met), phenylalanine (Phe), tyrosine

(Tyr), tryptophan (Trp), threonine (Thr), and histidine (His). Each single one plays a

significant role in various essential functions of brain physiology.

Tyrosine is a precursor to the neurotransmitters and neuromodulators dopamine,

norepinephrine, and epinephrine, which are known to modulate a variety of

physiological responses, including mood, cognitive function, and stress response173.

Importantly, tyrosine is nonessential. It can be synthesized from phenylalanine,

another LNAA174. Tryptophan, on the other hand, functions as the precursor to the

neurotransmitter serotonin, which is involved in regulating mood, appetite, and

sleep175. Methionine, another LNAA, is an indispensable sulfur-containing AA, which

is part of the folate-methionine cycle151. Methionine is converted to S-adenosyl-

methionine (SAM), which acts as the primary methyl group donor150. Dysfunction of

the folate-methionine pathway has significant effects on vital cellular processes,

including DNA synthesis, DNA methylation, and cellular redox balance. Further,

Methionine acts as a precursor for the biosynthesis of various essential molecules,
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including succinyl-CoA, cysteine, creatine, and carnitine152,176,177. Histidine is an AA

that is highly abundant in the brain, where it is primarily metabolized into histamine.

Histamine acts as a neuromodulator and plays a role in the regulation of sleep,

appetite, and learning and memory178–180.

The BCAAs leucine, isoleucine and valine hold significant importance in brain

metabolism. In muscle and cancer cells BCAAs, especially Leu, are potent modulators

of the mTOR signaling pathway181,182. Hagenfeldt et al.'s pioneering study in 1980

revealed that peripheral tissues take up 55% of intravenous leucine, 25% goes to the

visceral region, and 10% to the brain, underlining the brain’s dependency on sufficient

BCAA supply183. In non-neuronal cell types, BCAA catabolism mainly takes place in

the mitochondria. The process involves several enzymatic steps, with the initial step

being a BCAA transamination reaction by the BCAA transaminase (BCAT) (Figure 10).

There exist two different BCAT proteins, one localizing to the mitochondria, while the

other is mainly distributed throughout the cytoplasm. The brain is rich in BCAT activity,

and both, cytosolic (BCAT1) and mitochondrial enzymes (BCAT2), are expressed

(reviewed in Sperringer et al.184). These enzymes transfer the α-amino group from

BCAAs to α-KG, resulting in glutamate and three distinct branched-chain α-ketoacids

(BCKAs). These ketoacids are subsequently catabolized by several AA-specific

enzymes, including the branched-chain α-ketoacid dehydrogenase complex

(BCKDH). Due to the fact that BCAAs are so important for brain function the

catabolism of these AAs is strictly regulated. The branched-chain α-ketoacid

dehydrogenase kinase (BCKDK) modulates the activity of BCKDH by phosphorylation

and subsequent inactivation. The catabolism of BCAAs generates important metabolic

products such as Acetyl-CoA, Propionyl-CoA, Succinyl-CoA and C3 & C5-

acylcarnitines (Figure 10), which are further channeled into other metabolic pathways

such as the TCA cycle, beta-oxidation or cholesterol and FA synthesis. Notably, not

only the end products, but also the enzymes involved in BCAA catabolism are shared

with lipid catabolism. Suggesting a link between these two pathways. For instance,

Bckdk, which inhibits BCAA breakdown in mitochondria, has recently been shown to

be a crucial regulator of FA synthesis in the cytoplasm185 (Figure 10).
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Figure 10. The link between BCAA catabolism and lipid metabolism. The schematic depicts metabolites and

enzymes associated with the metabolic pathways: “BCAA catabolism”, “FA degradation” (beta-oxidation) and “FA

synthesis/elongation”. Enzymes shared by the BCAA and FA pathways are highlighted by a dashed rectangle.

1.2.4 Lipid metabolism of the brain

About 50-60% of the human brain's dry mass is composed of lipids. In contrast to

adipose tissue, which primarily serves as an energy depot by storing triglycerides, the

brain comprises mainly of acylated lipids, which are key components of plasma

membranes and myelin186. Importantly, not only the lipid- but also the FA composition

of the brain differs from other tissues. The FA profile features a considerable

abundance of essential polyunsaturated fatty acids (PUFAs), namely arachidonic acid

(AAC), eicosapentaenoic acid (EPA), and docosahexaenoic acid (DHA), which all

need to be derived from external sources187. FAs function as the main building blocks

for lipid biosynthesis and serve as significant bioenergetic substrates188,189.
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Lipids are typically characterized by their polar head group and hydrophobic acyl side

chains derived from FAs. In the brain, the major lipid classes are glycerophospholipids

(GPLs), sphingolipids (SLs), and cholesterol190, which all play essential roles in the

formation of plasma membranes and various developmental and signaling processes

such as synaptogenesis, anchoring of membrane proteins, and ion-channel

function191. Membranes in eukaryotic cells exhibit remarkable structural diversity on a

cellular and subcellular level, thereby defining cell organelle identity and function192,193.

The exact lipid composition of membranes influences membrane features such as

surface charge, lipid packing density, and bilayer thickness193. Intriguingly, there has

been a growing interest in the functional diversity of the plasma membrane beyond its

traditional function as a protective barrier. Specifically, it has been found that the

membrane serves as a dynamic reservoir of lipid signaling molecules. For instance,

upon the binding of neurotransmitters, neurotrophic factors, and cytokines, lipid

messengers can be enzymatically cleaved off the cell membrane (see chapter

1.2.5.3). These lipid mediators further modulate cellular physiology. Altogether, the

short-term availability of lipid-mediators such as phosphatidylinositol 4,5-bisphosphate

(PIP2), or free FAs, and the long-term developmental changes in membrane

composition modulate neuronal activity and physiology194.

1.2.4.1 Lipid biosynthesis

The endoplasmic reticulum (ER) is the primary location for lipid synthesis, membrane

protein folding and insertion in neural cells195 (Figure 11). Within the ER, the majority of

GPLs and sterols are synthesized, thereby supplying a substantial proportion of

membrane lipids to the Golgi, the plasma membrane, and other organelles such as

mitochondria196. Newly synthesized lipids are exported through secretory vesicles and

cytoplasmic lipid transfer proteins197. It is noteworthy that, despite the extensive

exchange of lipids between different organelles, various cellular structures display

significant differences in their lipid composition193,198,199.
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Figure 11. FA and lipid biosynthesis in the cell (adapted from Holthuis et al.193). Principal pathways for the

production of FAs, cholesterol, sphingolipids and phospholipids in mammals. CDP-Choline: cytidinediphosphate

choline; CDP-DAG: cytidine diphosphate-diacylglycerol: CL: cardiolipin; FA: fatty acid; HMG-CoA:

hydroxymethylglutaryl coenzyme A (CoA); PA: phosphatidic acid; P-Choline: phosphocholine; PG:

phosphatidylglycerol; PIPx: phosphoinositide; PC: phosphatidylcholine; PI: phosphatidylinositol; PE:

phosphatidylethanolamine; PS: phosphatidylserine; TG: triacylglycerol.

Fatty acid biosynthesis and elongation: FAs can originate from either exogenous

sources such as the diet, or from endogenous biosynthetic pathways within the cell.

The cytoplasm and the ER membrane are the primary location for FA biosynthesis and

elongation200. This process involves moving a FA-acyl-CoA molecule through a four-

step cycle (reviewed in Kihara et al.200). The acyl-CoA molecule gains additional two

carbon chain units in comparison to its original form upon the completion of one cycle.

Mammals, including humans, possess the capacity to biosynthesize specific

categories of FAs, such as saturated and some mono-unsaturated FAs194,201.

However, long chain ω-3 and ω-6 PUFAs are considered to be essential, as they

cannot be synthesized endogenously. They need to be either supplied from external

sources like fish or vegetable oils or synthesized from externally derived FA

precursors202. In humans, the elongation and desaturation of the precursor α-linolenic

acid, generates the two main ω-3 fatty acids EPA and DHA. AAC, which is a ω-6

PUFA, is the primary product resulting from the precursor, linoleic acid. In the brain,

plasma membranes of neural cells predominantly contain AAC and DHA203,204.

Notably, the integration of ω-3 and ω-6 PUFAs and their precursors into lipids appears to

follow organ- and stage-specific patterns. Sinclair et al.205 monitored the integration

23



of radioactively labelled linoleic acid, AAC, and DHA into liver and brain lipids of

suckling and adult rats. In the liver, the provided PUFAs were mainly integrated into

triglycerides, whereas in the brain, they were mostly incorporated into phospholipids.

Importantly, the rate of incorporation into brain lipids in adult rats was considerably

lower than that in pre-weaning rats, indicating an increased demand for phospholipid

synthesis during this time period205.

Glycerophospholipids: GPLs represent the most abundant lipid species in the brain

and constitute a significant proportion of cell membranes (reviewed in Ziegler et al.206).

This lipid class is named after its characteristic glycerol backbone that consists of three

carbons. Typically, a hydrophobic saturated long-chain FA (palmitic or stearic acid) is

attached to carbon 1 (C1). In the brain, a PUFA, such as DHA or AAC are preferentially

attached to carbon 2 (C2)207–210. The third carbon, C3, is linked to a phosphate head

group. The diverse modifications of the phosphate head group give rise to different

subclasses of GPLs. The most abundant GPLs in the human brain are

phosphatidylcholine (PC), phosphatidylserine (PS), phosphatidylethanolamine (PE),

phosphatidylinositol (PI), lysophospholipids, phosphatidic acid (PA), and

phosphatidylglycerol (PG)211. PC accounts for more than 50% of all GPLs in most

eukaryotes, depending on the cell type and developmental stage. The ER is the main

site of GPL de novo synthesis212 (Figure 11). Its synthesis rate is a crucial check-point

in global membrane homeostasis. Phospholipids are asymmetrically distributed in the

plasma membrane, whereby in mammalian cells PC is predominantly located in the

extracellular leaflet and PI and PS are primarily found in the inner leaflet. This uneven

distribution of phospholipids has implications for the interactions between lipids and

charged residues located in transmembranal fraction of channel proteins (see chapter

1.2.4.3)210,213,214.

Sphingolipids and Cholesterol: In the brain, SLs and sterols are the other two most

prevalent lipid classes. SLs are found in high abundance in the myelin sheaths of

neurons (reviewed in Lamari et al.212 and Hussain et al.190). Unlike GPLs, all SLs, such

as sphingomyelins and glycosphingolipids have a unique structures193. They consist of

a ceramide backbone, which is mainly linked to two saturated or unsaturated acyl

chains, and a polar head group, which can have over 300 different structures212. The
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synthesis of SLs primarily takes place within the ER and commences with the

incorporation of serine and palmitoyl-CoA (Figure 11).

Sterols, such as cholesterol, play a critical role in brain function during both

developmental and adult stages215. Cholesterol regulates membrane fluidity193. The

ER represents the principal site of cholesterol synthesis215 (Figure 11). In the early

stages of postnatal neurodevelopment, the majority of brain cholesterol is synthesized

by oligodendrocytes to ensure proper myelination of neuronal axons216. The brain

contains approximately 25% of the body's cholesterol215, with the majority of it being

present in the form of myelin216,217.

1.2.4.2 Lipid storage

In the brain, lipid droplets (LDs) serve as specialized organelles for the storage of lipids

or FAs (reviewed in Ralhan et al.218). LDs accumulate surplus FAs in the form of

neutral lipids, such as triglycerides (TGs) or sterol esters219,220. Importantly, LD

formation does not only serve as a bioenergetic reserve but also provides protection

against lipotoxicity, a condition that may arises from accumulation of free FAs in the

cytosol221,222. LDs are composed of a core of hydrophobic neutral lipids, which is

enveloped by a phospholipid monolayer. Their biogenesis involves a range of cellular

processes, including lipid biosynthesis at the ER, the budding of newly formed LDs,

and their growth via further lipid intake. The formation of LDs is primarily triggered by a

high exogenous lipid availability. However, they can also emerge under

circumstances of nutrient deprivation, due to cells shifting their preferred energy

substrate from glucose to high-energy FAs223,224. In response to hypoxia or increased

oxidative stress, LDs play a protective role by serving as a buffer against lipid-

mediated toxicity222,225,226 .

1.2.4.3 FAs and lipids, regulators of cellular physiology

Membrane lipids, such as GPLs, and FAs serve as essential components not only in

preserving the structural integrity of neural membranes, but also in laying the

groundwork for an entire signaling cascade, ultimately modulating cellular activity and

physiology227. Importantly, neural membranes consist not only of lipids but also of

transmembrane and peripheral proteins. Binding of GPLs to these proteins is essential

for their vertical positioning and tight integration within the lipid bilayer and therefore
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ensures optimal functioning of receptors, membrane-bound enzymes and voltage-

gated ion channels209,210,214. Consequently, disruption of the GPL or FAs composition

of plasma membranes can affect channel conformation and function by so called

hydrophobic mismatches, where the transmembrane region of an ion channel does

not match the FA tail of a neighboring GPL228,229. This phenomenon is also observed in

connection with changes in membrane curvature230.

A lipid class that is a key player in lipid-mediated signaling and regulation are

phosphatidylinositol phosphates, or PIPs. In depth, a small fraction of the PI pool

undergoes further phosphorylation leading to the formation of seven different PIPs.

These lipids can serve as constitutive signals that define organelle identity231 or can

be hydrolyzed into second messengers that mediate acute responses232. One of the

most important functions of PIPs in the brain is their role in synaptic transmission.

PIPs help to regulate the activity of ion channels and transporters that are involved in

the release and uptake of neurotransmitters233,234. PIPs also act as second

messengers, relaying extracellular signals to the nucleus and modulating gene

expression235. PIPs help to regulate the activity of cytoskeletal proteins, such as actin

and myosin, and are involved in the formation and maintenance of the complex

cytoskeletal structures that underlie neurite outgrowth and synaptic plasticity236.

While it is well-established that the composition of cellular membranes can affect ion

channel activity, recent evidence has demonstrated that lipid-derived factors, beyond

the membrane composition itself, can also impact the conformation of voltage-gated

ion channels. Especially, since ion channels are literally enclosed by precursors of

lipid signalling, these channels are highly receptive to messages encoded by lipid

mediators or free FAs. PUFAs are the FA class with the most significant regulatory

potential in the brain. Among those FAs, DHA and AAC have been found to be

particularly potent regulators of neuronal activity194,209. For instance, membrane

shedding of PUFAs from GPLs is the main mode of regulating the availability of free

FAs as second messengers194,209. Upon activation of specific G-protein coupled

metabotropic receptors, membrane phospholipids undergo enzyme-mediated

hydrolysis to liberate non-esterified free FAs. Once released, free PUFAs can be

further metabolized to produce lipid mediators called eicosanoids, docosanoids or

platelet-derived factor227,237. Furthermore, PUFAs themselves can modulate the
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activity of voltage-gated ion channels, with higher levels of free PUFAs generally

associated with inhibition of Na+, Ca2+ and K+ currents238–245, although increased K+

currents have been documented aswell246,247.

FAs have a multifaceted role in biological processes. They are not only indispensable

for lipid synthesis and signaling, or energy production but also for mediating post-

translational modifications (PTMs) of proteins248–250. Various lipids or their derivatives

such as sterols or phospholipids can covalently bind to proteins, thereby modulating

their physical properties and affinities251,252. In the brain, the most common forms of

lipidation are palmitoylation, myristoylation, and prenylation253–256. Palmitoylation

involves the attachment of palmitate (a 16-carbon FA) to proteins at distinct

residues257. This changes the proteins hydrophobicity, enabling it to associate more

readily with hydrophobic lipid bilayers such as cell membranes or vesicles. Importantly,

the reversibility of this modification renders it an important mechanism for modulating

protein trafficking, membrane localization, and interactions258,259. Unlike myristoylation

and prenylation, which typically occur co-translationally, palmitoylation is not

necessarily coupled with protein translation260. As a result, proteins can be modified

selectively in response to stimuli or in distinct cellular compartments. Due to these

features palmitoylation serves as an essential protein modification process in the

context of synaptic plasticity, ion channel gating and neurotransmitter receptor

trafficking in neurons256,261,262. During neurodevelopment, palmitoylation of proteins

plays a key role in the formation of axons and dendrites249,263–265. Moreover, it aids in

the localization of proteins to the plasma membrane and facilitates movement of

proteins between various cellular compartments during the plastic synaptic changes

that occur in developing neuronal networks249,266.

Importantly, all these examples of lipid-mediated signaling and modulation are not

mutually exclusive. Altogether, they suggest a direct and complex mechanism how

lipids fine-tune neuronal excitability and synaptic transmission. Disruption of the

cellular lipid profile can trigger strong compensatory mechanisms, as lipid homeostasis

is crucial for proper brain formation and cellular function198,199,267.
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1.3 Neurodevelopmental disorders

The term "neurodevelopmental disorders” (NDDs) encompasses a heterogeneous

group of neurological conditions that result in deficits in cognition, communication,

motor skills, and may be accompanied by seizures and neuroanatomical anomalies. A

growing body of evidence suggests that these disorders share common underlying

mechanisms that are linked to genetic or environmental insults, which disrupt

molecular processes critical for brain development such as transcriptional control,

protein synthesis, chromatin remodeling, cellular metabolism, and synapse formation

and function268–270. Although these mechanisms are not exclusive to neural cells,

these cell types are particularly vulnerable to their disruption during development.

NDDs comprise a diverse range of neuropathological conditions including autism

spectrum disorder (ASD), intellectual disability (ID), attention deficit/hyperactivity

disorder (ADHD), epilepsy, and neuroanatomical malformations like microcephaly271–

274. The etiology and clinical presentation of NDDs are multifaceted, and are

characterized by varying degrees of severity and comorbidity.

1.3.1 Neuroanatomical malformations

In mammals, the formation of the six-layered neocortex during corticogenesis is

achieved through a tightly regulated sequence of molecular and cellular events. These

events can be broadly classified into three partially overlapping developmental

phases: proliferation, migration, and post-migration. Importantly, a derailment of any of

these developmental events may result in severe neurodevelopmental defects such as

neuroanatomical anomalies. Pathological alterations in brain size such as a

decrease of the occipitofrontal head circumference (HC) by 2 standard deviations (SD)

below the mean for sex, age, and ethnicity, are referred to as microcephaly273,275,276.

Depending on its timepoint of occurrence this condition is classified as congenital

(before birth) or postnatal microcephaly (after birth)272. The underlying mechanisms of

microcephaly are diverse. Abnormal NPC proliferation or neuronal migration defects

are common causes of congenital microcephaly, while impairments in dendritic

arborization, myelination, apoptosis, and some metabolic disorders often lead to

postnatal microcephaly272,273,277,278. Contrarily, the term megalencephaly or

macrocephaly (>2.5 standard deviations above the mean) is used to describe a

diffuse or partial excess of cortical tissue, whereas focal cortical dysplasia refers to
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overgrowth restricted to one or two lobes273,275. Both of these conditions are often

associated with a deregulation of NPC proliferation or neuronal differentiation272.

Lissencephaly or polymicrogyria are other neuroanatomical defects characterized

by absent or excessively wide gyri, along with cortical thickening and disorganization.

These disorders are frequently related to defects in neuronal migration, thereby

causing misplaced or ectopic neurons, sometimes even resulting in band or nodular

heterotopia273,275.

1.3.2 Autism spectrum disorder

Autism spectrum disorder (ASD) is a neurological condition characterized by deficits

in communication and social interactions, as well as the presence of repetitive and

restrictive behaviors and interests279. The term “autism” has first been used by Dr.

Hans Asperger and Dr. Leo Kanner in the 1940s to describe a group of children with

deficits in social behavior. Nowadays, the term has been replaced by the umbrella

term "ASD," reflecting the heterogeneous symptomatic manifestations of the

disorder280,281. Individuals diagnosed with ASD display varying degrees of deficits in

social interactions and non-verbal and verbal communication, and often present with

restrictive and repetitive behaviors, including the usage of stereotyped speech or

movements. Sensory processing abnormalities are also frequently observed in

individuals with autism282. The prevalence of ASD is high, with 1 in 44 children in the

US aged 8 years estimated to be diagnosed with an ASD283. Diagnosis of ASDs can

be challenging especially due to late manifestations of the disorder and high

comorbidity with other neurological impairments, such as ID (35-40%)284 and epilepsy

(20-25%)285. The etiology of ASD is multifactorial, with both genetic and non-genetic

factors potentially disrupting neurodevelopmental processes, such as synapse

formation and function, chromatin remodeling, and protein synthesis282,286.

1.3.3 Epilepsy

Epilepsy is a neurological disorder characterized by a persistent susceptibility to

generate spontaneous seizures as a result of abnormal or excessive neuronal activity in

the CNS287,288. The etiology of epilepsy is highly diverse, ranging from known

genetic or environmental incidents such as trauma or tumors, to idiopathic causes289.
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Epilepsy patients are commonly classified according to their “seizure type”, “epilepsy

type”, “etiology”, and “epilepsy syndrome” 290. The prevalence of epilepsy is relatively

high, affecting approximately 50 million individuals according to the World Health

Organization (WHO)291. The primary treatment strategy for epilepsy consists of anti-

epileptic drugs (AEDs). However, one-third of epilepsy patients present with seizures

refractory to pharmacotherapy292. Other treatment options in this case include epilepsy

surgery, which involves the removal of the affected brain area, or ketogenic diet, a

high-fat - low-sugar diet, both of which have been successful in alleviating seizures in

certain subsets of epilepsy patients292.

1.3.4 Etiology of NDDs

NDDs are a collection of complex neurological conditions that share underlying

pathophysiological mechanisms, including the disruption of signaling pathways crucial

for normal brain development. The etiology of NDDs is multifactorial, and a broad

range of genetic and environmental factors have been implicated, such as nutritional

deficiencies, maternal infections, birth complications, trauma, chemicals, genetic

mutations, and metabolic disorders274,286,293. The specific timing of the disruptive event

plays a crucial role in determining which neurodevelopmental processes are affected.

Prenatal insults tend to interfere with processes such as NPC pool formation, cell cycle

progression, neuronal migration, or DNA damage response, while postnatal insults

can affect neuronal arborization, synaptogenesis, gliogenesis, or

myelination270,271,274,294,295. Some NDDs may also have a neurodegenerative

component.

Due to the complexity of NDDs, investigating the various etiologies and their

contribution to the pathology of the disorders is challenging, especially given the large

number of high-risk loci involved and the dynamic interplay between genes and the

environment throughout developmental processes.

1.3.4.1 Genetic causes of NDDs

Studying NDD high-risk genes, or disease-causing genetic variants, has not only

become a powerful tool in understanding the complex etiology and phenotypical

variability of these disorders, but also to elucidate shared underlying mechanisms and

to identify potential entry points for treatments270. However, investigating the genetics
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of NDDs is challenging. For instance, a human genome acquires 100-200 new

mutations from one generation to the next296. So, which factors determine if a genetic

variant is actually disease causing? The two main principles that influence the genetics

of NDDs are "gene vulnerability" and "mutational load." (reviewed in Parenti et al.294).

The term gene vulnerability refers to the competence of a gene to tolerate mutational

events294. Many NDD high risk genes are haploinsufficient and are characterized by a

strong dosage sensitivity. In this case one single monoallelic disruptive event bears a

significant disease risk297. These rare variants therefore present with a high gene

vulnerability. However, phenotype-genotype correlation studies have shown that the

patients’ phenotypical representation can vary despite the presence of a comparable

variant298,299. The underlying cause for this variability is not yet fully understood.

Further, it has become clear that not only rare but also common genetic variants with

low disease risk hold the potential to interfere with typical neurodevelopmental

processes (reviewed in Mullins et al.300). Variants located in less sensitive locis are not

exposed to strong selective pressure and can accumulate over generations, leading to

cumulative effects that disturb neurodevelopmental trajectories. This phenomenon is

referred to as mutational load297,301,302. Importantly, the mutational load can be

derived from a combination of germline and somatic mutational events, known as the

two-hit model294.

In the context of monogenic NDDs, the majority of high-risk genes are associated with a

limited set of cellular functions that are crucial for brain development, including

transcriptional regulation, protein synthesis, and synaptic function. Another significant

proportion of high-risk loci in NDDs are genes encoding key metabolic components.

For instance, metabolic NDDs often involve disruptions in the switch from anaerobic

glycolysis to OXPHOS, which is a critical step in neuronal maturation. In Leigh

syndrome (LS) and mitochondrial encephalopathy lactic acidosis and stroke-like

episodes (MELAS), mutations in components of the ETC lead to systemic ATP

depletion and a compensatory upregulation of glycolytic pathways thereby causing

hyperlactatemia, seizures, and increased patient lethality303,304. This shift from

OXPHOS to glycolysis is associated with neuronal cell identity instability and a block

of maturation109,305.

Other neurometabolic disorders are caused by an accumulation of certain metabolites

due to their increased production or decreased clearance306. For instance,

phenylketonuria is a disorder that arises from mutations in a phenylalanine-degrading
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enzyme (PAH), leading to elevated systemic levels of the AA phenylalanine, and

resulting in severe ID and psychiatric disorders85. Similarly, the accumulation or

depletion of BCAAs, including leucine, isoleucine, and valine, contributes to severe

neuropathologies. Autosomal recessive mutations in the genes that encode the

Branched-chain ketoacid dehydrogenase (BCKDH) complex, who is the primary driver

of BCAA catabolism, lead to a neurological syndrome known as Maple-syrup urine

disease (MSUD)307,308. Mutations affecting this complex result in excessive amounts

of BCAAs and their derivatives (BCKAs) in the tissue and serum of patients, causing

severe neurological dysfunction, acidemia, and increased mortality307,308. Likewise,

chronically decreased levels of BCAAs have been demonstrated to have deleterious

effects on brain development. Patients carrying autosomal recessive mutations in the

enzyme Branched-chain ketoacid dehydrogenase kinase (BCKDK), which is

responsible for phosphorylation-mediated inactivation of the BCKDH complex, present

with autism, epilepsy, ID, and microcephaly. Bi-allelic mutations in BCKDK lead to a

continuously active BCAA catabolic pathway, resulting in chronically low BCAA serum

levels in patients309. Similarly, homozygous missense mutations in the primary BCAA

transporter of the brain, SLC7A5, have been linked to autism, epilepsy, and

microcephaly, further emphasizing the significance of adequate BCAA supply for brain

development310. Notably, many of these neurometabolic disorders are treatable to

some extent. Dietary interventions, such as a restriction or supplementation of AAs,

have been shown to alleviate many symptoms in patients with mutations in BCKDH,

BCKDK, or PAH311–315.

1.3.4.2 Extrinsic factors

Brain formation is primarily governed by genetic instructions, which follow a

predetermined "clock-like" schedule that operates independently of external factors to

achieve a consistent outcome in terms of structure and function across individuals293.

However, the environment also plays a crucial role in shaping neurodevelopmental

processes, particularly during critical periods of network formation trough a

mechanism termed plasticity. This allows experiences to refine the brain circuitry to

adapt to the unique environmental factors of each individual274,316. While this interplay

between genes and environment is essential for normal neurobehavioral development,

disruptive environmental factors can lead to aberrant neurodevelopment. A wide range
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of external stressors, such as environmental toxins, drugs, radiation, infection, and

malnutrition, have been implicated in the etiology of NDDs.

Chemicals, including heavy metals317,318, various classes of pesticides319–321, and

phthalates322, possess high levels of neurotoxicity. Exposure to these teratogens

during early fetal development can significantly impair brain formation at doses lower

than those affecting adult brain function323. Similarly, prenatal exposure to alcohol is

associated with fetal alcohol spectrum disorder (FASD), a disorder with a robust

neuropathological component. The pathological effects of alcohol vary based on the

duration and time point of exposure324. FASD is associated with developmental delay,

caused by disruption of gene expression and epigenetic mechanisms involved in key

cellular processes such as proliferation, migration, and differentiation325–327. In addition

to these effects, alcohol exposure can also alter synaptic plasticity by blocking NMDA

receptors and modulating GABA-a receptors328,329. In newborn rats, alcohol has been

shown to abolish gamma oscillations and spindle burst during the postnatal time

window of PCD leading to an increased surge of apoptosis in the developing

neocortex330. Similarly, exposure to anesthetics and anticonvulsants (such as

midazolam and isoflurane) during early postnatal periods has been found to induce

long-term anatomical, behavioral, and cognitive impairments331–333, due to their

modulation of GABA and NMDA receptor function. Postnatal exposure to these

compounds can cause cortical atrophy by impairing postnatal spontaneous network

activity and PCD24,334,335.

In addition to exposure to chemicals and drugs, maternal viral infections, such as

West Nile virus, cytomegalovirus, Zika virus, rubella, and herpes simplex virus

infections336–341 have been associated with severe neuroanatomical malformations,

particularly when the infection occurs during the first trimester of pregnancy342 .

Maternal nutrition during pregnancy has also been identified as a potential factor in

the development of neuropathological outcomes293,343,344. Inadequate fetal nutrient

supply, including vitamins (folate, B12, vitamin A, vitamin E, vitamin D, and vitamin K),

micronutrients (iodine, iron, copper, creatine, choline, zinc,), and macronutrients (FAs,

proteins, and carbohydrates), is linked to various neurodevelopmental and

neuropsychiatric disorders, including alterations in brain structure and function,

behavioral deficits, and cognitive impairments. Deficiencies in specific nutrients during

critical periods of brain development can cause long-term neuropathologies, such as

impaired neural cell proliferation and differentiation, reduced fetal tissue growth rates
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and impaired protein synthesis and bioenergetic pathways due to insufficient

carbohydrate or AA intake345,346. Additionally, decreased maternal protein intake leads

to a decline in FA levels in the fetal brain due to reduced maternal lipid availability347.

The molecular mechanisms underlying these effects are not yet fully understood.

Similarly, impaired lipid metabolism and availability of FAs have been implicated in the

etiology of NDDs348–350. PUFAs, such as DHA, are particularly critical for brain

development mainly from the third trimester to early childhood since they are involved in

neuronal membrane formation, energy production, synaptogenesis, dendritic

growth, and myelination346,347,351–353. However, excessive levels of maternal PUFAs in

rodents have also been associated with negative outcomes, including decreased

hippocampal neurogenesis and behavioral alterations in the offspring347,354.

1.3.4.3 Gene x environment interactions

A range of environmental stressors such as smoking, maternal stress, infections, and

trauma have been identified as potential risk factors for neuropathologies336. However,

studies in both, humans and rodents have demonstrated substantial inter-individual

variability in the susceptibility to these environmental factors, with exposure not

consistently resulting in neuropathological outcomes355. To explain this variability, the

concept of "genetic moderation" has been introduced, which suggests that differences

in genetic background, including mutational load, determine an individual's level of

resilience or vulnerability to environmental stressors355,356. These gene x environment

interactions (G x E) have been proposed as a potential explanation for a significant

proportion of idiopathic NDD cases356,357. This concept adds further complexity to our

understanding of NDD etiology by suggesting that neuropathological outcomes are not

solely determined by the period, duration, and frequency of exposure to disruptive

insults, but also by the degree of an individual's susceptibility, determined by their

genetic background358. Despite their complexity, studying G x Es does not only provide

an opportunity to reveal the underlying pathological mechanisms of subsets of NDDs,

but also to identify those who are susceptible to developing these disorders in

response to known environmental stimuli, thereby enabling the initiation of preventive

or more targeted therapies358.

34



2 Results

2.1 Metabolome profiling reveals distinctive metabolic states of

the cerebral cortex across development

Human cortical development entails the timely coordination of a number of critical

steps that are devised to generate a precise range of correctly positioned and

functionally integrated neuronal cells. These steps are guided and regulated by a

network of genes whose mutations can underlie neurodevelopmental and

neuropsychiatric disorders294. Challenging environmental conditions may also account

for pathological variations of neurodevelopment but the identification of such factors is

complicated and less understood344,359–361. Genetic conditions, however, offer

tractable entry points to isolate some of the extrinsic factors influencing the assembly of

the brain.

We recently identified mutations in the gene SLC7A5, encoding a large neutral amino

acid transporter (LAT1), as a rare cause of autism spectrum disorders310. Most of the

LNAAs are essential; thus, their presence in the human body depends on dietary

intake. However, it remains largely unknown if and how the level of these AAs changes

over time in the brain and how fluctuations in their amount may influence the course of

neurodevelopment. In fact, despite its importance, little is known about the

metabolic program unfolding during brain development and the specific nutrient

dependencies that this entails. For example, we know that neural progenitor cells

(NPCs) mainly rely on anaerobic glycolysis (Figure 12A - left)107,362. In contrast, mature

neurons meet their ATP demand through oxidative phosphorylation (Figure 12A -

right), but due to their high energy requirement and their inability to store

glycogen123,124, they rely on astrocytes to provide metabolic support42,47. However, it is

unknown how maturing neurons meet their energy demand at intermediate

developmental stages when they lack full glial support (Figure 12A - middle).

To gain an understanding of the metabolic states and transitions occurring during brain

maturation, we analyzed the metabolome of the wild-type mouse cerebral cortex

obtained at three different time points: embryonic day 14.5 (E14.5), postnatal day 2

(P2), and postnatal day 40 (P40). These time points coincide with different feeding

strategies and are enriched for neural cells in different states: NPCs and immature

(E14.5), maturing (P2), and mature (P40) neurons (Figure 12A). By employing two
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independent High-Performance Liquid Chromatography (HPLC) detection strategies

(see Star-Methods), we quantified 346 metabolites. Principal component analysis

(PCA) of the results separated the samples based on sampling age (Figure 12B),

indicating that the cerebral cortex at each of these three time points is in a distinct

metabolic state. The metabolic reorganization of the developing cortex is extensive,

with the level of 273 out of 346 metabolites changing over time (Figure 12C-C’). The

variability across animals of the same age was small (Figure S1A), indicating that the

observed changes are tightly regulated. Compared to E14.5, at P2, the level of 137

metabolites is significantly decreased and that of 60 increased (Figure 12C). At P40,

202 metabolites show a different level than at P2, with an approximately equal number

of metabolites showing increased or decreased levels (Figure 12C’). Enrichment

analysis revealed an overrepresentation of purine- and pentose phosphate-related

metabolites among those increasing at P2 (compared to E14.5) and enrichment of AA-

related metabolites among those decreasing (Figure 12D). At P40, we detected a

substantial increase in glutamine and glutamate-related metabolites and a decrease

in a different set of AAs (Figure 12E), disclosing a stage-specific regulation of AA

metabolism. To better understand the quality of those changes over time, we plotted

the developmental trajectories of the detected metabolites (Figure S2 grey trajectories,

Supplementary data 1). Employing a Gaussian mixture model (GMM), we clustered all

measured metabolites based on their time trajectories. Next, focusing on KEGG

annotated metabolites (n=179) (Figure 12F), we assessed whether different trajectory-

related groups were enriched for particular classes of metabolites (Figure 12G,

Supplementary data 2). This analysis revealed a predictable enrichment for

neuroactive and cAMP signaling pathways in the cluster representing metabolites with

ascending trajectories over time (Cluster 1, Figure 12F-G), with the majority of the

metabolites steeply increasing between P2 and P40. Furthermore, we found that

cluster 5, comprising metabolites with declining trajectories over time, is enriched for

branched-chain AAs (BCAAs) and BCAA-related metabolites (Figure 12F-G). This

cluster sparked our interest since BCAAs are substrates of the SLC7A5 transporter.

The decline over time of these and a few other AAs (i.e., Figure S2; grey trajectories,

metabolite (M) 016, M017, M030, M062, M086) could indicate either a decreasing

brain intake or an increasing utilization by neural cells as they mature. Either way, this

observation further suggests that neural cells have distinctive AA demands at different

developmental stages. Finally, the only other cluster enriched for specific classes of
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metabolites is cluster 3, which displays a drop in glycerophospholipid- and arginine-

related metabolite levels, specifically at P2 (Figure 12F-G).

Figure 12. Metabolome profiling of the forebrain across time highlights developmental stage-specific

metabolic states. (A) Schematic description of ATP synthesis strategies in the cortex at different developmental

stages. Top left: At E14.5, neural progenitor cells (NPCs) produce intermediate progenitors and migrating

immature excitatory neurons, generating the different cortical layers. Bottom left: For ATP synthesis, NPCs rely on

anaerobic glycolysis, a cytoplasmic biochemical process converting glucose into lactate. Top middle:

Perinatally, the cortical network, mainly consisting of maturing excitatory and inhibitory neurons, undergoes

significant refinement. Glial cells are detectable but immature. Bottom middle: The metabolic landscape of

maturing neurons is largely unknown. Top right: A mature cortical network, including pyramidal (green), inhibitory

neurons (blue) and glial cells (astrocytes (purple), oligodendrocytes (orange) and microglia (pink)). Bottom right:

Mature neurons utilize glucose to produce ATP via aerobic glycolysis. Since endogenous pyruvate is insufficient to
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meet energy demand, neurons depend on metabolic support by glial cells (TCA = tricarboxylic acid cycle, OXPHOS =

oxidative phosphorylation). (B) Principal component analysis of the metabolome of E14.5, P2 and P40 wild-type

mouse cortices. (C-C’) Volcano plots showing differentially abundant metabolites across developmental stages.

(D-E) Metabolic pathway enrichment analysis of all significantly up- (red) or down-regulated (blue) metabolites

at P2 compared to E14.5 (D) and P40 compared to P2 (E). (F) Clustering of all metabolites based on their trajectory

over time; (x-axis: age; y-axis: scaled abundance). (G) Metabolic pathway enrichment analysis (Supplementary

data 2) revealed an overrepresentation of metabolites related to ‘cAMP signaling pathway’ (p<0.00075; adj-

p<0.021), ‘beta-Alanine metabolism’ (p<0.059; adj-p<0.4) and ‘Neuroactive ligand-receptor pathway’ (p<0.016;

adj-p<0.22) in cluster 1. Cluster 3 is enriched for ‘Glycerophospholipid metabolism’ (p<0.013; adj-p<0.24) and

‘Arginine biosynthesis’ (p<0.037; adj-p<0.25). Cluster 5 is enriched for ‘Valine, leucine and isoleucine

biosynthesis (p<0.0035; adj-p<0.22) and - degradation’ (p<0.035; adj-p<0.89). See also Figure S1 and S2.

2.2 Perturbation of LNAA uptake leads to perinatal disruption of

lipid metabolism

Knowing that the level of BCAAs and BCAA-related metabolites changes during brain

maturation, we investigated the consequences of limiting BCAA supply to neural cells.

Therefore, we ablated Slc7a5, the main LNAA transporter, in these cells. Indeed,

although Slc7a5 has been described as a BBB transporter310, we found that, in the

cerebral cortex, it is also expressed in excitatory neurons and glial cells of all layers,

particularly perinatally (Figure 12A-C’ and S1B-C), coinciding with the time window

displaying a drop in BCAA levels (Figure 12F-G - cluster 5). In addition, while patients

with SLC7A5 mutations present with microcephaly, the deletion of Slc7a5 from the

BBB in mice (Slc7a5fl/fl;Tie2-Cre positive (+) mice) does not lead to a reduction in brain

size310. This suggests a function of SLC7A5, and its substrates, in cell types other than

the endothelial cells of the BBB. Thus, we crossed floxed Slc7a5 mice (Slc7a5fl) with

Emx1-Cre animals. Emx1-Cre mice express the Cre recombinase in the radial glial

cells of the dorsal telencephalon from E9.5 onwards363, thereby inducing Slc7a5

deletion in NPCs and their progeny, including the excitatory neurons of the neocortex

and hippocampus as well as in the glial cells of the pallium (Figure 13A and Figure

S1D), but not in the endothelial cells of the BBB (Figure 13C’). Next, we analyzed the

metabolome of the cerebral cortex of Slc7a5fl/fl;Emx1-Cre+ mice over time and

compared it to that of wild-type animals. This approach allowed us to resolve i) the

cause of the drop in LNAAs (particularly BCAAs) observed in P2 wild-type cortical

lysates (Figure S2, grey trajectories M016, M017, M030, M062, M086) and ii) the

impact of deregulating these AAs on the metabolism of the cerebral cortex. The effect

of Slc7a5 deletion on the overall metabolite profile is relatively minimal (Figure S1E).

38



To investigate whether SLC7A5 mutations affect specific groups of metabolites, we

performed an enrichment analysis of the KEGG-annotated metabolites showing

divergent temporal trajectories (r < 0.975) in mutants and controls (Figure 13D-H,

Figure S2, Supplementary data 1). As expected, this analysis identified the pool of

AAs transported by Slc7a5, grouped into the term ‘Aminoacyl-tRNA biosynthesis’

(Figure 13G), as the major class of affected metabolites in mutant animals. However,

the deletion of Slc7a5 alters the levels of these AAs in cortical tissue only at P2 (Figure

13H), indicating a function of Slc7a5 in neonatal mice.

Furthermore, the level of these AAs is higher, not lower, in mutants compared to

controls (Figure 13H), suggesting that in the absence of Slc7a5, the LNAAs

accumulate in the extracellular space and are not consumed by neural cells (Figure

13I). To test this possibility, we quantified AAs in neural cells isolated from P2 control

and mutant cortices (Figure 13J), thereby measuring their intracellular amount.

Indeed, the levels of the primary Slc7a5 substrates are significantly reduced in mutant

cells. In contrast, the level of histidine, the counter AA364, is increased (Figure 13K).

Thus, the lack of Slc7a5 at P2 impairs the transport of LNAAs into neural cells resulting

in their net decreased consumption. These results also indicate that the drop in AA

levels observed in P2 control samples (Figure 13H) reflects an increased utilization by

neural cells.

Although the BCAAs are a source of Acetyl-CoA, an essential compound for the TCA

cycle365, we observed only a very mild reduction in the levels of some of the energy

storage- and transfer-related metabolites (Figure S3A-F), suggesting compensatory

mechanisms. Indeed, while a derailment of energy homeostasis has been associated

with increased levels of oxidative stress366–368, the ratio between reduced and oxidized

Glutathione was not altered in Slc7a5 mutant cells (Figure S3G). Further, the decrease

in intracellular LNAAs does not lead to defects in AA sensing- and protein synthesis

pathways, such as the mTOR, the Adenosine monophosphate-activated protein

kinase (AMPK), or the unfolded protein response (UPR) signaling cascades (Figure

S4)181,182,369–372.
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Figure 13. The neonatal metabolic state is dependent on Slc7a5 expression. (A) Slc7a5 expression in the

cerebral cortex of wild-type (left), Slc7a5fl/fl;Tie2-Cre+ (middle) or Slc7a5fl/fl;Emx1-Cre+ (right) mice. (B) Gapdh-

normalized Slc7a5 levels in cortical samples obtained from Slc7a5fl/fl;Tie2-Cre+ animals across development (n = 4

mice per genotype per time point; *p<0.05; **p<0.01; unpaired two-tailed t-test). (C-C’) Slc7a5 mRNA expression in

P2 murine wild-type somatosensory cortex (SSCtx)(C-C’ (left)). In Slc7a5fl/fl;Emx1-Cre+ SSCtx (C’ (right)),

Slc7a5 expression is preserved at the BBB (arrows). (D-F) Ternary plot classification of metabolites in
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wild-type and mutant cortex. (D) The localization of each metabolite (dot) within the ternary plot is determined by

its previously determined cluster affiliation (Figure 1F) and its exact unscaled trajectory, defined as the ratio

between the three time points. (E) Ternary plot of KEGG-annotated metabolites in wild-type mice. (F) Compared to

controls (grey dots), mutants display changes in the trajectory of some metabolites (cyan dots). (G) Metabolic

pathway enrichment analysis of the KEGG-annotated metabolites displaying an altered trajectory in

mutants (Supplementary data 2). (H) Stage-specific accumulation of Slc7a5 substrates in Slc7a5fl/fl;Emx1-Cre+

cortical tissue (n=4 animals per genotype per time point; Pearson’s coefficient: Supplementary data 1; x-axis : age; y-

axis: scaled abundance). (I) Slc7a5 facilitates the flux of BCAAs and LNAAs across the neuronal membrane

(top). Loss of Slc7a5 causes extracellular accumulation and intracellular depletion of LNAAs (bottom). (J)

Experimental workflow of the targeted intracellular metabolomic analysis. (K) Volcano plot of the AAs measured in

Slc7a5 mutant and control cells. AAs showing significantly lower (blue) or higher (red) levels in Slc7a5-/- cells are

indicated (n = 7 per genotype; FDR cut-off: 1%). See also Figure S1 and S2.

However, we found that loss of Slc7a5 in neurons affects the levels of metabolites

related to ‘glycerophospholipids’ (Figure 13G). Specifically, a PCA of all the detected

lipid-related metabolites disclosed that while at E14.5 and P40 mutant and control

samples cluster together, P2 samples separate by genotype (Figure S3H), thereby

suggesting a time point-specific alteration in lipid composition due to the loss of

Slc7a5. But how are BCAA and lipid metabolism linked? To better comprehend how a

change in BCAA levels can disturb lipid metabolism, we first identified the exact lipid

classes affected by Slc7a5 deletion. Thus, we performed a comparative untargeted

lipidomic analysis of P2 Slc7a5fl/fl;Emx1-Cre+ and Slc7a5fl/fl;Emx1-Cre- cortical tissue

and dissociated cells (Supplementary data 3). These analyses revealed a specific

reduction of glycerophospholipids (GPLs) in mutant cortical cells, along with an

increase of triacylglycerols (TGs) in Slc7a5 deficient cortical tissue (Figure 14A-B).

Members of the GPLs are the main components of the phospholipid bilayer of

biological membranes193. TGs, on the other hand, account for the majority of dietary

fats and represent a way to store energy373. Sites of TG synthesis and storage are the

liver and adipose tissue374,375 but they can be mobilized rapidly in case of energy or

fatty acid (FA) demand by the brain187,376. To determine if detected alterations are

specific to any cell type, we compared our results with a dataset of human cortical cell

type-specific lipids189. Interestingly, several of the lipids differentially abundant in

Slc7a5 mutants are neuron-enriched, while astrocyte-enriched lipids are not affected in

mutants (Figure 14C).

Next, to uncover the molecular mechanisms underlying the alterations in the cortical

lipid profile, we performed a comparative proteomic study of perinatal control and

mutant cerebral cortices (Figure 14D and S3I). We identified 1202 proteins
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deregulated in mutant samples, comprising 954 up-regulated and 248 down-regulated

proteins in the Slc7a5fl/fl;Emx1-Cre+ cortex (Figure 14D). Gene Ontology (GO)

enrichment analysis returned proteins involved in lipid metabolism as being the most

significant and numerous among the up-regulated proteins (Figure 14E - right), while

among the down-regulated GO-terms, we found an enrichment for neuron projection

and membrane-associated proteins (Figure 14E – left; Supplementary data 4). Those

GO-terms were reproducible at the mRNA expression level (Figure S3J,

Supplementary data 5) and linked to the reduction of GPLs210 (Figure 14A-B). Next, to

indentify potential direct interaction partners of Slc7a5 we performed a proteomics

analysis of a co-immunoprecipitation experiment of the transporter exclusively from

the membranes of cortical neural cells. The analysis confirmed the known interaction of

Slc7a5 with Slc3a2159. Additionally, we indentified two novel interaction partners,

which are Vac14, a endo-lysosomal protein involved in PtdIns(3,5)P-

phosporylation377–379, and Ide, the enzyme responsible for insulin breakdown380–382.

This experiment further excluded interactions with components of the B1/B3 integrin

pathway383 (Supplementary data 6).

Finally, to identify the connection between BCAA and GPL metabolism, we integrated

the proteomic, lipidomic and metabolomic results focusing on potential convergent

pathways (Figure 14F). Via this integration, we recognized that Slc7a5 mutant cells,

probably due to the shortage of BCAAs, prioritize mitochondrial BCAA catabolism, part

of the ATP production machinery, over cytoplasmic BCAA catabolic reactions (i.e.,

Bcat2 vs. Bcat1; Figure 14F). Most importantly, about half of the enzymes involved in

BCAA metabolism in the mitochondria are also involved in FA beta-oxidation, thereby

disclosing a molecular overlap between BCAA and lipid catabolism (Figure 14F). The

reduction of the intracellular BCAA levels leads to a compensatory upregulation of

several of these shared enzymes (e.g., Acaa2, Acadm, Echs1), thereby increasing FA

beta-oxidation and causing a drop in FAs. These results suggest that neurons at the

perinatal stage rely on BCAAs as substrates for ATP production (Figure S3K). In their

absence, FAs are redirected from GPL synthesis into beta-oxidation (Figure 14F). The

observed increase in tissue TGs reflects the increased demand for FAs to support

beta-oxidation and ATP production. Indeed, the increase of TGs in mutant cortical

tissue is accompanied by the upregulation of Gcn2 and Apob. Gcn2 is a kinase acting

as a sensor for intracellular BCAA levels384. Low levels of BCAAs induce Gcn2

autophosphorylation, resulting in the inhibition of its protein turnover385,386.
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Interestingly, Gcn2 has also been involved in the mobilization of TGs from fat storage in

response to brain energy demand376,387. Apob constitutes the primary lipoprotein

transporting dietary lipids across tissues388. Finally, Slc7a5 mutants also show an

increased level of Bckdk, a regulator of the BCAA catabolic pathway also implicated in

the phosphorylation of cytoplasmic Acl, a key enzyme in citrate-based

lipogenesis185.

These findings suggest an increased perinatal dependency of neural cells on LNAAs.

Decreased availability of these AAs reveals a direct link between BCAAs and lipid

metabolism in the brain.
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Figure 14. BCAA deprivation alters neuronal lipid metabolism. (A-B) Volcano plots of deregulated lipids in

Slc7a5 mutant cortical tissue (A) and dissociated cells (B). Lipids showing significantly lower or higher levels are

color-coded according to their annotated class (PI: Phosphatidylinositol, PE: Phosphatidylethanolamine, PC:

Phosphatidylcholine, PS: Phosphatidylserine, CL: Cardiolipin, TG: Triacylglyerol; _pos= detected in positive mode;

_neg: detected in negative mode; n = 5 per genotype; p-value cut-off: 0.05; Supplementary data 3). (C) Same plot
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as in (B) with neuron-enriched (blue) or astrocyte-enriched lipids (orange) highlighted (Supplementary data 3). (D)

Volcano plot of proteins deregulated (1% False Discovery Rate cut-off) in the P5 Slc7a5fl/fl;Emx1-Cre+ cortex. (E)

GO-term enrichment analysis of up- and down-regulated proteins at 2% FDR (Supplementary data 4).

(F) Integration of the proteomic, metabolomic and lipidomic data of P2 cortical tissue and cells. The schematic

depicts enzymes associated with the metabolic pathways: “BCAA catabolism”, “FA degradation” (beta-oxidation),

“FA synthesis/elongation”, “glycolysis” and “glycerophospholipid synthesis”. Changes in expression or abundance

due to Slc7a5 depletion are color-coded (blue: decreased; red: increased;*p < 0.05). Enzymes shared by the BCAA

and FA pathways are highlighted by a dashed rectangle. See also Figure S3 and S4.

2.3 Lack of the AA transporter SLC7A5 leads to stage-specific

neuronal cell loss

Can the perinatal metabolic shift displayed by Slc7a5 mutant neural cells explain some

clinical issues reported in patients? Slc7a5fl/fl;Emx1-Cre+ mice are born at Mendelian

ratios, are viable and at birth do not display obvious growth defects compared to their

wild-type littermates (i.e., Slc7a5fl/fl;Emx1-Cre- or Slc7a5fl/+;Emx1-Cre+ mice) (Figure

S5A). In agreement with Slc7a5 expression profile (Figure S1B) and the AA profile that

changes only postnatally, Slc7a5fl/fl;Emx1-Cre+ mutants are born with normal brain

size (Figure S5B-C), indicating that Slc7a5 is dispensable in the NPCs of the forebrain.

Thus, SLC7A5 mutations do not lead to microcephaly by hindering the generation of

an appropriate number of neurons. However, by P40, the brain of Slc7a5fl/fl;Emx1-

Cre+ mice is significantly smaller than that of their control littermates (Figure 15A-A’

and S5D). Histological analysis revealed a reduction in the thickness of the cerebral

cortex of P40 Slc7a5fl/fl;Emx1-Cre+ animals (Figure 15B-B’), with layers II-III being the

drivers of this difference (Figure S5E-G’). By monitoring the brain weight over time, we

found that the difference in brain size between control and Slc7a5 mutant animals

appears during the first postnatal week (Figure 15C) and remains stable from P10

onwards, coinciding with the increased Slc7a5 expression levels in neural cells

perinatally (Figure 13A-B). This time course supports a temporal dependence of

Slc7a5 function in postnatal neurodevelopment. To test if the phenotype reflects an

increase in postnatal neural cell death, we assessed the protein level of Cleaved (Cl)-

Caspase-3, a pro-apoptotic marker, on cortical samples obtained from control and

mutant mice across development. Compared to controls, mutants show a significant

increase in Cl-Caspase-3, specifically at P2 and P5 (Figure 15D). In line with the

reduction of layer II-III thickness (Figure S5E-G’), most apoptotic cells are localized in
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the upper cortical layers (Figure S5H-I). Importantly, the period affected by the surge in

Cl-Caspase-3 levels corresponds to the phase of programmed cell death targeting

cortical excitatory neurons. This is an innate process required to refine the number of

neurons in the cerebral cortex28. Specifically, to obtain a calibrated network, cortical

neurons are generated in excess and subsequently eliminated by two waves of

apoptosis, one of which occurs early after birth. Additionally, previous studies have

shown that to obtain an optimal pyramidal/inhibitory neuron ratio, the wave of

apoptosis affecting cortical excitatory neurons around P5 is followed by an adjustment in

the number of inhibitory neurons29. Thus, although Slc7a5fl/fl;Emx1-Cre+ mice only lack

Slc7a5 expression in the excitatory neurons of the forebrain, inhibitory cell number

might be indirectly affected. Indeed, compared to their littermate controls, adult

Slc7a5fl/fl;Emx1-Cre+ animals have a significantly lower number of inhibitory neurons,

particularly in the upper cortical layers (Figure S5J-K). In contrast, non-neuronal cells

are unaffected (Figure S5L-O), indicating that Slc7a5 is important specifically for

neuronal functions.

Next, we asked whether the critical temporal window identified in mice is also sensitive

to the loss of SLC7A5 function in humans. Thus, having identified patients with

mutations in SLC7A5, we measured their head size for several weeks from birth on

(Figure 15E-H). Patients 130-1 and 130-2 are siblings from a non-consanguineous

family presenting with the clinical feature of SLC7A5 deficiency (Figure S5P). Trio-

WES analysis of both siblings and their parents identified compound heterozygous

pathogenic variants in the SLC7A5 gene: the previously described and functionally

assessed missense variant c.1124C>T, p.(Pro375Leu)310 and a novel intragenic

deletion of exons 5 to 10. Parents are heterozygous carriers. Patient 130-1 showed

microcephaly at birth (-3 SD). The microcephaly progressively worsened to -5 SD at

the age of 7 months (Figure 15F). The clinical history and presentation of the younger

sibling, patient 130-2, are essentially similar. A mild microcephaly was diagnosed at

birth (-2,5 SD), progressively deteriorating to -4.5 SD at the age of 6-7 months (Figure

15H). The phenotypic comparison of published patients310 revealed that the constant

features associated with biallelic pathogenic SLC7A5 variants include microcephaly,

developmental and motor delay, seizures and autistic features (Table S2). Notably,

the pathological variants identified in patients are mostly missense mutations that

impact the transport capacity, not the expression, of the transporter310. Thus, the

human data indicates that the transport of SLC7A5 substrate is key to the patient’s
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clinical presentation. Therefore, SLC7A5 mutations likely result in decreased BCAA

uptake and lead to microcephaly during the period of cortical refinement and

programmed cell death in mice and humans.

Figure 15. Slc7a5 mutations cause postnatal microcephaly. (A) Pictures of adult Slc7a5fl/fl;Emx1-Cre+ and

control brains. (A’) Brain-to-body weight ratio of adult Slc7a5fl/fl;Emx1-Cre+ mice and littermate controls (means ±

SEM; n = 15 mice per genotype; *p<0.05; unpaired two-tailed t-test). (B-B’) Representative images (B) and

quantification (B’) of Nissl-stained coronal sections of P40 mutant and control SSCtx (means ± SD; n = 3 littermates

per genotype; ***p<0.001; unpaired two-tailed t-test; scale bar: 1500µm). (C) Slc7a5fl/fl;Emx1-Cre+ mice develop

postnatal microcephaly during the first 10 days after birth (means ± SD; n ≥ 3 littermates per genotype/time point;

*p<0.05; ***p<0.001; ****p<0.0001; multiple unpaired two-tailed t-test). (D) Gapdh-normalized Cleaved-Caspase-3

expression in mutant and wild-type cortex across development (means ± SD; n = 4 mice per genotype time point;

nsp>0.05; ****p<0.00001; multiple unpaired two-tailed t-test). (E and G) Frontal and lateral images of patient 130-1

and 130-2, diagnosed with SLC7A5 compound heterozygous pathogenic variants. (F and H) Measurements of the

head circumference of the two patients showing the progression of microcephaly. See also Figure S5 and Table S2.
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2.4 Pyramidal neuron loss is cell-autonomously linked to Slc7a5

deficiency

Next, we investigated whether Slc7a5 deficiency-linked neuronal cell death is due to

a cell-autonomous or non-cell-autonomous effect. Assessing this was important,

especially since in the absence of Slc7a5 AAs accumulate in the extracellular space,

which could be harmful to the tissue. To perform a quantitative assessment, we used

the mosaic analysis with double markers (MADM) system, which enables concurrent

fluorescent labeling and gene knockout in sparse single-cell clones in vivo389,390.

Specifically, two reciprocally chimeric marker genes (GT and TG alleles) are targeted

to identical loci upstream of Slc7a5. The marker genes are part of the so-called MADM

cassette (M8), which consists of split coding sequences for eGFP and tdTomato

fluorescent proteins interspaced by a loxP site (Figure S6). Following Cre

recombinase-mediated interchromosomal recombination, the sequence for eGFP and

tdTomato are reconstituted. Due to an innately low stochastic interchromosomal

recombination rate, the green (eGFP+), red (tdTomato+), and yellow

(eGFP+/tdTomato+) labeling are confined to individual sparse clones. In our

experimental set-up, the Cre recombinase expression is coupled with the Emx-1

promotor. This facilitates MADM labeling and deletion of Slc7a5 in single telencephalic

radial glia progenitors (RGs) and their progeny (Figure 16A), thereby generating

cortex-specific genetic mosaics. To analyze potential cell-autonomous effects of the

loss of Slc7a5 in the developing neocortex, we assessed the relative abundance of

green (eGFP, Slc7a5-/-) and red (dtTomato, Slc7a5+/+) excitatory neurons at different

time points of postnatal development (P0, P5 and P40) in mosaic-MADM (MADM-

8GT/TG,Slc7a5;Emx1-Cre+) and control-MADM (MADM-8GT/TG;Emx1-Cre+) animals

(Figure 16B-D’). While at P0 we did not observe significant changes in the ratio of

green to red cells (Figure 16B-B’), supporting that Slc7a5 deficiency does not affect

the proliferative phase of cortical development, by P5 there are significantly fewer

Slc7a5-/- than Slc7a5+/+ excitatory neurons (Figure 16C-C’). Further, mosaic-MADM

animals present fewer Slc7a5-/- (green) neurons in upper cortical layers (LII-LIV)

compared to control (red) cells, while neurons in the lower layers (LV-VI) are not

affected by Slc7a5 deletion. The same analysis done at P40 revealed a slightly more

profound reduction of mutant neuronal cells in mosaic-MADM cortices (Figure 5D-D’).
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We concluded that the deletion of Slc7a5 leads to a cell-autonomous increase in

neuronal cell loss immediately after birth.

49



Figure 16. Loss of Slc7a5 leads to a cell-autonomous reduction of cortical upper-layer neurons. (A)

Schematic representation and genotypes of cells of control-MADM (MADM-8GT/TG;Emx1-Cre+) and mosaic-MADM

(MADM-8GT/TG,Slc7a5;Emx1-Cre+) cortex. (B) Coronal sections and (B’) quantification of green/red cell ratio of

MADM-labeled neurons in the cortical plate of P0 mosaic- and control-MADM littermates. (C) Coronal sections and

(C’) quantification of green/red cell ratio of MADM-labeled upper layer (left) and lower layer (right) excitatory

neurons in P5 mosaic- and control-MADM littermates. (D) Coronal sections and (D’) quantification of green/red cell

ratio of MADM-labeled upper layer (left) and lower layer (right) excitatory neurons in P40 mosaic- and control-

MADM littermates (P0: n= 4; P2 and P40: n= 5 (P2 and P40) animals per genotype; average of >5 slices per animal;

nsp>0.05;**p<0.001; Mann-Whitney test; scale bar: 100µm). See also Figure S6.

2.5 LNAA-dependent metabolic reprogramming controls neuronal

excitability in neonatal mice

What mechanisms could underlie the stage- and cell-type-specific cellular phenotype

observed in Slc7a5fl/fl;Emx1-Cre+ mice? Considering that neuronal excitability can

determine the survival of cortical pyramidal cells during the postnatal wave of

programmed cell death28,29, we hypothesized that abnormal AA and lipid metabolism

might ultimately lead to changes in excitability. Indeed, alterations in neuronal lipid

composition, especially in GPLs, can directly affect membrane formation and

structure193. Furthermore, protein-lipid interactions and post-translational

modifications can modulate the clustering and activity of many ion channels191,391–393.

In particular, palmitoylation, a FA-dependent posttranslational modification mediated

by palmitoyltransferases, is an important regulatory mechanism in neurons261,394,395.

Indeed, we found that three palmitoyltransferases are deregulated in Slc7a5 mutants

(Figure S7A). These include Zdhhc17, which specifically modifies proteins involved in

neuronal functions. Additionally, approximately half of the downregulated proteins

associated with the GO-term “integral component of the plasma membrane” (Figure

14E) are regulated by palmitoylation. Among these, we found Ank2, which is

palmitoylated to support membrane scaffolding of the voltage-gated sodium channel

Nav1.2396; Kcnd2, a potassium channel involved in the regulation of action potential

backpropagation262,397; and Snap25, one of the top targets of Zdhhc17 involved in

various neuronal functions398,399 (Figure S7A). Thus, we assessed the intrinsic

excitability of layer II-III pyramidal neurons from the somatosensory cortex of mutant

and control animals at P6-P7 by performing whole-cell current clamp recordings while

applying a series of current steps to elicit APs. Recordings from Slc7a5fl/fl;Emx1-Cre+,

Slc7a5fl+;Emx1-Cre+ and wild-type littermates revealed a substantial reduction in
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neuronal firing in Slc7a5fl/fl;Emx1-Cre+ animals (Figure 17A and S7B-C). Since both

metabolic abnormalities and reduced neuronal survival in Slc7a5fl/fl;Emx1-Cre+ mice

are limited to the first days after birth, we performed current-clamp recordings at P25-

26 to assess whether the neuronal excitability defect is restricted to the same time

window. Indeed, at P25-26 Slc7a5fl/fl;Emx1-Cre+ samples are indistinguishable from

controls (Figure 17B and Figure S7D), underscoring the importance of Slc7a5 in

modulating neuronal excitability early after birth. While the transient nature of the

phenotype suggests a rather direct link between the metabolic state of the neuron and

its excitability, it remained a possibility that the observed electrophysiological

abnormalities were due to plasticity effects associated with network properties.

However, should the reduced excitability directly be connected to, or even cause

Slc7a5-dependent neuronal cell loss, we expected this phenotype to be cell-

autonomous. Thus, we returned to the mosaic-MADM mouse model (Figure 17C) and

performed current clamp recordings from Slc7a5-/- (green) and Slc7a5+/+ (red)

excitatory neurons in the same animal. Indeed, the AP firing rate is significantly

reduced in LII-III Slc7a5-/- neurons from the somatosensory cortex at P6-7 (Figure

17D), indicating that Slc7a5 expression controls neuronal excitability cell-

autonomously at early stages after birth. To understand the bases of the reduced firing

rate caused by Slc7a5 deletion, we analyzed the AP properties. We inferred that

Slc7a5 mutant neurons at P6-7 do not fire less because they are more immature than

wild-type neurons since they show AP features more comparable to those observed

in older (i.e., P25-26) control neurons (Figure 17E). Indeed, compared to controls,

mutant neurons at P6-7 display larger amplitude (Figure 17F), faster rise time (Figure

17G) and more hyperpolarized AP threshold (Figure 17H), matching the AP features

observed in control neurons at P25-26 and suggesting a different modulation of the

voltage-gated channels involved in the initiation and rising phase of APs. In

agreement, dendrites of mutant LII-III pyramidal neurons present with a more mature

spine morphology compared to controls (Figure S7E-I), therefore excluding a

maturation delay. Nonetheless, other properties such as the resting membrane

potential, the inter-spike interval (ISI) ratio, the AP decay time and half-width are

unchanged at P6-7 (Figure S7J-M). We further examined the AP waveform using the

phase plane plot analysis (Figure 17I) to evaluate the dynamic changes of the

membrane potential over time (dV/dt; Figure 17J). Our analysis revealed a striking

increase in the velocity of the AP, highlighting a potential defect at the axon initial
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segment (AIS) and a faster AP backpropagation in the somatodendritic compartment of

mutant neurons (Figure 17I-J), linking to the reduction of Kcnd2 protein level (Figure

S7A). Accelerated AP backpropagation can also point toward defects in dendritic

arborization400. Indeed, while the soma size is not affected (Figure S7N-O), we found

a slight decrease in dendritic number and length in Slc7a5fl/fl;Emx1-Cre+ mice

perinatally (Figure S7P-Q). However, these morphological alterations persist until

adulthood (Figure S7R-S) and, therefore, are not associated with changes in

excitability. Furthermore, while the unchanged resting membrane potential would

exclude a role of ATP-dependent potassium channels, the electrophysiology data

point to changes in the properties of multiple channels, probably through a different

modulation and/or distribution of voltage-gated sodium (e.g., Nav1.2) and potassium

channels (e.g., A-type), potentially explained by the downregulation of the detected

palmitoylated proteins (Figure S7A).

Figure 17. Intracellular AA levels modulate neuronal excitability perinatally. (A) Current clamp recordings

from LII/III pyramidal neurons in P6-P7 Slc7a5fl/fl;Emx1-Cre+ and Slc7a5fl/fl;Emx1-Cre- SSCtx (Slc7a5fl/fl;Emx1Cre-
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: n = 22 cells / 3 mice; Slc7a5fl/fl;Emx1-Cre+: n = 30 cells / 3 mice; Two-way ANOVA: genotype F(1,311) = 123.01

***p<0.001, current step F(5,311) = 205.3 ***p<0.001, interaction F(5,311) = 16.75 ***p<0.001) and (B) P25-P26

(Slc7a5fl/fl;Emx1Cre-: n = 5 cells / 3 mice; Slc7a5fl/fl;Emx1-Cre+: n = 15 cells / 3 mice; Two-way ANOVA: genotype

F(1,139) = 1.84 nsp>0.5, current step F(6,139) = 34.87 nsp>0.5, interaction F(6,139) = 0.07 nsp>0.5). (C-D)

Schematic (C) and results (D) of patch clamp recordings from green (Slc7a5-/-) and red (Slc7a5+/+) LII/III

pyramidal neurons from the same P6-P7 mosaic-MADM animal (Slc7a5+/+: n = 5 cells; Slc7a5-/-: n = 7 cells from 5

mice; Two-way ANOVA: genotype F(1,65) = 116.05 ***p<0.001, current step F(5,65) = 79.22 ***p<0.001,

interaction F(5,65) = 11.16 ***p<0.001). (E) Representative action potential (AP) traces from the data shown in (A-B).

The AP amplitude (F), AP rise time (G) and AP threshold (H) are transiently affected in Slc7a5 deficient LII/III

pyramidal neurons at P6-7 (numbers as in (A)) compared to age-matched littermates and P25-26 time point

(numbers as in (B); Two-way ANOVA for AP amplitude: genotype F(1,71) = 23.15 ***p<0.001, time point F(1,71) =

52.57 ***p<0.001, interaction F(1,71) = 3.24 nsp>0.5, Holm-Sidak post hoc ***p<0.001. Two-way ANOVA for AP

rise time: genotype F(1,71) = 7.32 ***p<0.001, time point F(1,71) = 101.21 ***p<0.001, interaction F(1,71) = 6.4

*p<0.05, Holm-Sidak post hoc ***p<0.001. Two-way ANOVA for AP threshold: genotype F(1,71) = 10.56 **p<0.01,

time point F(1,71) = 42.93 ***p<0.001, interaction F(1,71) = 2.61 nsp>0.5, Holm-Sidak post hoc ***p<0.001. (I) AP

plotted as voltage vs. time (top) and dV/dt vs. voltage (phase-plane plot, bottom). Phases of the AP are color-

coded to highlight the initiation of the AP in the axon initial segment (AIS; pink), the propagation in the

somatodendritic compartment (blue), and the repolarization peak. (J) Phase-plane plot of data shown in (A) reveals

defects in the AIS and the somatodendritic compartment in LII/III pyramidal neurons of Slc7a5fl/fl;Emx1-Cre+

animals. See also Figure S7.

2.6 Slc7a5 deficient animals show persistent behavioral defects

To assess whether the alterations observed in Slc7a5 mutant animals during the

period of cortical circuit refinement lead to permanent behavioral abnormalities, we

subjected adult Slc7a5fl/fl;Emx1-Cre+ and control animals to behavioral tests. In an

open field, mutant animals present with increased horizontal (Figure 18A-B’) and

vertical explorative behavior (Figure 18C) but no anxiety-like behaviors (Figure 18D).

Since SLC7A5 patients present with severe motor deficits, we assessed locomotion

features in Slc7a5fl/fl;Emx1-Cre+ mice. Indeed, mutant mice exhibit moderate motor

deficits (Figure 18E), such as decreased stride and stance length (Figure 18F-F’’), as

well as hind limb clasping behavior (Figure 18G-G’). Next, we tested Slc7a5fl/fl;Emx1-

Cre+ mice for social interest and social memory behaviors. We found that

Slc7a5fl/fl;Emx1-Cre+ mice have indications of sociability and social-memory

impairments (Figure 18H-K’). In summary, our analyses show that Slc7a5 deficiency

in neurons causes persistent behavioral dysfunctions.
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Figure 18. Loss of Slc7a5 in cortical excitatory neurons causes persistent behavioral dysfunctions. (A-C)

Slc7a5fl/fl;Emx1-Cre+ animals are hyperactive. (A) Representative traces of mutant and wild-type animals

moving 20 min in an open field. (B) Quantification of the total distance traveled, (B’) velocity, (C) number of

rearings and (D) time spent in center during one open field session (n=14 mice per genotype; two-tailed unpaired t-

test). (E-F’’) Slc7a5fl/fl;Emx1-Cre+ animals display a mild gait defect. (E) Representative control and mutant

strides. Quantification of stride (F), stance (F’) and sway (F’’) length (n=14 per genotype, *p<0.05; two-tailed

unpaired t-test). (G) Hind limb clasping observed in Slc7a5fl/fl;Emx1-Cre+ mice. (G‘) Scoring of hind limb clasping

severity (0–1 (normal) to 3 (most severe) (n = 14 animals per genotype; ****p<0.00001; two-tailed unpaired t-test).

(H-K’) Slc7a5fl/fl;Emx1-Cre+ mice present defects in sociability. (H) Representative heat maps of control (top) and

mutant (bottom) behavior during the first round of the three-chamber sociability test (TCST). (I) Quantification of

time spent in the chamber and (I‘) time spent sniffing (n = 14 mice per genotype; ****p<0.00001, **p<0.01; *p<0.05;
nsp>0.05; 1-way ANOVA and Sidak’s multiple comparison test). (J) Representative heat maps of control (top) and

mutant (bottom) behavior during the second round of the TCST. (K) Quantification of time spent in the chamber
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and (K‘) time spent sniffing (n = 9 mice per genotype; females only; ***p<0.0001, **p<0.01; *p<0.05; nsp>0.05; 1-way

ANOVA and Sidak’s multiple comparison test).

3 Methods

*Unless otherwise specified, experiments were performed by Lisa S. Knaus.

3.1 Experimental model and subject details

Animals

All animal protocols were approved by the Institutional Animal Care and Use

Committee at IST Austria and by the Bundesministerium für Bildung, Wissenschaft

und Forschung, Austria (approval number: BMBWF-66.018/0015-V/3b/2019). All

Experiments were performed on mice ranging from embryonic day (E) 12.5 to

postnatal day (P) 90. Embryonic time points were determined by plug checks after

timed matings, defining E0.5 as the morning after copulation. Animals were kept on a

12 h light/dark cycle (lights on at 7:00 am) and housed in groups of 3-4 animals per

cage, with food and water available ad libitum. Experiments were carried out under

specific pathogen-free conditions and the health status of the mouse lines was

routinely checked by a veterinarian. All transgenic mouse lines were back-crossed into

C57BL/6J background ≥2 times. Experiments were carried out using littermate pairs of

the same sex. Both, males and females were used for experiments. The

Slc7a5fl;Emx1-Cre conditional line was generated by crossing Slc7a5fl/fl mice with

animals expressing the Cre recombinase under the Emx1 promoter (B6.129S2

(Emx1tm1cre)Krj/J). In the Slc7a5fl (B6.129P2-Slc7a5tm1.1Daca/J) mouse line, exon

1, including the initiation codon, is flanked by two loxP sites. Slc7a5fl;Tie2-Cre

conditional animals were generated by crossing Slc7a5fl/fl     with Tie2-Cre mice. The

generation of the Tie2-Cre, Emx1-Cre and Slc7a5fl lines has been previously

described363,401,402. In addition, for this study we generated mosaic Slc7a5-MADM

(MADM-8GT/TG,Slc7a5;Emx1-Cre/+) mice with sparse green (GFP+) homozygous Slc7a5-/-

mutant, yellow (GFP+/tdTomato+) heterozygous Slc7a5+/-, and red (tdTomato+)

Slc7a5+/+ wild-type cells in an otherwise unlabeled heterozygous background. To this

end, Slc7a5fl were genetically linked to the MADM-8 TG cassette via meiotic

recombination as described previously389. The primer sequences for MADM-GT and
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MADM-TG cassettes for MADM-8 can be found in Contreras et al.389. The sequence

of all the other genotyping primers is given in Table S1.

Human subjects

For the human subjects (patients and their parents), written informed consent and

collection of data and samples were obtained according to a protocol approved by the

Ethics Committee of the Medical University of Vienna (protocol number 1443/2020).

Family 130 with two affected daughters (patients 130-1 and 130-2) was referred to

genetic counseling and testing in the Institute of Medical Genetics of Medical

University Vienna through a supporting Centre for Developmental Disabilities in

Vienna. Trio-WES analysis of both siblings and their parents identified compound

heterozygous pathogenic variants in the SLC7A5 gene: the previously described and

functionally assessed missense variant c.1124C>T, p.(Pro375Leu)310 and a novel

intragenic deletion of exons 5 to 10. Parents are heterozygous carriers. Patient 130-1

was born at term and showed microcephaly at birth (head circumference (HC) of 31

cm, -3 SD). Birth weight and height were normal. The microcephaly deteriorated

progressively to -5 SD (HC of 36.6 cm) at the age of 7 months. A premature closure of

fontanelles was observed from the age of 8 months. A surgical treatment

(frontobasal advancement) of presumed craniosynostosis was performed at the age of

12 months. The patient displayed pronounced muscular hypotonia and motor delay. At

the age of 3 years, the patient developed seizures, which could be successfully

treated with valproate. Brain MRI showed, in addition to microcephaly, pontocerebellar

and corpus callosum hypoplasia. At the time of the first genetic counseling, patient

130-1 was 9 years and 4 months old and presented with severe microcephaly and

growth retardation (HC 43 cm, -7 SD; height 109 cm, -4.5 SD and weight 17.1 kg, -4

SD). The patient could sit independently and stand with help but could not walk and

the speech was absent. The history and presentation of the younger sibling, patient

130-2, are essentially similar. The microcephaly was diagnosed at birth, progressively

deteriorating to -4.5 SD by the age of 6-7 months, followed by premature closure of

fontanelles. Pontocerebellar and corpus callosum hypoplasia were detectable by brain

imaging. At genetic counseling, patient 130-2 was 4 years and 4 months old and

displayed severe microcephaly (-6 SD), growth retardation (-5 up to -6 SD), global

developmental delay (independent sitting possible, no walking, absent speech) and
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autistic features. The first seizures occurred at the age of 6 years and are controlled

with anticonvulsive treatment. Before WES analysis an aCGH (Microarry-based

Comparative Genomic Hybridization) was carried out, providing inconspicuous results

for both patients.

3.2 Method details

Whole-exome sequencing analysis of patient samples

*performed by Maria Gerykova Bujalkova and Mateja Smogavec

Whole-exome sequencing: Whole-exome sequencing was performed for both affected

siblings and their healthy unrelated parents (extended Trio-WES). DNA samples were

prepared following the workflow of the TruSeq Exome Library Kit (Illumina) for the

enrichment of exonic regions. The final library was paired-end sequenced on an

Illumina NextSeq500 sequencer. Sequencing reads were aligned to GRCh37/hg19

using the Burrows Wheeler Aligner (BWA-MEM) and further processed in house

according to GATKs best practice protocol for calling single nucleotide variants,

insertions and deletions. The evaluation of the called variants was performed using

the program VarSeq from Golden Helix Inc®. Variants were classified according to the

American College of Medical Genetics and Genomics (ACMG) guidelines403. In

addition, a copy number variation (CNV) analysis was performed with the VarSeq

software by comparing the calculated coverage of each sequenced sample of Family

130 to the coverage data of previously analyzed in-house samples. Quantitative PCR

(qPCR): To verify the identified multiexonic deletion of SLC7A5 we performed a

quantitative PCR (qPCR) using CFX ConnectTM Real-Time PCR Detection System

(Bio-Rad) with primers spanning the deleted region. All primers were purchased from

Eurofins Genomics. The specificity of each primer set was monitored by a dissociation

curve. PCR reactions were performed in triplicate and normalized to PAPD5 and

PRKD1. Primer sequences are listed in Table S1.

Immunofluorescence

Immunofluorescent staining of adult mouse brain: Adult littermate animals were

anesthetized and transcardially perfused with 4% paraformaldehyde (PFA). After

dissection, brains were post-fixed in 4% PFA overnight and dehydrated using 30%

sucrose (in 1X phosphate buffered saline (PBS)). Dehydrated brains were sectioned at

30-40 μm on a Sliding Microtome SM2010R (Leica). Adult brain sections were
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stained free-floating. No antigen retrieval was performed unless specifically

recommended in the primary antibody datasheet. Sections were washed in 1X PBS

and blocked with 4% normal donkey or goat serum in 0.3% Triton X-100. Primary

antibodies were diluted in blocking solution and incubated overnight on a horizontal

shaker at 4°C. After 14-16h, the sections were washed and a species-specific

secondary antibody was added for 2 h at room temperature (RT). For nuclear

counterstaining, 300 nM DAPI (Life Technologies) in 1X PBS was applied. Sections

were mounted on SuperFrost Plus™ Adhesion slides (Epredia™) using DAKO

fluorescent mounting medium (Dako). Immunofluorescent staining of embryos and

early postnatal brain: In brief, embryos were decapitated and the head was immersion-

fixed for 24h in 4% PFA at 4°C. Pups (P0-P10) were decapitated and the brain was

dissected. After dissection, the brain was immersion-fixed as described above. After

fixation the samples were dehydrated in 30% sucrose (in 1X PBS) and embedded in

Tissue-Tek® O.C.T. Compound (Sakura® Finetek). Brains were sliced on a CryoStar

NX70 cryostat (Thermo Scientific™) and directly mounted on SuperFrost Plus™

Adhesion slides (Epredia™). Immunofluorescence stainings were performed directly

on the slides using a humidity chamber. The detailed staining procedure is stated in

the section above. A detailed list of used primary and secondary antibodies is provided

in Table S1. Quantification: To examine cortical layering, the thickness of Cux1+ cell

layer and the Ctip2+ cell layer was measured at three defined points of each cortical

hemisphere (n= 3 littermate animals per genotype, at least 4 images per mouse). The

density of upper or lower layer neurons was quantified by normalizing the number of

Ctip2+ or Cux1+ cells to the total number of DAPI+ cells within a defined square. To

assess the number of apoptotic cells, Cl-Caspase-3+ cells were quantified in coronal

brain sections. The number of apoptotic cells located in the cortex was normalized to

the total number of Cl-Caspase-3+ cells quantified in subcortical regions (n= 3

littermate animals per genotype, at least 5 images per mouse). To assess the number of

inhibitory neurons, the number of Parvalbumin+ cells was quantified per cortical layer

and normalized to the absolute number of Parvalbumin+ cells per cortical column

(n= 3 littermate animals per genotype, at least 5 images per mouse). Potential changes

in astrocyte and microglia numbers were monitored by quantifying the number of

Gfap+ or Iba1+ cells per cortical column. The numbers were normalized to the size of

the selected area (n= 3 littermate animals per genotype, at least 5 images per animal).
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Image acquisition: Images were acquired using a Zeiss LSM800 inverted confocal

microscope and analyzed in ImageJ404.

Immunohistochemistry stainings

Nissl staining: Adult animals were transcardially perfused with 4% PFA. The brains

were dissected and post-fixed overnight in 4% PFA at 4°C. P0-1 brains were

immersion fixed in 4% PFA for 24h at 4°C. The fixation was followed by a dehydration

step in 30% sucrose (in 1X PBS). P0-1 coronal sections were obtained at the CryoStar

NX70 cryostat (Thermo Scientific™). Adult coronal sections at 40 μm thickness were

obtained using a Sliding Microtome SM2010R (Leica). Sections were mounted on

SuperFrost Plus™ Adhesion slides (Epredia™) and air-dried for >2h at room

temperature. Sections were cleared for 10 min using RotiHistol (Carl Roth) and

dehydrated using graded absolute ethanol (abs. EtOH) steps: 30%, 50%, 70%, 90%,

96%, 90% and abs. EtOH (3-5 min each). The section were stained using a 1% Cresyl

Violet (Sigma Aldrich) in abs. EtOH. After staining, slices were de-stained using 2%

acetic acid in abs. EtOH. After several washes in EtOH, sections were immersed in

RotiHistol (Carl Roth) and mounted using DPX mountant (Sigma Aldrich). Image

acquisition: Images were obtained at an Olympus slide scanner VS120 and quantified

using ImageJ (n=3 per genotype, at least 4 images per mouse).

Golgi-Cox staining: Golgi-Cox staining was performed using the FD Rapid GolgiStain

KitTM (FDNeurotechnologies) kit. After three weeks of impregnation in the staining

solutions provided by the kit, brains were sliced coronally (120 μm) using a Vibratome

VT 1200S (Leica). The sections were mounted onto 1% gelatinized slides. After drying

the samples were dehydrated through graded EtOH steps and cleared using RotiHistol

(Carl Roth). Coverglasses were mounted with DPX mountant (Sigma Aldrich). Image

acquisition: A Nikon Eclipse Ti2 microscope (40x objective) was used to acquire

images of LII/III pyramidal neurons of the somatosensory cortex (12 neurons per brain,

n=3 per genotype). For analysis, single pyramidal neurons were manually traced using

Imaris software x64 v9.3.1, followed by quantification of average filament area,

filament length and Sholl intersections.

RNAscope Assay

Spatial gene expression analysis was performed using the RNAscope®405 Multiplex

Fluorescent v2 Assay (ACD) kit including specific probes targeting Slc7a5 mRNA
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(ACD; Cat.# 472571 and Cat.# 461031). Sample preparation: P2 mice were

decapitated and the brain was dissected rapidly on ice. The cerebellum was removed

and the brain was embedded in pre-cooled Tissue-Tek® O.C.T. Compound (Sakura®

Finetek) and stored at -80°C until further used. Tissue was sliced at 10 µm at a

CryoStar NX70 cryostat (Thermo Scientific™) and directly mounted on SuperFrost

Plus™ Adhesion slides (Epredia™). Sections were stored at -80°C. RNAscope®

assay: The assay was performed according to the instructions provided by the

RNAscope® Multiplex Fluorescent v2 Assay kit. In brief, sections were fixed in 4°C

cold 4% PFA and further pre-treated employing a H2O2- and protease-digestion. After

the pre-treatment, sections were incubated with the probe targeting the mRNA of

interest. Probes were further hybridized to a cascade of signal amplification molecules,

followed by a hybridization with a dye-labelled probe (Akyoa Sciences). After the

hybridization steps, sections were stained with a nuclear counterstain and mounted

using ProLong™ Gold Antifade Mountant (Invitrogen™). Image acquisition: Images

were acquired at a LSM800 confocal microscope using 10X, 20X and 65X objectives.

Isolation and quantification of MADM-labelled tissue

Tissue harvesting: P0 and P5 animals were decapitated, brain was isolated and fixed in

4% PFA overnight at 4°C. From P6 onwards, mice were transcardially perfused

using 4% PFA. Brains were post-fixed in 4% PFA overnight to ensure complete

fixation. Brains were cryopreserved with 30% sucrose in 1X PBS for approximately 48

h and were then embedded in Tissue-Tek® O.C.T. Compound (Sakura® Finetek). 40

µm coronal frozen sections were cut on a Sliding Microtome SM2010R (Leica), and

mounted on SuperFrost Plus™ Adhesion slides (Epredia™). Next, sections were

stained with 300 nM DAPI (Life Technologies). The coverglass was mounted using

DAKO fluorescent mounting medium (Dako). Image acquisition: Images were acquired

using a Zeiss LSM800 inverted confocal, Olympus Slidescanner VS120 or Nikon

Eclipse Ti2. Images were post-processed and analyzed in Zen Blue 2.6 software and

ImageJ. Quantification: The number of MADM-labelled green, red and yellow neurons

within the somatosensory cortex was quantified according to their localization within

the different cortical layers. The ratio between green and red neurons was calculated

per animal (>10 hemispheres per animal; n=6 mice per genotype).
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Electron microscopy

*sample preparation performed by ISTA Electron microscopy facility

Sample preparation: P2 mice were decapitated and the brain was dissected, washed in

0.1M PB, dropped into EM suitable fixative (2.5% glutaraldehyde and 2% PFA in 0.1M

PB) and fixed for 10 min using a BioWave Pro+ microwave (Pelco). Fixed brains were

sliced at a Leica Vibratome VT 1200S (100 µm). Sections were placed in 1% osmium

tetroxide in 0.1M PB solution, followed by 1% uranyl acetate in 50% EtOH. This step

was followed by a dehydration protocol with ascending EtOH concentration (50%, 70%,

90%, 96% and 2x 100%). Samples were then placed into propylene oxide, followed by

consecutive incubations in 1:2, 1:1 and 2:1 Durcupan:propylene oxide

solutions and an overnight incubation in Durucupan. After the treatment, samples were

mounted on siliconized coverslips, placed on a heating plate for 30 min at 37°C,

followed by 48 h at 60°C to allow the polymerization of the resin. The region of interest

(layer II/III somatosensory cortex) was cut and re-embedded in a resin block for further

slicing. Ultrathin serial section (70 nm) ultrathin serial sections were cut using an UC7

ultramicrotom (Leica Microsytems), collected on formvar-coated copper-slot grids and

examined in FE-SEM. Image acquisition: Images were acquired on a Tecnai T10

transmission electron microscope at 24000X magnification.

Western Blot

Sample preparation: Mice at different developmental time points were decapitated, the

cortex was dissected on ice, snap frozen and stored at -80°C until further used. For

protein extraction cortices were homogenized in ice-cold lysis buffer (20mM Tris-HCl

pH:8, 137mM NaCl. 10% Glycerol, 0.1% NP-40, 1mM EDTA, 9.5mM NaF, 10mM PPi

(Sodium pyrophosphate dibasic), 1mM Na3Vo4) plus cOmplete™ Protease Inhibitor

(Roche). Samples were kept on ice for 20 min followed by a centrifugation step at 500g

for 10 min at 4°C. The supernatant was transferred into a fresh tube and centrifuged at

max speed for 20 min at 4°C. The lysates were again transferred into a fresh tube,

aliquoted and stored at -80°C. Protein concentration was determined using the

Pierce™ BCA Protein Assay Kit (Thermo Fisher). Western Blot assay: Samples were

diluted with 2X Laemmli buffer (10% SDS, 20% Glycerol, 100mM Tris-Cl (pH 6.8),

Bromophenol blue, 3% Pierce™DTT), denatured at 65°C for 10 min and separated

using 8-12% SDS-PAGE gels. 25-50 μg of protein per sample were loaded. Proteins

were blotted to an Immobilon®-P PVDF Membrane (Merck) for 1-2 h at 4°C with 300
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mA constant current using a Bio-Rad immunoblot apparatus. The membranes were

blocked using 2.5% Bovine serum albumin (BSA) in 1X Tris-buffered Saline + 0.1%

Tween (TBST) for 1h at room temperature. Primary antibodies were diluted in blocking

solution and the membranes incubated overnight at 4°C on a horizontal shaker. After

several washes with 1X TBST, the secondary anti-IgG antibodies coupled to

horseradish peroxidase (HRP) were diluted in blocking solution and the membranes

incubated for 1h at RT. Signal detection: Detection was carried out using Pierce™

ECL Western Blotting Substrate (ThermoFisher) or SuperSignal™ West Pico PLUS

Chemiluminescent Substrate (ThermoFisher) in combination with the Amersham

Imager 680 (GE Healthcare).

Untargeted metabolomic of whole cortical tissue

*sample analysis performed by VBCF metabolomics core facility

Sample preparation: Mice were decapitated and the brains dissected on ice. Cortices

were collected in 2ml Eppendorf tubes, washed with 1ml ice-cold 1X PBS, weighed

and stored at -80°C until further processed. Metabolite extraction: Ice-cold solvent

mixture (methanol:acetonitrile:H2O (2:2:1, v/v) MS-grade; cooled to -20°C) was added

to the tissue and homogenized for 1 min using Bel-Art® disposable pestles. The

homogenization was followed by a sonication step of 5 min in a water bath sonicator.

The samples were incubated for 1 h at -20 °C, followed by a centrifugation step at

14,000g for 3 min at 4°C. The supernatant was transferred into a 1.5-ml

microcentrifuge tube and stored at -20°C and the pellet was re-suspended in ice-cold

solvent (methanol:acetonitrile:H2O (2:2:1, v/v)). After vortexing, the pellet was

incubated for another hour at -20°C and then centrifuged at 14,000g for 3 min at 4°C.

The resulting supernatant was combined with the supernatant obtained in the previous

centrifugation step and incubated for 2 h at -20°C. This was followed by a last

centrifugation step at 14,000g for 10 min at 4°C. The supernatant was again

transferred to a new 1.5-ml microcentrifuge tube, snap frozen and stored at -80°C.

Sample analysis: Extracts were thawed on ice and centrifugated for 5 min at 15,000g.

10 μL of each sample were pooled and used as a quality control (QC) sample.

Samples were randomly assigned into the autosampler and injected on the respective

phase system. For HILIC (hydrophilic interaction chromatography), an iHILIC®-(P)

Classic, PEEK column, (100mm x 2.1mm, 5µm) with a precolumn (HILICON) was

used. A 26 min gradient from 90% A (acetonitrile) to 80% B (25 mM ammonium
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bicarbonate in water) was used, employing a flow rate of 100 µL/min delivered through

an Ultimate 3000 HPLC system (Thermo Fisher). After the analysis by HILIC-MS/MS,

samples were analyzed with reversed phase chromatography (RP). Here, an

ACQUITY UPLC HSS T3 column (150mm x 2.1mm; 1.8 μm) with VanGuard

precolumn (Waters Corporation) was used. A 20 min gradient of 99% A (0.1% formic

acid in water) to 60% B (acetonitrile with 0.1% formic acid) was employed using the

same HPLC system and flow rate. In both cases, metabolites were ionized via

electrospray ionization in polarity switching mode after HILIC separation and in

positive polarity mode after RP separation. Sample spectra were acquired by data-

dependent high-resolution tandem mass spectrometry on a Q-Exactive Focus

(Thermo Fisher Scientific™). The ionization potential was set to +3.5/-3.0 kV, the sheet

gas flow was set to 20, and an auxiliary gas flow of 5 was used. Samples were

analyzed in a randomized fashion and QC samples were additionally measured in

confirmation mode to obtain additional MS/MS spectra for identification. Obtained data

sets were processed by Compound Discoverer software v3.0 (Thermo Fisher

Scientific™). Compound annotation was performed with a mass accuracy of 3 ppm for

precursor masses and 10 ppm for fragment ion masses searched in public spectral

databases as well as our in-house spectral library. Experimentally obtained retention

times were used for the validation of metabolite identifications.

Targeted intracellular metabolomics

*sample analysis performed by VBCF metabolomics core facility

Sample preparation: P2 mice were decapitated, the cortices dissected on ice and the

meninges and hippocampus removed. The tissue was dissociated according to the

protocol provided by the Papain Dissociation System (Worthington Biochemical Corp.)

kit to obtain a single cell suspension. In brief, cortices were moved to 50 ml TPP®

TubeSpin Bioreactor tubes (Merck) and incubated in papain for 30 min at 37°C in a

shaking water bath. After several dissociation steps, cells were pelletized at 200g for 8

min at room temperature and re-suspended in EBSS + 1%BSA. The cell suspension

was stored on ice while the live cell count was determined using a TC20 Automated

Cell Counter (Bio-Rad). Metabolite extraction: 1x106 cells per sample were transferred

into a 1.5 ml Eppendorf tube and centrifuged at 200g for 8 min at 4°C using a tabletop

centrifuge. The supernatant was removed and 100µl ice-cold solvent mixture

(methanol:acetonitrile:H2O (2:2:1, v/v) MS-grade; cooled to − 20°C) was added to the
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pellet. The cells were mechanically homogenized with a P1000 pipette for 1 min and

then sonicated for 5 min in a water bath sonicator. Samples were further processed as

described for the untargeted metabolomics analysis and stored at -80°C until

analyzed. Sample analysis: Polar metabolites were analyzed using HILIC-LC-MS/MS.

Each sample was injected onto an iHILIC®-(P) Classic, PEEK column, (100mm x

2.1mm, 5µm) with a precolumn (HILICON). An Ultimate 3000 HPLC system (Dionex,

Thermo Fisher Scientific™) was used, employing a flow rate of 100 µl/min and directly

coupled to a TSQ Quantiva mass spectrometer (Thermo Fisher). A 15-minute gradient

from 14% B to 80% B (A: 95% acetonitrile 5% 10 mM aqueous ammonium acetate; B: 5

mM aqueous ammonium bicarbonate) was used for separation. The following

transitions were used for quantitation in the negative ion mode (2.8 kV): pyruvate: 87

m/z → 43 m/z, lactate: 89 m/z → 43 m/z, taurine: 124 m/z → 80 m/z, ketoleucine: 129

m/z → 85 m/z, α-ketoglutaric acid: 145 m/z → 101 m/z, AMP: 346 m/z → 79 m/z, IMP:

347 m/z → 79 m/z, ADP: 426 m/z → 134 m/z, ATP: 506 m/z → 159 m/z, NAD: 662

m/z → 540 m/z, NADH: 664 m/z → 408 m/z, NADP: 742 m/z → 620 m/z, NADPH: 744

m/z → 426 m/z, CoA: 766 m/z → 408 m/z, Acetyl-CoA: 808 m/z → 408 m/z and in the

positive ion mode (3.5kV) GSH: 308 m/z → 408 m/z, GSSG: 613 m/z → 355 m/z and

SAM: 399 m/z → 250 m/z. The remaining metabolites were quantified by reverse

phase LC-MS/MS, injecting 1 µl of the metabolite extract onto a RSLC ultimate 3000

(Thermo Fisher) directly coupled to a TSQ Altis mass spectrometer (Thermo Fisher)

via electrospray ionization. A Kinetex C18 column was used (100 Å, 150 x 2.1 mm),

employing a flow rate of 80 µl/min. A 7-minute-long linear gradient was used from 99% A

(1 % acetonitrile, 0.1 % formic acid in water) to 60% B (0.1 % formic acid in

acetonitrile). Liquid chromatography-tandem mass spectrometry (LC-MS/MS) was

performed by employing the selected reaction monitoring (SRM) mode of the

instrument in the positive ion mode, using the transitions 156 m/z → 110 m/z

(histidine), 175 m/z → 70 m/z (arginine), 241 m/z → 74 m/z (cystine), 76 m/z → 30

m/z (glycine), 133 m/z → 70 m/z (ornithine), 175 m/z → 74 m/z (asparagine), 106 m/z
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→ 60 m/z (serine) 120 m/z → 74 m/z (threonine), 147 m/z → 84 m/z (lysine), 147 m/z

→ 130 m/z (glutamine), 148 m/z → 84 m/z (glutamic acid) 90 m/z → 4 m/z (alanine

and sarcosine), 104 m/z → 84 m/z (GABA), 176 m/z → 159 m/z (citrulline), 116 m/z

→ 70 m/z (proline), 118 m/z → 72 m/z (valine), 150 m/z → 133 m/z (methionine), 132

m/z → 86 m/z (isoleucine and leucine), 182 m/z → 136 m/z (tyrosine), 166 m/z → 103

m/z (phenylalanine), 205 m/z → 188 m/z (tryptophane), 134 m/z → 74 m/z (aspartic

acid) 177 m/z →160 m/z (serotonin) and 154 m/z → 137 m/z (dopamine). For all

transitions, the optimal collision energy was defined by analyzing pure metabolite

standards. LC-MSMS chromatograms were interpreted using TraceFinder (Thermo

Fisher). After LC-MS/MS analysis, retention times were verified by standard addition of

pure compounds to arbitrarily selected samples, validating experimental retention

times with the respective pure substances. Statistical analysis: Raw peak areas were

normalized using the probabilistic quotient normalization method as described in

Dieterle et al.406 implemented using pandas 1.3.5407 and numpy 1.22.4408. P-values

were computed using an unpaired two-tailed t-test and corrected using the Benjamini-

Hochberg procedure implemented in statsmodels 0.13.1409.

Parallel untargeted lipidomics and metabolomics

*sample analysis performed by EMBL metabolomics facility

Sample preparation: P2 mice were decapitated, cortices dissected on ice and the

meninges and hippocampus removed. The left hemisphere was immediately

transferred into a 1.5ml Eppendorf-tube and snap frozen for whole tissue

lipidomics/metabolomics. The right hemisphere was dissociated with the Papain

Dissociation System (Worthington Biochemical Corp.) kit and used to obtain the

cellular lipidome/metabolome. Dissociation protocol is described in the previous

section. Lipid and metabolite extraction: For lipid and metabolite extraction, samples

were treated as described in the section above. Ice-cold isopropanol:H2O (90% - 10%,

v/v) was used as a solvent. EquiSPLASH™ LIPIDOMIX® Quantitative Mass Spec

Internal Standards (Avanti Polar Lipids) and Metabolomics Amino Acid Mix Standards

(Cambridge Isotope Laboratories) were added as internal standards to the solvent.
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Sample analysis: LC-MS/MS analysis was performed on a Vanquish UHPLC system

coupled to an Orbitrap Exploris 240 high-resolution mass spectrometer (Thermo

Fisher Scientific™) in positive and negative ESI (electrospray ionization) mode. All

experimental samples were measured in a randomized manner. Pooled quality control

(QC) samples were prepared by mixing equal aliquots from each processed sample.

Multiple QCs were injected at the beginning of the analysis in order to equilibrate the

LC-MS system. A QC sample was analysed after every 5th experimental sample to

monitor instrument performance throughout the analytical sequence. For

determination of background signals and subsequent background subtraction, an

additional processed blank sample was recorded. Data was processed using MS-

DIAL410 and raw peak intensity data was normalized via internal standards or total ion

count of all detected analytes411. Feature identification was based on accurate mass,

isotope pattern, MS/MS fragment scoring and retention time matching to an in-house

library (metabolomics) and the MS-DIAL LipidBlast library (lipidomics). Analysis of

untargeted metabolomics data: Chromatographic separation was carried out on an

Atlantis Premier BEH Z-HILIC column (Waters; 2.1 mm x 100 mm, 1.7 µm) at a flow

rate of 0.25 mL/min. The mobile phase consisted of water:acetonitrile (9:1, v/v; mobile

phase phase A) and acetonitrile:water (9:1, v/v; mobile phase B), which were modified

with a total buffer concentration of 10 mM ammonium acetate (negative mode) and 10

mM ammonium formate (positive mode), respectively. The aqueous portion of each

mobile phase was pH-adjusted (negative mode: pH 9.0 via addition of ammonium

hydroxide; positive mode: pH 3.0 via addition of formic acid). The following gradient

(20 min total run time including re-equilibration) was applied (min/%B): 0/95, 2/95,

15/50, 14/60, 14.5/50, 16.5/50, 16.8/95, 20/95. Column temperature was maintained

at 40°C, the autosampler was set to 4°C and sample injection volume was 5 µL.

Analytes were recorded via a full scan with a mass resolving power of 120,000 over a

mass range from 60 – 900 m/z (scan time: 100 ms, RF lens: 70%). To obtain MS/MS

fragment spectra, data-dependant acquisition was carried out (resolving power:

15,000; scan time: 22 ms; stepped collision energies [%]: 30/50/150; cycle time: 600

ms). Ion source parameters were set to the following values: spray voltage: 4100 V /

3500 V, sheath gas: 30 psi, auxiliary gas: 5 psi, sweep gas: 0 psi, ion transfer tube

temperature: 350°C, vaporizer temperature: 300°C. Analysis of untargeted lipidomics

data: Chromatographic separation was carried out on an ACQUITY Premier CSH C18

column (Waters; 2.1 mm x 100 mm, 1.7 µm) at a flow rate of 0.3 mL/min. The mobile

66



phase consisted of water:acetonitrile (40:60, v/v; mobile phase phase A) and

isopropanol:acetonitrile (9:1, v/v; mobile phase B), which were modified with a total

buffer concentration of 10 mM ammonium acetate + 0.1 % acetic acid (negative mode)

and 10 mM ammonium formate + 0.1% formic acid (positive mode), respectively. The

following gradient (23 min total run time including re-equilibration) was applied

(min/%B): 0/15, 2.5/30, 3.2/48, 15/82, 17.5/99, 19.5/99, 20/15, 23/15. Column

temperature was maintained at 65°C, the autosampler was set to 4°C and sample

injection volume was 5 µL (dissociated cells) and 1 µL (tissue samples). Analytes were

recorded via a full scan with a mass resolving power of 120,000 over a mass range

from 200 – 1500 m/z (scan time: 100 ms, RF lens: 70%). To obtain MS/MS fragment

spectra, data-dependant acquisition was carried out (resolving power: 15,000; scan

time: 54 ms; stepped collision energies [%]: 25/35/50; cycle time: 600 ms). Ion source

parameters were set to the following values: spray voltage: 3250 V / 3000 V, sheath

gas: 45 psi, auxiliary gas: 15 psi, sweep gas: 0 psi, ion transfer tube temperature:

300°C, vaporizer temperature: 275°C.

Proteomic analysis

*sample analysis performed by ISTA Proteomics core facility

Sample preparation for the proteomics analysis of whole cortical tissue: P5 mice were

decapitated, the cortices dissected on ice, the hippocampus was removed and the

samples stored at -80°C until used for further steps. Sample preparation for the

proteomics analysis of Slc7a5 co-immunoprecipitation from neural cell membranes:

Lysates enriched for cell membranes were obtained based on the protocol modified

from Lee et al.412. Brief, P5 Slc7a5fl/fl;Tie2-Cre+ animals were used to ensure that the

precipitated Slc7a5 is derived from neural cells-only. Animals were decapitated and

the brain was dissected on ice. Hippocampus and meninges were removed. The

cortex was homogenized in ice-cold solution A (pH7.4; 5mM HEPES; 0.32M

sucrose;1mM NaHCO; 1mM MgCl; 0.5 mM CaCl; ddH2O) using a teflon-homogenizer

on ice. 150µl of the fresh lysate was transferred into a separate tube and 1% NP-40

was added (=L1 - whole lysate). The remaining sample was centrifuged in a table-top

centrifuge at 1400 g for 10 min at 4°C. The supernatant was transferred to a fresh

1.5ml tube. Solution A was added to the pellet and homogenized with a pipette. The

homogenate was centrifuged at 700 g for 10 min at 4°C. The two supernatants were

combined, transferred into 13.2ml Thinwall Ultra-Clear™ Tubes (Beckman Coulter)
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and centrifuged at 13.800x g (RCF) for 10 min using an OPTIMA-XPN 100

ultracentrifuge. 150µl of the supernatant + 1%NP-40 were transferred into a fresh tube

(=S2- cytosolic fraction). To obtain the membrane fraction of the sample (=M1), the

pellet was re-suspended in solution B (pH8.0; 6mM Tris-HCl, 0.32M sucrose; 1mM

NaHCO; ddH2O), mechanically homogenized with a pipette and 1% NP-40 was added.

The protein concentration of L1, S2 and M1 fractions was determined using the

Pierce™ BCA Protein Assay Kit (Thermo Fisher Scientific). The samples were snap-

frozen and stored at -80°C. Only fraction M1 was further used for the co-

immunoprecipitation experiment. Co-immunoprecipitation was performed using

Protein A Magnetic beads (Abcam) and a DynaMag™-2 Magnet (Invitrogen™) rack.

The beads were washed and equilibrated using IP-lysis buffer (50 mM Tris-HCl (pH

8.0); 120 mM NaCl; 0.5% NP-40; 1 mM EDTA). 800µg of total protein per sample

were used as input. Crude lysates were pre-cleared to eliminate proteins, which

unspecifically bind to the beads. In detail, the samples were incubated with pre-

washed beads for 2 hrs on a rotating rack at 4°C. After incubation a magnetic field was

applied using the DynaMag™-2 Magnet rack to collect the pre-cleared lysate. During

the 2hrs pre-clearing step, pre-washed beads were incubated in lysis buffer with either

normal rabbit igG control (Cell Signaling Technologies) or the anti-LAT1 (Slc7a5)

antibody (25µg of antibody per sample) rotating at 4°C. After 2 hrs the conjugated

beads were washed twice and re-suspended in IP-lysis buffer w/o NP-40 (50 mM Tris-

HCl (pH 8.0); 120 mM NaCl; 1 mM EDTA). After this step die actual pull-down was

performed by incubating the pre-cleared lysate over night with i) beads conjugated to

the primary anti-LAT1 (Slc7a5) antibody (IP+) and ii) beads conjugated to the IgG

control (IP-) at 4°C on a rotating rack. On the next day IP+ flow through was collected

using the magnetic rack. The beads were washed using IP-lysis buffer and gently

vortexed. The samples were moved on the magnetic rack again and the supernatant

was removed. The beads were washed and re-suspended in IP-lysis buffer w/o NP-

40. The IP+ and IP- samples were further used for mass spectrometry analysis. Mass

spectrometry analysis: All samples were processed with the iST-NHS kit from

PreOmics GmbH. Modified protocols for on-beads digest (lysis for 10 min at 60°C) or

whole tissue (sonication for 10*30s in a Bioruptor sonicator in presence of 50 mg

Protein Extraction beads (Diagenode)) were used for co-IP samples and tissue

samples, respectively. Digestion time was 2h for samples from co-IP experiments, 3.5

h for tissue samples. Two TMT-10plex kits were used (lot VK306785 for the whole
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lysate dataset, lot WC306775 for the co-IP dataset). Samples were cleaned up and

combined. The whole lysate TMT sample was fractionated by offline High

pH Reversed Phase fractionation into 48 fractions (A: de-ionized water + 10 mM

NH4OH; B: 90% LC-grade Acetonitrile + 10 mM NH4OH; flow: 0.15 mL/min; 0-4 min:

1% B, 115 min: 25%, 140 min: 40%, 148 min: 75%, maintained for 12 min, followed

by 45 min equilibration at 1% B). Unfractionated co-IP samples and whole lysate

fractions were vacuum-dried overnight then re-dissolved in LC-LOAD (co-IP samples)

and sent for MS analysis. LC-MS/MS analysis: All samples were analyzed by LC-

MS/MS on an Ultimate 3000 nano-HPLC (Dionex) coupled with a Q-Exactive HF

(Thermo Fisher Scientific™). Chromatographic method: peptide samples were loaded

onto a GEN1 uPAC column (Pharmafluidics; Thermo Fisher Scientific™); solvent A:

H2O, 0.1% formic acid; solvent B: 80% acetonitrile in H2O, 0.08% formic acid;

gradients: tissue fractions, 2% to 44% B in 60 min; co-IP dataset, 2% to 31% (155

min) then 44% B (180 min); Mass Spectrometry method: Data-Dependent acquisition

(Full MS / dd-MS2); MS1: 1 microscan, 120,000 resolving power, 3e6 AGC target, 50

ms maximum IT, 380 to 1,500 m/z, profile mode; up to 20 data-dependent MS2 scans

per duty cycle, excluding charges 1 or 8 and higher, dynamic exclusion window 10s

(60 min gradient) or 60s (180 min gradients); isolation window 0.7 m/z, fixed first mass

100 m/z, resolving power 60,000, AGC target 1e5, maximum IT 100 ms, (N)CE 32.

Data analysis: Each dataset was independently searched in MaxQuant413 (1.6.17.0 for

whole tissues, 2.0.1.0 for co-IPs) against a Mus musculus fasta database downloaded

from UniProtKB. Fixed modification was set to C6H11NO. Variable modifications were

set to include Acetyl (protein N-term), Oxidation (M), Gln->pyroGlu and Deamidation

(NQ) and, for whole tissue, Phospho (STY). Match-between-runs and second peptides

were set to active. All FDRs were set to 5% (whole tissue) and 1% (co-IPs). Each

MaxQuant output evidence.txt file was then re-processed separately in R using in-

house scripts. Evidence reporter intensities were corrected using the relevant TMT

lot's purity table, scaled to parent peptide MS1 intensity and then normalized using the

Levenberg-Marquardt procedure. The long format evidence table was consolidated

into a wide format peptidoforms table, adding up individual values where necessary.

Peptidoform intensity values were log10 transformed. Values were re-normalized

(Levenberg-Marquardt procedure). Protein groups were inferred from observed

peptidoforms, and, for each group, the estimated expression values across samples

were calculated by averaging individual peptidoform log10 intensity vectors, scaling
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the vector to reflect the intensity level of the most intense peptidoform according to the

best flyer hypothesis (phospho-peptides and their unmodified counterpart peptide

were excluded). Peptidoform and protein group log2 ratios were calculated: to the

corresponding control sample (IP- performed on the same individual) for co-IPs, or to

the average reference (WT) sample (whole lysate dataset). Statistical significance was

tested with the limma package414Seurat v4.2, performing both a moderated t-test and

an F-test. The Benjamini-Hochberg procedure was applied to compute significance

thresholds at various pre-agreed FDR levels. Regardless of the test, protein groups

with a significant p-value were deemed to be regulated if their absolute log2 fold

change (= logFC) was greater than 95% of control to average control logFC. During

the analysis phase, two out of five mutant samples from the cortical lysates dataset

behaved as outliers and were excluded from further analysis. Protein groups were

annotated with GO terms, applying a term if it, or one of its offspring terms, was found

among the annotations of any protein accession which could explain all peptides in

the group. GO enrichment analysis was performed using an in-house script built

around the topGO package v2.50.0, comparing separately for each contrast all up- or

down-regulated proteins, or both, against the background of all identified protein

groups.

Bulk RNA-sequencing of cortical tissue

Sample preparation: P1-P2 pups were decapitated and the brains were dissected on

ice under RNAse free conditions. Total RNA of one cortical hemisphere was extracted

using TRIzol™ Reagent (Invitrogen™) and chloroform (Sigma Aldrich), followed by

centrifugation at 12000 g for 15 min at 4°C. The upper phase was transferred to a

fresh tube and 1.5 volumes of 100% EtOH were added. Total RNA was purified by

using the RNA Clean&Concentrator-5 prep Kit (Zymo Research). The samples were

further treated with RQ1 RNase-Free DNase (Promega) as described in the kit

instructions manual. RNA concentration and quality was assessed by using the

NanoDrop spectrophotometer (Thermo Fisher Scientific) and the Bioanalyzer 2100

with the RNA 6000 Nano kit (Agilent). cDNA libraries were generated with the SENSE

mRNA-Seq Library Prep Kit V2 (Lexogen) using 1.5 µg total RNA. The quality of the

generated libraries was monitored by using the High Sensitivity DNA Analysis Kit

(Agilent) and the Bioanalyzer 2100. Libraries were sequenced on an Illumina HiSeq

2500 instrument. Analysis: De-multiplexed raw reads were trimmed before alignment
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using the FASTX toolkit v0.0.14. Trimmed reads were aligned to the mouse genome

using STAR415 v2.5.4 (genome: GrCm38, gene annotation: Gencode release M8).

Read counts per gene were quantified using STAR. The aligned sequencing data were

uploaded to the public server at usegalaxy.org416. Differential expression analysis was

performed in usegalaxy.org using the Bioconductor package DESeq2417 v1.34.0 using

an FDR threshold of 0.05. Gene Ontology enrichment analysis was performed using

the Bioconductor package GOstats418 v2.36.0 with a p-value cutoff of 0.001 and

conditional testing enabled.

Analysis of the untargeted metabolomics dataset

*performed by Daniel Malzl

Combining hydrophilic interaction and reversed phase chromatography results and

filtering: Measurement of metabolites was done by LC-MS using hydrophilic interaction

liquid chromatography (HILIC) or reversed phase chromatography (RP). The two

analyses returned overlapping metabolites. Assuming quantifications in RP would

align with quantifications in HILIC, we combined HILIC and RP by adding to the HILIC

data those metabolites that were detected by RP but not by HILIC. Subsequently, the

combined data were filtered to retain only those metabolites that were mapped to a

KEGG ID. Data visualization was performed using Seaborn v0.11.2419 and Matplotlibs

v3.5.2420. Principal component analysis: Principal component analysis was conducted

in Python using scikit-learn v1.1.2421. Metabolite time course analysis: Time course

analysis was conducted on the combined and filtered metabolomics data. In brief, the

mean abundance of the metabolites in WT and KO at each time point was computed

and resulting averages were normalized to values between 0 and 1 such that the

maximum abundance over time is 1 and the minimum abundance over time is 0. This

was done for each metabolite in each genotype separately. Differential dynamics of

metabolites between the genotypes were assessed by computing the Pearson

correlation coefficient r between normalized trajectories in WT and KO where

metabolites with r < 0.975 were considered to show differing dynamics422. For

visualization purposes metabolites were manually annotated to five main metabolic

pathways. Grouping of metabolites based on trajectories: Normalized trajectories of

WT and mutants were grouped using a gaussian mixture model (GMM) with six

components (implemented in scikit-learn v1.1.2421). The optimal number of

components was assessed with the Bayesian information criterion. Ternary plot
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generation: Raw time point values for each metabolite in the combined and filtered

data were averaged over replicates and normalized to sum to 1. These values were

then plotted using the python-ternary library v1.0.8. Metabolic pathway enrichment:

For classical pathway enrichment analysis, list of pathway annotations of classes

‘metabolism’ and ‘information processing’ were retrieved from the Kyoto Encyclopedia

of Genes and Genomes (KEGG). Enrichment analysis was conducted by assessing

the significance of overlap between a given set of metabolites and a pathway with

Fisher’s exact test and subsequent multiple testing adjustment using the Benjamini-

Hochberg procedure using an FDR of 0.05.

Analysis of single-cell RNA sequencing data

*performed by Florian M. Pauler

Raw data: DiBella et al.423: Raw data was obtained from GEO (developmental age

given in brackets): GSM4635077 (E16), GSM4635080 (P1), GSM4635081 (P1),

GSM4635078 (E18), GSM4635079 (E18), GSM5277845 (P4). Metadata was obtained

from Broad Institute Single Cell Portal (https://singlecell.broadinstitute.org/single_cell

on 03/2022). Cell types CThPN, SCPN were grouped with DL CPN. Yuan et al.424:

Raw counts and meta data was obtained from GEO, accession number GSE204759.

Analysis: All analyses were performed using R (v4.1.2) and Seurat425 Neuron (v4.1.0).

One Seurat object was created for each sample using function CreateSeuratObject

with parameters: min.cells = 3, min.features = 200. Expression data was normalized

using function NormalizeData with standard parameters. Where applicable (E18, P1

DiBella et al.423), replicates were combined prior to normalization. Expression of

Slc7a5 was identified as fraction of cells showing a normalized expression of Slc7a5 >

0, relative to the total number of cells in that cell type. Clopper-Pearson confidence

intervals were calculated using function clopper.pearson.ci (package GenBinomApps

v1.2) with parameters: alpha = 0.05, CI = "two.sided".

Electrophysiology

*performed by Bernadette Basilico

Sample preparation: Acute brain slices were obtained from P6-7 and P25-P26 mice.

Coronal sections (300 µm) were prepared from primary somatosensory cortex.

Animals were decapitated under isoflurane anesthesia and whole brains were rapidly

removed from the skull and sectioned using a VT 1200S vibratome (Leica) in ice-cold
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cutting solution, containing (mM): 87 NaCl, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 10

glucose, 75 sucrose, 7 MgCl2, 0.5 CaCl2 (320 mOsm, 7.2-7.4 pH). Slices were allowed

to recover at room temperature for at least 1 h in regular artificial cerebrospinal fluid

(ACSF), containing (mM): 125 NaCl, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 25 glucose,

1 MgCl2 and 2 CaCl2 (320 mOsm, 7.2–7.4 pH). The ACSF was continuously

oxygenated with 95% O2 and 5% CO2 to maintain the physiological pH. When older

mice were tested (P25-26), slices were sectioned in ice-cold cutting solution containing

(mM): 93 NMDG, 2.5 KCl, 1.2 NaH2PO4, 30 NaHCO3, 20 HEPES, 25 glucose, 5

sodium ascorbate, 2 thiourea, 3 sodium pyruvate, 10 MgCl2, 0.5 CaCl2 (320 mOsm,

7.2-7.4 pH). Slices from P25-26 mice were recovered at 32˚C for 10-12 minutes in the

same solution and then allowed to recover at room temperature for at least 1 h in

regular ACSF. Slices were visualized under infrared-differential interference contrast

(IR-DIC) using a BX-51WI microscope (Olympus) with a QIClickTM charge-coupled

device camera (Q Imaging Inc.). Recordings: Patch pipettes (4-6 MΩ; World Precision

Instruments) were pulled on a P-1000 puller (Sutter Instruments) and filled with the

intracellular recording solution, containing (mM): 128 K-gluconate, 10 HEPES, 10 Na2-

phosphocreatine, 1.1 EGTA, 5 MgATP, 0.4 NaGTP (osmolarity adjusted to 295 mOsm

with sucrose, 7.3-7.4 pH). Current clamp recordings were performed at room

temperature (24 ± 1 °C) from layer II/III pyramidal neurons. When experiments were

performed in mosaic-MADM animals, patch clamp from layer II/III was visually guided

by fluorescent labeling of neurons to recognize wild type (tdTomato+) and knock-out

(GFP+) pyramidal neurons in the same brain slice. Analysis: Membrane capacitance

and resting membrane potential were determined immediately after the establishment

of whole-cell configuration. Neuronal membrane potential was held at approximately -

60 mV (P6-7 mice) or -70 mV (P25-26 mice) by constant current injection. Current

steps ranging in amplitude from -40 to +50 pA (10 pA increments; 600 ms duration)

were applied to estimate the f – I relationship. In current clamp experiments from P25-

26 mice, current steps ranging in amplitude from -300 to +400 pA (50 pA increments;

600 ms duration) were applied to estimate the f – I relationship. Properties of individual

action potentials (APs) were determined from the first current step necessary to elicit

at least one AP. Phase-plane plot analysis was performed to evaluate the dynamic

changes of the membrane potential over time (dV/dt). The threshold was set as the

voltage at which the first derivative of the voltage trace reached 20 V/s. Amplitude was

calculated as the difference between the threshold and the peak. AP half-width was
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measured at half the difference between the firing threshold and the AP peak. The

inter-spike interval (ISI) ratio was calculated as the ratio of the last ISI relative to the

first. Current clamp recordings were filtered at 2 kHz, sampled at 20 kHz and acquired

using a MultiClamp 700B amplifier and a Digidata 1550A. Recorded signals were

analyzed off-line using the Clampfit 10 software (Molecular Devices).

Biocytin filling of neurons

*performed by Bernadette Basilico

Sample preparation: Acute brain slices were obtained from P6-7 mice, as described in

the previous section. To specifically label pyramidal neurons from layer II/III of the

somatosensory cortex, patch pipettes (4-6 MΩ; World Precision Instruments) were

pulled on a P-1000 puller (Sutter Instruments) and filled with the intracellular recording

solution, containing (mM): 128 K-gluconate, 10 HEPES, 10 Na2-phosphocreatine, 1.1

EGTA, 5 MgATP, 0.4 NaGTP and 0.5% biocytin (osmolarity adjusted to 295 mOsm

with sucrose, 7.3-7.4 pH). We dialyzed neurons for ~10-15 minutes by whole-cell patch

clamp. After pipette removal, slices were immediately fixed in 4% PFA overnight at

4°C. For visualization of the biocytin filling, sections were blocked in 5% normal goat

serum in 1X PBS for 45 min at room temperature, followed by incubation with

Streptavidin Alexa Fluor™ 488 Conjugate overnight at 4°C. After the incubation step a

nuclear counterstain was applied and the sections were mounted on SuperFrost

Plus™ Adhesion slides (Epredia™) using Dako fluorescent mounting medium (Dako).

Image acquisition: Fluorescently labeled neurons were imaged with a 40x objective at a

Zeiss LSM800 inverted confocal microscope. Image analysis: Images were de-

convoluted using Huygens Professional software in v15.0 (Scientific Volume Imaging).

Quantification of spine density and morphology was performed in NeuronStudio426.

Sholl analysis was performed after tracing the complete dendritic tree in Imaris

software x64 v9.3.1.

Behavioral analysis

All behavioral tests were performed during the light period. Mice were habituated to

the test room 24 h before each test. For all studies, sex-matched littermate pairs were

employed. Equipment was cleaned between each trial with 70% EtOH. Mice were

given 24 h to recover between different tests. All behavioral studies were performed

starting with the least aversive task first and ending with the most aversive one.
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Behavioral tests were carried out with P55 to P65 animals. Open field test: Exploratory

behavior in a novel environment was assessed in an open field arena (45cm (L) x

45cm (W) x30cm (H)) made out of dark Plexiglas. The animal was placed in the center of

the arena and videotaped for 20 min. Locomotor activity (distance traveled and

velocity) in the center or periphery of the arena, as well as rearing, were tracked and

analyzed using the EthoVision XT 11.5 software (Noldus). Three chamber sociability

test: Mice were tested for social deficits as described previously427. Briefly, the

behavior of the animals was monitored in a rectangular three chambers arena (60cm

(L) x 40cm (W) x 20 cm (H)) made of clear Plexiglas. Age- and sex-matched littermate

pairs were used for all tests. Sex- and age-matched C57BL/6J mice were used as

“stranger” mice. Mice were habituated to the wire cage for 2x 10 min 24h before the

test. During the first session (habituation), each subject was placed into the center

chamber with open access to both left and right chambers, each chamber containing

an empty wire cage. After ten minutes of habituation, mice were tested in the “social

phase.” An age-matched stranger was placed in the wire cage of the left chamber,

while a novel object was placed into the right chamber’s cage. The wire cage (12cm

(H), 11cm diameter) allows nose contact between the test subject and the C57BL/6J

strangers. The test animal was allowed to explore the arena for 10 min freely.

Locomotor activity (distance traveled and velocity) and the number of nose contacts (<

5cm proximity) with the caged mouse/object were recorded and analyzed by

EthoVision XT 11.5 software (Noldus). Vertical explorative behavior was assessed by

manually quantifying the number of rearings during the habituation phase. Gait

measurement test: Potential gait impairments were monitored using “the footprint

test”428. In brief, the fore and hind paws were painted with dyes of contrasting colors.

The mouse was placed in a narrow corridor on white paper. A darkened house was

used as bait to encourage the mouse to walk in a straight line. The footprint patterns

were then analyzed for stride length, sway length and stance length. Hind limb clasping

test: To assess potential hind limb clasping behavior, mice were suspended by their

tails for 10s. During this period, the hind limb position was monitored and scored

according to the severity of the phenotype429. The test was repeated three times for

each animal.

Quantification and statistical analysis
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Statistical analyses were performed using Microsoft® Excel® 2013, GraphPad Prism

9.0 and Origin 2018 and Python. Shapiro–Wilk test was employed to evaluate normal

distribution, means and standard deviations of the given data. Parametric data were

analyzed for significance using unpaired two-tailed t-tests, 1-way or 2-way ANOVAs

with Sidak’s post-hoc test, using *p<0.05, **p<0.01, and ***p<0.001 for significance.

Data were presented as a bar, box and whiskers, scatter dot plots and mean ±

standard deviation, unless otherwise specified. Data sets with non-normal distributions

were analyzed using the two-tailed Mann–Whitney U test. Enrichment analysis for

metabolomics data was performed using Fisher’s exact test. Where applicable,

multiple testing corrections have been performed using the Benjamini-Hochberg

procedure.

3.3 Illustrations and Figures

Illustrations were prepared using Adobe Illustrator and BioRender (BioRender.com).

In case illustrations were adapted from previously published literature, the primary

source was cited in the Figure legend titel.

3.4 Data and code availability

Raw data

Metabolomics and lipidomics data have been deposited at MetaboLights, proteomics

data at iProX and RNA-sequencing data at GEO. All data are publicly available as of

the date of publication. Accession numbers or unique identifiers are listed in Table

S1. All original code has been deposited at Zenodo and is publicly available as of the

date of publication. DOIs are listed in the Table S1.

Additional resources

All supplementary data is available in Knaus et al. 2023 (doi:

https://doi.org/10.1016/j.cell.2023.02.037)
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4 Discussion

Neurons are generated in large amounts early during embryonic brain development

but a significant fraction of them are removed at subsequent developmental

stages71,75,430. The removal of these cells must be highly selective and therefore

regulated by tight mechanisms, possibly integrating both extrinsically- and intrinsically-

driven processes. While a complete view of the factors directing this process is still

missing, the literature suggests that neuronal activity might be used as a measure of

neuronal integration in the circuitry, and therefore it is a determinant of the refinement of

the perinatal network29,75. However, the potential upstream signaling and the pattern of

neuronal activity determining this phenomenon remain unclear. Identifying extrinsic and

intrinsic factors that can modulate neuronal properties at this developmental stage is

critical since disrupting the refinement process can permanently affect brain circuits.

Here we focused on the metabolic state of neural cells of the murine cerebral cortex as

a measure of the intrinsic fit of a neuron and a key-determinant of its integration in the

developing cortical circuit. Importantly, although metabolism is a crucial element of

cellular fitness, there is no detailed description of how metabolism reprograms and the

levels of various metabolites change during different critical periods of forebrain

formation. By obtaining a metabolomic profile of the murine cortex at various

developmental stages, we provide a comprehensive view of the metabolites detected in

this brain region and their changes over the course of development. As several

metabolites are linked to neurodevelopmental conditions, our data can be utilized to

evaluate potential critical time windows implicated in the onset of neurological

disorders characterized by dysregulated brain-related metabolites. This is especially

of interest, since recent studies suggest that timely interventions, such as dietary

supplementation, administered during critical developmental periods have the

capacity to redirect atypical developmental trajectories observed in patients of certain

neurometabolic disorders311,431–434.

For example, our analysis underscored a downward trajectory for essential LNAAs,

with their levels decreasing significantly in the cerebral cortex at the perinatal period.

By deleting Slc7a5, a LNAA transporter whose mutations cause autism and

microcephaly, we tested the importance of regulating those AAs for the metabolic and

physiological state of neural cells. We found that Slc7a5 expression is a determinative
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factor in specifying cortical neurons’ metabolic state at perinatal stages. At this

developmental stage neurons gradually upscale their activity levels, which causes a

significant augmentation of the neuronal net energy demand. Our findings suggest that

while mature neurons depend on metabolic support provided by glial cells to sustain

these massive bioenergetic requirements, maturing neurons, lacking this sustenance,

need to transfer additional substrates into their bioenergetic pathways. Our results

indicate that during the first two weeks after birth neurons use LNAAs, especially

BCAAs, as one of the main substrates for ATP production. In this context, it is intriguing

to observe that Slc7a5 transcription in neurons is induced by hypoxia435,436, a

physiological state fetuses experience during and shortly after birth437. This would

explain the surge in Slc7a5 expression at this stage.

What are the consequences that may arise if the expected levels of substrates for

Slc7a5 are insufficiently met during this period of development? Our findings indicate

that a reduction in intracellular BCAAs during this perinatal period is associated with a

deregulation of lipid metabolism in neurons. Notably, this timeframe of increased

LNAA demand coincides with the phase of dendritogenesis438 in forebrain

development. This intricate process relies on large quantities of lipids and FAs as

structural components of cellular membranes, and is vital for the intricate elaboration of

complex neurite structures and, consequently, the establishment of a functional

cortical network439,440. Previous studies have suggested a connection between BCAA

and lipid metabolism in some cell types185,441–443 and pathological conditions444–446.

Now, we show a link between the catabolic processes of BCAAs and FAs in neurons.

Specifically, the loss of Slc7a5 leads to a compensatory upregulation of BCAA

catabolism, resulting in an inadvertent disruption of lipid metabolism affecting

predominantly the GPL profile of these cells.

Further, Slc7a5 deletion leads to a transient cell-autonomous change in neuronal

excitability of pyramidal neurons in vivo, providing an elegant example of coupling the

fitness of a cell with its integration in the neuronal network. Our MADM analysis further

suggests that intrinsic excitability can directly affect neuronal survival probability of

these neurons at this developmental stage. The exact mechanisms underlying the

altered neuronal excitability remain unclear. Our transcriptomic analysis did not

uncover changes in ion channel expression in Slc7a5-deficient neurons. However, our

proteomics data indicate changes in membrane-associated palmitoylated proteins in

perinatal mutant mice. Thus, the most plausible explanation is that the shift in lipid
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profile observed in Slc7a5 deficient cells leads to a different clustering and modulation

of ion channels involved in neuronal excitability. In addition, a shift in the ratio of

specific GPL subclasses can affect membrane properties such as its fluidity and

curvature193, which can further modulate neuronal excitability191,391,447.

Surprisingly, despite the ubiquitous expression of Slc7a5 in almost all neural cell

populations of all cortical layers, the loss of this AA transporter affects primarily the

survival of upper layer excitatory neurons. Possible explanations for this observed

variation between cell types include (i) the metabolic flexibility of non-neuronal cell

types and (ii) the comparatively low energy requirements of glial cells in contrast to

neurons. Further, the layer-specific disparity in the survival rates of pyramidal neurons

may arise from variations in the temporal availability of glial metabolic support across

different cortical layers during corticogenesis. In the murine cortex, astrocytes begin to

appear at birth and subsequently undergo periods of proliferation and maturation

during the initial postnatal month40,448,449. Ge et al.40 demonstrated that the first-born

pioneering astrocytes, derived from RGs in the SVZ, primarily populate LV-VI. These

astrocytes proliferate and gradually colonize the outer layers of the cortex. The

subsequent phases of astrocytic maturation and diversification exhibit a layer-specific

pattern450 and are strongly influenced by differences in local neuronal activity35,449.

Altogether, the sequential delay caused by the “inside-out” pattern of neuronal and

glial colonization and maturation in the cortex may contribute to the heightened

susceptibility of upper layer neurons to the absence of Slc7a5.

Our findings suggest that Slc7a5 plays a crucial role in determining the metabolic state

of the postnatal developing brain. Notably, a proteomics analysis of a co-

immunoprecipitation experiment of Slc7a5 from neural membranes provided

additional evidence for the involvement of this AA transporter in the intricate metabolic

dynamics of neural cells. This analysis did not only confirm the previously established

interaction between Slc7a5 and Slc3a2 in neural membranes but also revealed a novel

interaction between Slc7a5 and Ide, an enzyme responsible for insulin degradation380–

382. This direct interaction suggests Slc7a5 as a key player in feedback loops

associated with glucose and AA metabolism. Intriguingly, patients with insulin

insensitivity, who experience impaired glucose uptake, demonstrate elevated serum

levels of BCAAs451, indicating a disruption of such feedback loops in individuals with

type-2 diabetes. Moreover, recent findings demonstrate that insulin binding,
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specifically in the hypothalamus, induces elevated BCAA catabolism in the liver452.

Altogether, this suggests that Slc7a5 functions as an integral component of a broader

regulatory feedback loop system that modulates cellular responses to changes in

glucose and AA availability through insulin signaling. Unfortunately, there is a minimal

number of tools available to assess metabolic pathways with the needed temporal and

spatial resolution. Consequently, our study describes tissue-wide metabolic states but

does not uncover cell-type-specific or short-lasting changes. Gene knockouts

represent a powerful tool for studying facets of metabolism in specific cell populations in

vivo, as done here for Slc7a5. Yet, given the interconnection between different arms of

metabolism, establishing causality remains challenging. In the future, it would be

interesting to dissect the exact contribution of different signaling pathways and subsets

of metabolites to the phenotype observed in Slc7a5 mutant mice. Efforts to obtain

metabolomic data under various conditions to implement exhaustive models of

metabolism may also represent one way to address this challenge. Additionally, this

study exclusively concentrates on the characterization of the metabolic profile of a

specific brain region, namely the cortex. Conducting additional metabolomics analyses

on subcortical brain regions would enable the identification of potential differences in

the metabolic profiles across various brain regions during development. Finally,

although by comparing mice and individuals with SLC7A5 mutations, we inferred

similarities between species, the described metabolic states presumably also include

mouse-specific changes. Studying mechanisms regulating human-specific brain

metabolism is still challenging since most of the available tools involve in vitro systems.

This poses some problems since excessive amounts of micro- and macronutrients in

cell culture media can drive metabolism to different programs than in vivo. Hence, to

better understand human brain metabolism, combination of diverse model systems

and additional developmental timepoints will be necessary.

Altogether, our findings highlight the importance of dietary-obtained factors, such as

essential AAs, for neurodevelopment. The similar trajectory of the microcephaly onset

observed in mice and humans with SLC7A5 mutations suggests that although our

metabolic profile describes changes in the murine brain, humans and mice may

employ a similar metabolic program across time. Furthermore, the stage and cell-type

specificity of the observed phenotypes point to the importance of performing

longitudinal studies evaluating environmental, metabolically relevant factors that can
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influence specific stages of brain development and that may interact with genetic

factors underlying human neurodevelopmental conditions.

5 Concluding remarks and perspectives

Metabolism is defined as “the chemical processes that occur within a living organism

in order to maintain life”. It is a perpetuum mobile, constantly adapting and regulating

itself through the intricate interplay of various bioenergetic and biosynthetic pathways.

This equilibrium defines an organism’s physiology.

For a long period, brain function was considered to be a tightly regulated process,

instructed by the genome, and controlled by transcriptional, translational and

epigenetic mechanisms. Recently, this conventional dogma gets progressively

challenged. Researchers have come to recognize the existence of another important

conductor that governs many of these processes – the metabolism. However, despite

its crucial role in determining cellular physiology and fate, our understanding of how

the metabolism and nutrient demands of the cerebral cortex change during critical

neurodevelopmental windows remains limited.

In this study, we tackled this question by performing metabolomic profiling of the

developing murine cerebral cortex. Through monitoring the developmental trajectories

of over 300 metabolites, we found that the forebrain undergoes a substantial metabolic

reorganization during development. Further, our findings underscore the critical

importance of adequate nutrient supply during neurodevelopment, and highlight the

existence of critical time windows in which specific cell types are particularly sensitive

to decreased levels of certain essential metabolites.

In the coming years, understanding the metabolic demands and trajectories unique to

individual cell types will be of utmost importance. This knowledge will not only allow

us to better comprehend brain physiology but also to potentially identify critical time

windows and treatment options in the context of metabolic neurodevelopmental

disorders. Especially, since early implementation of dietary interventions may allow to

mitigate the severity of certain subsets of NDDs.
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6 Supplementary Information

6.1 Supplementary Figures

Supplementary Figure 1

Figure S1. Untargeted metabolomic profiling of wild-type and Slc7a5 deficient cortex, Related to Figure 12 &

13. (A) Heatmap visualizing changes in metabolite levels in the wild-type cortex obtained from multiple mice at three

developmental time points (E14.5, P2, P40). (B) Slc7a5 expression in the murine cortex during perinatal

development (E16, E18, P1, P4); based on single-cell RNA sequencing data (DiBella et al.; AP: apical progenitors; IP:

intermediate progenitors; MN: migrating neurons; UL: upper layer excitatory neurons; L4: layer IV excitatory

neurons; DL: deeper layer excitatory neurons; A: astrocytes; O: oligodendrocytes). (C) Slc7a5 expression in

excitatory neurons of different cortical layers during postnatal neurodevelopment (P1, P7, P21); based on single-

cell RNA sequencing data (Yuan et al.72; L2/3: layer II/III excitatory neurons; L4: layer IV excitatory neurons; L5: LV

excitatory neurons; L6: layer VI excitatory neurons). (D) Emx1-driven Cre recombinase expression in neural cells

of the neocortex was verified by utilizing the Gt26SormtmG reporter mouse line. Gt26SormtmG;Emx1-Cre+ mice

express tdTomato in all cells prior to Cre recombinase exposure. After recombination, Cre recombinase expressing

cells are labeled with cell membrane-localized green fluorescent protein (GFP) (scale bar: 1500µm). (E) PCA plot

based on all detected metabolites of Slc7a5 mutant and wild-type cortex at E14.5, P2, P40.
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Supplementary Figure 2

Figure S2. Developmental trajectories of metabolites detected in wild-type cortex and Slc7a5 deficient

cortex, Related to Figure 12 & 13. (A) Normalized and scaled trajectories of all metabolites detected in

Slc7a5fl/fl;Emx1-Cre+ (cyan) and wild-type (grey) cortical tissue (x-axis: age; y-axis: scaled abundance; metabolites

and Pearson’s Coefficient: Supplementary data 1).
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Supplementary Figure 3

Figure S3. Cellular energy homeostasis is unaffected by the loss of Slc7a5, Related to Figure 14. (A)

Volcano plot of intracellular levels of metabolic co-factors and key metabolites of ATP producing pathways (n=7 mice

per genotype; nsp>0.05; unpaired two-tailed t-test). Quantification of intracellular (B) ATP (means ± SD; n=7 mice

per genotype; unpaired two-tailed t-test) (C) ATP/ADP ratio (means ± SD; n=7 mice per genotype; nsp>0.05;
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unpaired two-tailed t-test) and (D) ATP levels over the course of development in cortical tissue of Slc7a5fl/fl;Emx1-

Cre+ and wild-type mice (n=5 mice per genotype and time point; Pearson’s coefficient: r>0.9). (E) Intracellular

NAD+/NADH and (F) NADP+/NADPH ratios are not changed in cortical cells of mutant mice (means ± SD; n=7

mice per genotype; nsp>0.05; unpaired two-tailed t-test). (G) The ratio of oxidized and reduced Glutathione is

unaffected in cortical cells of mutant mice (means ± SD; n=7 mice per genotype; nsp>0.05; unpaired two-tailed t-

test). (H) PCA plot of lipid-related metabolites detected in wild-type and mutant mice over time using an untargeted

metabolomics approach (n=4 animals per genotype and time point). (I) Protein expression (mean log10

expression) levels in Emx1-Cre+ vs. wild-type cortex (n=4 animals per genotype). (J) GO-term enrichment analysis of

up-regulated genes of bulk RNA sequencing of Slc7a5fl/fl;Emx1-Cre+ cortex at P2 (Selected GO-terms:

Supplementary data 5; n=3 mice per genotype). (K) Comparison of the perinatal metabolic states of Slc7a5 mutant

and wild-type neurons (FA: fatty acid; KB: ketone body; OXPHOS: oxidative phosphorylation).
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Supplementary Figure 4

Figure S4. The mTOR, UPR and AMPK pathways are not affected in Slc7a5 deficient mice, Related to Figure

14. (A) Scheme of the signaling pathways and cellular processes which are linked to LNAA levels. (B-G) Western

blot analysis of markers used to quantify the state of the mTOR pathway and autophagy in P5 Slc7a5fl/fl;Emx1-Cre-
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and Slc7a5fl/fl;Emx1-Cre+ cortex. Ratio of normalized (B) phosphoS6240-244/S6, (C) phosphoS6235-236/S6, (D)

LC3I/II protein levels and (E) normalized Lamp1. Normalized (F) 4ebp1 expression and (G) phospho4ebp1/4ebp1

ratio (n = 3 mice per genotype; nsp>0.05; **p<0.01; unpaired two-tailed t-test). The state of the mTOR pathway is

monitored by looking at the ratio between phosphorylated and non-phosphorylated 4ebp1, which is not changed in

this case. (H-J) Western blot analysis of markers used to monitor the unfolded protein response (UPR) pathway.

Quantification of (H) Atf4, (I) Ire-alpha expression levels and (J) phosphoEif2a/Eif2a ratio normalized to Gapdh

(n=4 mice per genotype; nsp>0.05). (K) Normalized phosphoAMPK/AMPK ratio (n=3 mice per genotype; nsp>0.05;

unpaired two-tailed t-test). (L) Electron microscopy images of the endoplasmic reticulum (ER) showing unchanged

ER morphology in mutant LII/III pyramidal neurons of P2 mutant mice (scale bar: 24000x).

Supplementary Figure 5
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Figure S5. Characterization of the morphology and the cell-type composition of Slc7a5-deficient cortex,

Related to Figure 15. (A) Brain and body weight of newborn Slc7a5fl/fl;Emx1-Cre+ and wild-type littermates (means ±

SD; n=8 animals per genotype; nsp>0.05, unpaired two-tailed t-test). (B) Images and (B’) quantification of brain to

body weight ratio of newborn (P0-P1) Slc7a5fl/fl;Emx1-Cre+ and wild-type mice (means ± SD; n=9 animals per

genotype; nsp>0.05; unpaired two-tailed t-test; scale: 1mm). (C) Quantification of cortical thickness in newborn

mutant and wild-type mice (means ± SD; n=3 animals per genotype; nsp>0.05; unpaired two-tailed t-test). (D) Brain

weight of adult (P40) Slc7a5fl/fl;Emx1-Cre+, Slc7a5fl/+;Emx1-Cre+ and wild-type littermates (means ± SD; n>7

animals per genotype; nsp>0.05; ****p<0.0001; unpaired two-tailed t-test). (E) Immunostaining for upper (Cux1) and

lower (Ctip2) cortical layers in adult Slc7a5fl/fl;Emx1-Cre mice (scale bar: 100µm). (F-G’) Quantification of layer

thickness (F) and cell density (G-G’) in Cux1+ or Ctip2+ cell layers (means ± SD; n= 3 animals per genotype; n=19

quantification squares for the cell density; **p<0.01; nsp>0.05; unpaired two-tailed t-test). (H) Immunostaining and (I)

quantification of the ratio of apoptotic cells in the cortex vs. subcortical regions of P5 mutant and wild-type mice (n=3

animals per genotype; ****p<0.0001; unpaired two-tailed t-test; scale bar: 100µm). (J) Immunostaining and (K)

quantification of the number of inhibitory (parvalbumin+) neurons in the different layers of cortical columns of adult

mutant and wild-type mice (n=3 animals per genotype; ****p<0.0001; nsp>0.05; unpaired two-tailed t-test; scale bar:

100µm). (L) Immunostaining and (M) quantification of astrocytes (Gfap+) in cortical columns of adult mutant and

wild-type mice (means ± SD; n=4 animals per genotype; nsp>0.05; unpaired two-tailed t-test; scale bar: 100µm). (N)

Immunostaining and (O) quantification of microglia (Iba1+) in cortical columns of adult mutant and wild-type mice

(means ± SD; n=3 animals per genotype; nsp>0.05; unpaired two-tailed t-test; scale bar: 100µm). (P) Pedigree

displays a non-consanguineous background; two affected patients (solid symbols), and unaffected members (open

symbols).

Supplementary Figure 6
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Figure S6. The mosaic analysis with double markers (MADM) principle, Related to Figure 16. (A) Schematic

of the MADM technique. Two reciprocally chimeric marker genes (MADM-8-cassettes) are inserted at two identical

loci close to the centromeres distal to the Slc7a5 gene on chromosome 8. Each cassette consists of two split coding

sequences of green fluorescent protein (eGFP) and red fluorescent protein (tdTomato; cassettes are referred to as

GT and TG). The N- and C-terminals of each reporter gene are separated by an intron containing a loxP site. This

ensures that the chimeric genes do not produce functional proteins in the absence of Cre recombinase. In the

presence of Cre recombinase, cis-recombination induces the deletion of the floxed exon in the Slc7a5 gene,

thereby generating a Slc7a5-knock out. These recombination events can take place throughout all phases of the

cell cycle. In G2, recombination in trans can mediate stochastic interchromosomal recombination events at the loxP

sites of the MADM cassettes. This restores functional eGFP and tdTomato expression in sparse single cells. During

mitosis, two potential types of chromosomal segregation can take place. X-segregation generates green daughter

cells homozygous for the mutation (Slc7a5-/-) and red cells homozygous for the wild-type allele (Slc7a5+/+), thereby

creating fluorescently labeled genetic mosaic mice. Z-segregation produces one daughter cell that resembles the

parental cell (colorless) and a second daughter cell expressing both fluorescent proteins (double colored). Both

cells are heterozygous for Slc7a5 mutation.
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Supplementary Figure 7
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Figure S7. Electrophysiological properties of Slc7a5fl/fl;Emx1-Cre mice, Related to Figure 17. (A) Fold

change differences of proteins associated with the neuronal palmitoylation process of P5 Slc7a5fl/fl;Emx1-Cre+

compared to Slc7a5fl/fl;Emx1-Cre- cortex (*significant; FDR threshold 1%, F-test). (B) Current clamp recordings

from LII/III pyramidal neurons in Slc7a5fl/+;Emx1-Cre+ and Slc7a5fl/fl;Emx1-Cre- SSCtx at P6-P7

(Slc7a5fl/fl;Emx1Cre-: n = 12 cells / 2 mice; Slc7a5fl/+;Emx1-Cre+: n = 16 cells / 2 mice; Two-way ANOVA: genotype

F(1,167) = 0.004 nsp>0.5, current step F(5,167) = 162.11 ***p<0.001, interaction F(5,167) = 0.6 nsp>0.5. (C-D) Inter-

spike interval measured in current clamp experiments from P6-P7 (C) and P25-P26 (D) LII/III pyramidal neurons of

Slc7a5fl/fl;Emx1-Cre+ and Emx1-Cre- animals (Slc7a5fl/fl;Emx1-Cre-: n = 22 cells / 3 mice; Slc7a5fl/fl;Emx1-Cre+: n =

30 cells / 3 mice (P6-7); Slc7a5fl/fl;Emx1-Cre+: n = 5 cells / 3 mice; Slc7a5fl/fl;Emx1-Cre-: n = 15 cells / 3 mice (P25-

26); ***p<0.001, unpaired two-tailed t-test). (E) Different dendritic spine classes represented on pyramidal neurons

(thin, stubby, mushroom). (F-I) Analysis of the overall dendritic spine density (F) and the ratio of the different

spine classes (G-I) of mutant and wild-type LII/III pyramidal neurons in the SSCtx at P6-7 (n= 3 mice per genotype,

n>28 dendrites per mouse; **p<0.01, *p<0.05, nsp>0.05; unpaired two-tailed t-test). (J) Decay time, (K) resting

membrane potential, (L) ISI ratio and (M) half width are not affected perinatally (Slc7a5fl/fl;Emx1-Cre-: n = 22 cells

/ 3 mice; Slc7a5fl/fl;Emx1-Cre+: n = 30 cells / 3 mice (P6-7); Slc7a5fl/fl;Emx1-Cre-: n = 5 cells / 3 mice;

Slc7a5fl/fl;Emx1-Cre+: n = 15 cells / 3 mice (P25-26). Two-way ANOVA for AP decay time: genotype F(1,71) = 1.28
nsp>0.5, time point F(1,71) = 107.51 ***p<0.001, interaction F(1,71) = 0.5 nsp>0.5, Holm-Sidak post hoc

***p<0.001. Two-way ANOVA

6.2 Supplementary Tables

Supplementary Table S1.

Table S1. List of key resources.

REAGENT or RESOURCE

Antibodies

Rat monoclonal Anti-Ctip2

Rabbit polyclonal Anti-Cux1

Rabbit polyclonal Anti-Iba1

Rabbit monoclonal Anti-Gfap

Mouse monoclonal Anti-Parvalbumin

Rabbit polyclonal Anti-Cleaved-Caspase-3

Rabbit polyclonal Anti Human LAT1 (SLC7A5)

Rabbit polyclonal Anti-Gapdh

Rabbit monoclonal Anti-S6 ribosomal protein

Rabbit monoclonal Anti-phosphoS6 ribosomal protein240-

244

Rabbit polyclonal Anti-phosphoS6 ribosomal protein235-

236

Rabbit monoclonal Anti-4eibp1

Rabbit monoclonal Anti-phospho4ebp1

Rabbit polyclonal Anti-Atf4

Rabbit polyclonal Anti-Lamp1

Rabbit polyclonal Anti-Lc3-I/II

Rabbit polyclonal Anti-Eif2a

Rabbit polyclonal Anti-phosphoEif2a

Rabbit polyclonal Anti-AMPK

Rabbit monoclonal Anti-phosphoAMPK

Rabbit normal IgG control

SOURCE

Abcam

Santa Cruz

FUJIFILM Wako

Cell Signaling Technologies

Chemicon

Cell Signaling Technologies

Transgenic Inc.

Millipore Merck

Cell Signaling Technologies

Cell Signaling Technologies

Cell Signaling Technologies

Cell Signaling Technologies

Cell Signaling Technologies

Proteintech

Abcam

Millipore Merck

Cell Signaling Technologies

Cell Signaling Technologies

Cell Signaling Technologies

Cell Signaling Technologies

Cell Signaling Technologies

IDENTIFIER

Cat#ab18465

Cat#sc-13024

Cat#019 19741

Cat#12389

Cat#MAB1572

Cat#9661

Cat#KE026

Cat#ABS16

Cat#2217

Cat#5364

Cat#2211

Cat#9644

Cat#2855

Cat#10835-I-AP

Cat#ab24170

Cat#ABC929

Cat#9722

Cat#9721

Cat#2532

Cat#2535

Cat#2729
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Rabbit IgG HRP Linked Whole Ab

Donkey anti-Rabbit IgG (H+L) Highly Cross-Adsorbed
Secondary Antibody, Alexa Fluor™ 488
Goat anti-Rabbit IgG (H+L) Highly Cross-Adsorbed
Secondary Antibody, Alexa Fluor™ 594
Donkey anti-Rat IgG (H+L) Highly Cross-Adsorbed
Secondary Antibody, Alexa Fluor™ 594
Goat anti-Mouse IgG (H+L) Highly Cross-Adsorbed
Secondary Antibody, Alexa Fluor™ Plus 488
Streptavidin, Alexa Fluor™ 488 Conjugate

Chemicals, peptides, and recombinant proteins

DAPI (4&apos;,6-Diamidino-2-Phenylindole,
Dihydrochloride)
Cresyl Violet acetate

ROTI®Histol

Osmium tetroxide EM

Uranyl acetate EM

Propylene oxide EM

Durucupan Component A

Durucupan Component B

Durucupan Component C

Durucupan Component D

IGEPAL® CA-630 (NP-40)

PPi (Sodium pyrophosphate dibasic)

Sodium orthovanadate (Na3VO4)

Bromophenol Blue

Pierce™ DTT

Methanol (hypergrade for LC-MS LiChrosolv®)

Acetonitrile (hypergrade for LC-MS LiChrosolv®)

Water (hypergrade for LC-MS LiChrosolv®)

Isopropanol (hypergrade for LC-MS)

Formic acid (LC-MS LiChropur®)

Acetic acid (HPLC LiChropur®)

Ammonium hydroxide (25 %, w:v)

EquiSPLASH™ LIPIDOMIX® Quantitative Mass Spec
Internal Standard
Metabolomics amino acid mix standard

EBSS, no calcium, no magnesium, no phenol red

Bovine Serum Albumin

TRIzol™ Reagent

cOmplete™, Mini, EDTA-free Protease Inhibitor
Cocktail
Sodium chloride

Sodium bicarbonate

Potassium chloride

D-glucose

Sucrose

Magnesium chloride

Calcium chloride

N-Methyl-D-glucamine

HEPES

di-Sodium hydrogen phosphate dihydrate

(+)-Sodium L-ascorbate

Cytiva

Invitrogen™

Invitrogen™

Invitrogen™

Invitrogen™

Invitrogen™

Invitrogen™

Sigma Aldrich

Carl Roth

Science Services

AL-Labortechnik

Sigma Aldrich

Sigma Aldrich

Sigma Aldrich

Sigma Aldrich

Sigma Aldrich

Sigma Aldrich

Sigma Aldrich

Sigma Aldrich

Sigma Aldrich

Thermo Scientific™

Supelco

Supelco

Supelco

EMD Millipore

Supelco

Supelco

Supelco

Avanti Polar Lipids

Cambridge Isotope
Laboratories
Gibco™

Sigma Aldrich

Invitrogen™

Roche

VWR (Merck)

VWR (Merck)

VWR (Merck)

VWR (Merck)

Sigma Aldrich

Honeywell

VWR (Merck)

Sigma Aldrich

Sigma Aldrich

VWR (Merck)

Sigma Aldrich

Cat#NA934

Cat#A-21206

Cat#A-11037

Cat#A-21209

Cat#A-32723

Cat#S32354

D1306

C5042

6640.1

E19110

77870.02

82320

44611

44611

44611

44611

I3021

71501

S6508

B0126

20290

1.06035

1.00029

1.15333

1.02781

533002

543808

105432

330731-1EA

MSK-A2-1.2

14155063

A9647

15596026

4693159001

1.06404.1000

1.06329.1000

26764.232

1.08342.1000

16104

M9272-1KG

1.02382.0250

M2004-500G

M3375-100G

1.06580.0500

11140-250G
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Thiourea

Sodium pyruvate

Adenosine 5&apos;-triphosphate magnesium salt

Guanosine 5&apos;-triphosphate sodium salt hydrate

EGTA

Potassium D-gluconate

Phosphocreatine disodium salt hydrate

Critical commercial assays

TruSeq Exome Library Kit

Pierce™ ECL Western Blotting Substrate

SuperSignal™ West Pico PLUS Chemiluminescent
Substrate
Papain Dissociation Kit

Pierce™ BCA Protein Assay Kit

QuantSeq FWD 3’ mRNA-Seq Library Prep
Kits – with unique dual indexing
Agilent RNA 6000 Nano Kit

Agilent High Sensitivity DNA Kit

TMT10plex™ Isobaric Label Reagent Set

iST-NHS kit

RNA Clean & Concentrator-5 kit

FD Rapid GolgiStain™ Kit

RNAscope® Intro Pack for Multiplex Fluorescent
Reagent Kit v2- Mm
Deposited data

Metabolomics & Lipidomics data

Proteomics data

Bulk RNA sequencing data

Single cell RNA sequencing data

Code

Experimental models: Organisms/strains

Mouse: B6.129P2-Slc7a5tm1.1Daca/J

Mouse: B6.Cg-Tg(Tek-cre)1Ywa/J

Mouse: B6.129S2-Emx1tm1(cre)Krj/J

Mouse: Gt(ROSA)26Sortm4(ACTB-tdTomato,-
EGFP)Luo/J
Mouse: MADM-8-GT

Mouse: MADM-8-TG

Oligonucleotides

qPCR primer_human: Q_SLC7A5_In2-3F:
CGCTCATCAGATAGCCAGGAAA
qPCR primer_human: Q_SLC7A5_In2-3R:
TTGAAGCCAAACAGGAGACAGG
qPCR primer_human: Q_SLC7A5_In4-5F:
GTGTGTCCTTGAGCACGGTTTC
qPCR primer_human: Q_SLC7A5_In4-5R:
CCTGAGAAATGGGGATTCTTCG

Sigma Aldrich

Sigma Aldrich

Sigma Aldrich

Sigma Aldrich

Sigma Aldrich

Sigma Aldrich

Sigma Aldrich

Illumina

Thermo Scientific™

Thermo Scientific™

Worthington Biochemical
Corp.
Thermo Scientific™

Lexogen

Agilent

Agilent

Thermo Scientific™

PreOmics GmbH

Zymo Research

FDNeurotechnologies Inc.

ACD

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Di Bella et al. 2021423; Yuan
et al. 2022424

Knaus et al. 2023

The Jackson Laboratory

The Jackson Laboratory

The Jackson Laboratory

The Jackson Laboratory

Contreras et al. 2021389

Contreras et al. 2021

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

T8656-50G

P2256-25G

A9187-1G

G8877-100MG

EO396-100G

G4500-100G

P7936-5G

20020614

32106

34577

LK003150

23227

113-115 & 129-131

5067-1511

5067-4626

90406

P.O.00026

R1013

PK401

323136

MetaboLights:
MTBLS6578
iProX: PXD038454

GEO: GSE218713

GEO:
GSM4635077,
GSM4635080,
GSM4635081,
GSM4635078,
GSM4635079,
GSM5277845,
GSE204759
zenodo:
https://doi.org/10.52
81/zenodo.7358062

027252

008863

005628

007576

NA

NA

NA

NA

NA

NA
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qPCR primer_human: Q_SLC7A5_In5-6F:
CAGAGGAAGTGTCTGGGGATCA
qPCR primer_human: Q_SLC7A5_In5-6R:
CCACTCTGTGGCAGACTCCAAT
qPCR primer_human: Q_SLC7A5_In5-6F2:
AGTCCAGGGCAGAGGTCATTTTA
qPCR primer_human: Q_SLC7A5_In5-6R2:
GAGTCAGAGCTTGTTCAGTAGGAAGC
qPCR primer_human: Q_SLC7A5_In7-8F
ACCACATTTGGGTTAAGGACAGG
qPCR primer_human: Q_SLC7A5_In7-8F
AGGTCCTGGCCCTTGCTTACTA
qPCR primer_human: Q_SLC7A5_3UTR_F:
CCAAGAAAGCAGGGCTTCCTAA
qPCR primer_human: Q_SLC7A5_3UTR_R:
GGTTTAATGTGCGTCTCCATGC
qPCR primer_human: Q_KLHDC4_In1-2F:
TGACCTTGGGGTTGAGTGTTCT
qPCR primer_human: Q_KLHDC4_In1-2R:
AGGGACAAAGGACTGTGGTCAA
qPCR primer_human: Q_KLHDC4_In4-5F:
AGTGAATGACCTGTGTGGTCAGTG
qPCR primer_human: Q_KLHDC4_In4-5R:
CTATGGGAGAAAAAGCCCTGGA
qPCR primer_human: Q_KLHDC4_In5-6F:
TGGAGTCTGTGGAACTGTGAAGTG
qPCR primer_human: Q_KLHDC4_In5-6R:
CCATGGAATGTCAACCAGAAGC
qPCR primer_human: Q_KLHDC4_In7-8F:
TGAGCAAGTAGAGGTGGCTTGG
qPCR primer_human: Q_KLHDC4_In7-8R:
GGTGAGCAGAAGGACAAGGACA
Genotyping primer – Slc7a5fl; forward CCA TCT CGG
CAG TTC CAG GC
Genotyping primer – Slc7a5fl; reverse GGT GCT TTG
CTG AAG GCA GGG
Genotyping primer – recombination of floxed-exon1
(Slc7a5); forward CAG CTC CTT TCT CCA GTT AAG
C
Genotyping primer – recombination of floxed-exon1
(Slc7a5); reverse GAC AGC CTG AAG TAA AAT TCC
C
Genotyping primer – Cre recombinase; forward GTC
CAA TTT ACT GAC CGT ACA CC
Genotyping primer – Cre recombinase; reverse GTT
ATT CGG ATC ATC AGC TAC ACC
RNAscope® Probe - Mm-Slc7a5-E1 - musculus solute
carrier family 7 member 5 (Slc7a5) mRNA
RNAscope® Probe - Mm-Slc7a5 - Mus musculus solute
carrier family 7 member 5 (Slc7a5) mRNA
TSA Vivid650

Software and algorithms

VarSeq

ZEN Digital Imaging for Light Microscopy

ImageJ

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Sinclair et al. 2013402

Sinclair et al. 2013

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

Knaus et al. 2023

ACD

ACD

Tocris

Golden Helix Inc®

Zeiss

Schneider et al. 2012404

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

NA

472571

461031

7536

https://www.golden
helix.com/products/
VarSeq/
http://www.zeiss.co
m/microscopy/en_u
s/products/microsco
pe-
software/zen.html#i
ntroduction
https://imagej.nih.g
ov/ij/
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Graphpad Prism 9.0

Imaris Microscopy Image Analysis Software

MS-DIAL

TraceFinder

Compound Discoverer Software 3.0

MaxQuant (1.6.17.0)

limma package v4.2

topGO v2.50.0

R v4.1.2

Seurat v4.1.0

GenBinomApps v1.2

Origin 2018 (64 bit)

Clampfit v10.7

Clampex v10.7

NeuronStudio

Galaxy web platform

STAR v2.5.4

DESeq2 v1.34.0

GOstats v2.36.0

FASTX toolkit v0.0.14

Huygens Professional software v15.0

EthoVision XT 11.5

Graphpad

Oxford Instruments

Tsugawa et al. 2015410

Thermo Scientific™

Thermo Fisher Scientific™

Tyanova et al. 2016413

Ritchie et al. 2015414

NA

NA

Hao et al. 2021425

NA

Origin Lab

Molecular Devices

Molecular Devices

Wearne et al. 2005426

Afgan et al. 2018416

Dobin et al. 2013415

Love et al. 2014417

Falcon et al. 2007418

Hannon Lab

Scientific Volume Imaging

Noldus

https://www.graphp
ad.com/scientific-
software/prism/
https://imaris.oxinst.
com/
NA

https://www.thermof
isher.com/at/en/ho
me/industrial/mass-
spectrometry/liquid-
chromatography-
mass-spectrometry-
lc-ms/lc-ms-
software/lc-ms-
data-acquisition-
software/tracefinder
-software.html
https://www.thermof
isher.com
https://www.maxqu
ant.org/
http://www.biocond
uctor.org
http://www.biocond
uctor.org
https://www.r-
project.org/
http://www.biocond
uctor.org
https://cran.r-
project.org/package
=GenBinomApps
https://www.originla
b.com/
https://support.mole
culardevices.com/s/
article/Axon-
pCLAMP-10-
Electrophysiology-
Data-Acquisition-
Analysis-Software-
Download-Page
https://support.mole
culardevices.com/s/
article/Axon-
pCLAMP-10-
Electrophysiology-
Data-Acquisition-
Analysis-Software-
Download-Page
NA

https://usegalaxy.or
g/
https://github.com/a
lexdobin/STAR
http://www.biocond
uctor.org
http://www.biocond
uctor.org
http://hannonlab.cs
hl.edu/fastx_toolkit/
https://svi.nl/HomeP
age
https://www.noldus.
com/ethovision-xt
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Python 3.9.4

Scikit-learn 1.1.2

Pandas 1.3.5

numpy 1.22.4

statsmodels 0.13.1

Scipy 1.7.3

Seaborn 0.11.2

Python-ternary 1.0.8

thefuzz 0.19.0

Python-levenshtein 0.12.2

Matplotlib 3.5.2

Jupyterlab 3.5.0

Other

CFX ConnectTM Real-Time PCR Detection System

Immobilon®-P PVDF Membrane

Tissue-Tek® O.C.T. Compound

DAKO fluorescent mounting medium

DPX Mountant for histology

SuperFrost Plus™ Adhesion slides

ProLong™ Gold Antifade Mountant

Disposable pestles

iHILIC®-(P) Classic, PEEK column, (100mm x 2.1mm,
5µm) with a precolumn
ACQUITY UPLC HSS T3 column (150 mm x 2.1 mm;
1.8 μm)
50-ml TPP® TubeSpin Bioreactor tubes

TC20 Automated Cell Counter (Bio-Rad)

Atlantis Premier BEH Z-HILIC column (2.1 mm x 100
mm, 1.7 µm)
ACQUITY Premier CSH C18 column (2.1 mm x 100
mm, 1.7 µm)
Protein A Magnetic Beads

DynaMag™-2 Magnet

Protein Extraction beads

13.2ml Thinwall Ultra-Clear™ Tubes

GEN1 uPAC column

BX-51WI microscope

QIClickTM charge-coupled device camera

Nikon Eclipse Ti2

LSM800 Confocal

SlideScanner VS120

Sliding Microtome SM2010R

Cryostat Cryostar NX70

Vibratome Leica VT 1200S

conda

Pedregosa et al. 2011421

McKinney et al. 2010407

Harris et al. 2020408

Seabold et al. 2010409

Virtanen et al. 2020422

Waskom et al. 2021419

PyPI

PyPI

PyPI

Hunter et al. 2007420

PyPI

Bio-Rad

Millipore

Sakura® Finetek

Dako

Sigma-Aldrich

Epredia™

Invitrogen™

Bel-Art®

HILICON

Waters Corporation

Merck

Bio-Rad

Waters Corporation

Waters Corporation

Abcam

Invitrogen™

Diagenode

Beckmann Coulter

Pharmafluidics

Olympus

Q Imaging Inc.

Nikon

Zeiss

Olympus

Leica

Thermo Scientific™

Leica

https://www.python.
org/
https://scikit-
learn.org/stable/ind
ex.html
https://pandas.pyda
ta.org/
https://numpy.org/

https://www.statsm
odels.org/stable/ind
ex.html
https://scipy.org/

https://seaborn.pyd
ata.org/
https://github.com/
marcharper/python-
ternary
https://github.com/s
eatgeek/thefuzz
https://github.com/z
tane/python-
Levenshtein/
https://matplotlib.or
g/
https://jupyter.org/

1855201

IPVH00010

4583

S3023

06522

10149870

P36930

BAF199230001

160.102.0520

186009492

Z761028

NA

186009979

186009461

ab214286

12321D

C20000021

344059

NA

NA

NA

NA

NA

NA

NA

NA

NA
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BioWave Pro+ microwave

Ultramicrotom UC7

Amersham Imager 680

Pelco 36700

Leica NA

GE Healthcare NA

Supplementary Table S2.

Table S2. Overview of previously published and novel patients with biallelic pathogenic variants in the

SLC7A5 gene, Related to Figure 15.

Patient-ID
1426-

5
1426-6 1426-8

1426- 1465-

19 3
1465-4 130-1 130-2

Reference

SLC7A5

pathogenic

variant(s)

Variant zygosity

Tărlungeanu et al., 2016

c.737C>T

p.(Ala246Val)

Homozygous

c.1124C>T

p.(Pro375Leu)

Homozygous

This study

c.1124C>T,

p.(Pro375Leu)

Deletion exons 5-10

Compound

heterozygous

Phenotypic characteristics

Gender

Growth

retardation

HC at birth (SD)

F M F

n/a n/a n/a

n/a -2/-3 n/a

M M M F F

n/a n/a n/a + +

n/a -3 -3 -3 -2.5

HC at latest

examination -5 -2.3 -5.5 -5 n/a n/a -7 -6

(SD)

GDD (motor,

speech, + + + + + + + +

cognitive)

Seizures (onset) - -

Autistic features + +

- n/a + (1y)

+ n/a +

+

(6mo)

+

+ (3y) + (6y)

- +

Brain MRI n/a
Cortical

atrophy
Normal n/a Thin CC

Pontocerebellar and

CC hypoplasia

HC: head circumference, SD: standard deviation, GDD: global developmental delay, n/a: not available, CC: corpus callosum
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