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Abstract

In evolve and resequence experiments, a population is sequenced, subjected to selection and
then sequenced again, so that genetic changes before and after selection can be observed at
the genetic level. Here, I use these studies to better understand the genetic basis of complex
traits - traits which depend on more than a few genes.
In the first chapter, I discuss the first evolve and resequence experiment, in which a population
of mice, the so-called "Longshanks" mice, were selected for tibia length while their body mass
was kept constant. The full pedigree is known. We observed a selection response on all
chromosomes and used the infinitesimal model with linkage, a model which assumes an infinite
number of genes with infinitesimally small effect sizes, as a null model. Results implied a very
polygenic basis with a few loci of major effect standing out and changing in parallel. There
was large variability between the different chromosomes in this study, probably due to LD.
In chapter two, I go on to discuss the impact of LD, on the variability in an allele-frequency
based summary statistic, giving an equation based on the initial allele frequencies, average
pairwise LD, and the first four moments of the haplotype block copy number distribution. I
describe this distribution by referring back to the founder generation. I then demonstrate
how to infer selection via a maximum likelihood scheme on the example of a single locus and
discuss how to extend this to more realistic scenarios.
In chapter three, I discuss the second evolve and resequence experiment, in which a small
population of Drosophila melanogaster was selected for increased pupal case size over 6
generations. The experiment was highly replicated with 27 lines selected within family and a
known pedigree. We observed a phenotypic selection response of over one standard deviation.
I describe the patterns in allele frequency data, including allele frequency changes and patterns
of heterozygosity, and give ideas for future work.
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CHAPTER 1
Introduction

Sequence data has now become abundant, and is used to answer the question: How much
selection is acting in a population and where is it acting along the genome? In my thesis, I
investigated this question with a focus on how reliably we can find regions under selection in
principle and in practice. Reliably finding these regions currently depends on our ability to
correctly identify outliers in summary statistics. This is complicated by correlations in sequence
data, which we also refer to as linkage disequilibrium (LD). I derived an equation to estimate
the effect of LD in sequence data on the variance in summary statistics. The smaller this
variance, the higher the statistical power to find regions under selection. I also analyzed real
data from two artificial selection experiments in which populations were sequenced, selected
for a specific trait and then sequenced again (evolve and resequence) in order to:

1. quantify the sources of error that occur when looking for selected regions,

2. better understand genetic basis of quantitative traits under selection,

3. quantifying the advantage of haplotype data over individual genotype data, and over
allele frequency data when looking for signatures of selection, and

4. discuss the added value, if any, that time series data of the evolve and resequence type
has compared to GWAS.

The main reason information gained from sequence data is more limited than the sheer volume
of data might suggest is due to the nature of genome evolution: During Mendelian inheritance
in eukaryotes, blocks of genome recombine and are passed on to offspring genomes. As a
consequence, evolutionary forces act on these blocks, not on individual base pairs or genes. On
such blocks, mutation creates single nucleotide polymorphisms (SNP), which are correlated,
or in other words, in LD.

1.1 Selection Influences Variance in Sequence Data
In this thesis, I study models with two alleles A and a at each locus exclusively. In the simple
haploid case, selection occurs when wA ̸= wa and the difference in fitness between alleles is
called the selection coefficient, sA = wA − wa.
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1. Introduction

In the diploid model, the appropriate one for the data sets I deal with here, there are three
possible genotypes: AA, aa and Aa. Selection occurs whenever their fitnesses wAA, wAa

and waa are not equal. When either wAA > wAa > waa or wAA < wAa < waa, "directional
selection" is acting (Nielsen, 2005). We expect this to be the case for the data sets analyzed
here (chapters 2 and 4), since in both cases in each generation individuals with the highest
trait values (within each family) were selected. The mode by which the researcher picks the
top individuals in this type of experiment is called truncation selection (a method) - which
then leads to directional selection (an evolutionary force).
This means that one of the two alleles, say A, increases the trait value and is beneficial. This
would lead to an increase of diplotypes AA and Aa over time. Directional selection tends to
eliminate overall variation within populations (Nielsen, 2005), which is why we expect to see a
drop in heterozygosity in our data as well.
The selection experiments analyzed in this thesis were both too short to produce an appreciable
amount of new mutation, and we therefore expect adaptation to come almost exclusively from
standing variation, i.e. preexisting genetic variation. Adaptation from standing variation is
likely to lead to faster evolution and the fixation of more alleles of smaller effects, as well as
the spread of more recessive alleles (Barrett and Schluter, 2008).
In general, one of the main effects of selection is to modify the levels of variability in species
(Nielsen, 2005). When discussing patterns in genomic diversity that are caused by recent
adaptation, we speak of a "selective sweeps" (Hermisson and Pennings, 2017). In the case of a
strongly selected new advantageous mutation, we speak of a "hard selective sweep". Selective
sweeps outside the mutation-limited scenario, as is the case for our data, are termed "soft
sweeps". They start from standing genetic variation, and while they leave less distinctive
signatures of selection in the genome, they still produce patterns of altered variation which
can in principle be detected with sufficient statistical power (i.e sample size, limited LD etc.).
Hermisson and Pennings (2017) discuss the different types of selective sweeps in terms of the
underlying genealogy, or in other words the coalescent history. In terms of general patterns we
can say that soft sweeps, like hard sweeps, lead to a decrease in variance at and around the
selected site, and an increase in the proportion of low frequency variants in the site frequency
spectrum (a histogram counting the number of variants in the population in each frequency
class), however the signal is overall weaker, with a narrower core region and nearby flanking
regions not strongly dominated by low-frequency variants (Hermisson and Pennings, 2017).
So how should we go about detecting genomic signatures of selection? When an observed
locus is not affected by selection, it is said to be neutral; many tests for signatures of selection
test against neutrality. However in our case, we know that selection was acting and will
therefore employ a different null model, aiming to reject the claim that selection was completely
homogeneously distributed, as is expressed by the infinitesimal model, see section 1.5. In other
words, we aim to detect patterns of variation which look more heterogeneous than they would
under the infinitesimal model, so that we can find evidence for discrete loci of appreciable
effect playing a role in the response to selection.
It is also informative to look at the distribution of frequencies after selection, conditional on
starting frequencies - an excess of alleles which swept from low to high frequency compared
to the infinitesimal expectation can be counted as evidence for discrete loci of major effect.
To determine what counts as an excess, we can calculate the expected distribution under
the infinitesimal model from simulations and compare to analytical predictions. Including the
effects of LD however, which are important in this case, is only possible in simulations.
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1.2. Linkage Disequilibrium and Haplotype Structure

1.2 Linkage Disequilibrium and Haplotype Structure
Linkage disequilibrium (LD) is defined as the nonrandom association of alleles at two or more
loci. However, this does not necessarily mean that there is also linkage, and neither does
linkage imply LD (Slatkin, 2008). LD is usually defined by pairwise measures derived from the
linkage disequilibrium coefficient,

DAB = pAB − pA · pB (1.1)

where pAB is the frequency of gametes carrying the allele pair AB at two loci, and pA and
pB are the individual frequencies at these loci. The value of D itself depends on the allele
frequencies, which is why scaled measures are often used, such as the correlation coefficient
between pairs of loci squared, r2. This is defined as

r2 = D2

pA (1 − pA) pa (1 − pa) (1.2)

While pairwise measures of LD have been shown to fall off quickly along the genome, as in
Kruglyak (1999) and Dunning et al. (2000), long range correlations are common (Abecasis
et al., 2001). LD patterns vary a lot and the many pairs of loci in a typical 10 kB window of
genome might accumulate to an overall large effect.
Correlations in sequence data are mostly due to haplotype structure. A haplotype is defined
as a group of alleles which is inherited together from a single parent. This can mean slightly
different things depending on context. Here, I think about haplotype structure in terms
of ancestry and will therefore in my thesis define a "haplotype block" as a stretch of DNA
derived from a specific set of haploid DNA in a particular reference generation - the "founder
generation". In an artificial selection experiment, we might consider the point at which
selection started as the "founder" or "reference generation", as I do in what follows. For
natural populations the definition can be somewhat more tricky and arbitrary; in any case, we
ignore any events preceding the reference generation.
A haplotype block as defined here, is bounded by two recombination break points - or one
recombination break point and the end of the chromosome. Such blocks of DNA, which are
inherited together, carry sites which due to physical linkage are highly correlated. The terms
"Haplotype structure" and "LD" are closely related, however "LD" is often used to refer to
pairwise measures of correlation, while "haplotype structure" includes higher-order correlations.
The connection between LD and ancestry is deep, as illustrated in McVean (2002); the author
quantifies the relationship between LD and the genealogy of DNA sequences of interest. They
showed that there is a direct correspondence between the covariance in coalescence times at
different parts of the genome and the degree of LD, as measured by r2 (McVean, 2002).
Haplotype information is highly desirable for a number of applications, e.g. detecting signatures
of selection, or informing us about demography, since it gives a fuller picture of the evolutionary
history of a population. However, haplotypes are often hard to obtain directly, as sequencing
and phasing many individuals is difficult and costly.
It is therefore of interest to estimate haplotypes from data which is easier to obtain, e.g. allele
frequency data, for example from pool-sequencing (pool-seq data). When multiple time points
and founder haplotypes are available, estimating their relative frequencies is possible, e.g. via
maximum likelihood estimation as in Excoffier and Slatkin (1995). Pelizzola et al. (2021)
developed a method called haploSep, which uses multiple time points to reconstruct major
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1. Introduction

haplotypes, and is broadly applicable, even when no candidate haplotypes from other sources
are available. It only requires allele frequency data from multiple samples as input and has a
run time linear in the number of SNP. Their method was developed for evolve and resequence
experiments. How well reconstruction works depends on some design parameters; for example
it will be more accurate for bigger haplotype frequency changes, as is expected under strong
selection, a moderate number of haplotypes at sufficiently high frequencies, and a sufficiently
high number of samples. Since the method requires haplotypes to be present in the same form
for a sufficient number of samples, recombination can pose a problem, and therefore DNA
segments need to be short enough to safely neglect it. In general, methods for long regions of
genome are still lacking, but methods for haplotype block partitioning have been proposed
(Zhang et al., 2002; Pelizzola et al., 2021).

To approach the challenges haplotype structure poses, in my thesis, I am concerned with the
concept of a recent reference generation. Recent selection is of special interest, because we
often want to understand how current population’s genomic features came to be and were
influenced in the past tens to hundreds of generations. For simplicity, we would like to ignore
the complex ancestry that has shaped a sample, while still taking correlations into account.
This is tricky, because samples will show some inscrutable LD structure, which has built up
over very long time scales. Such LD needs to be taken into account and corrected for in
analyses, and might come up for example in the form of population structure (Marchini et al.,
2004; Tiwari et al., 2008).

However, in artificial selection, LD can be estimated from the founder individuals (the first
breeding population) of the experiment directly. Also it is possible to have replicates - this
allows us to observe parallel evolution, which often gives the most convincing evidence of
selection and eases some of the challenges posed by correlation structure. In addition, the
hard questions about how population history confounds signatures of selection can be avoided
at least partially. From the starting point of the experiment onward, we can know the full
pedigree and other specifics about the experimental population. For this reason, data from
this type of experiment is appropriate to answer questions about haplotype structure and LD.

GWAS versus Evolve and Resequence

In genome-wide association studies (GWAS), a large population sample is genotyped at many
marker SNP, which are then tested for statistical associations with the trait of interest. The
goal is to advance our understanding of genotype-phenotype links. GWAS made it first possible
to study the genetic basis of complex traits, shifting the focus from the macroscopic to the
microscopic level, as earlier analyses had mostly focused on phenotypic observations (Risch
and Merikangas, 1996). While associations alone do not provide a direct link to function or
mechanism, analyses can sometimes be complemented by other techniques to establish such a
link and provide functional information (Visscher et al., 2017).

One major challenge for the study of complex traits in general is that most of the variance
these traits exhibit tends to come from small contributions at a large number of loci (Park
et al., 2010). In many cases, an impossible sample size would be needed to provide enough
statistical power to detect all of these small effects (Rockman, 2012).

In general, the distribution of effect sizes of genes involved in common traits is not well
understood though often assumed to be exponential (rather than normal). There is some
limited empirical support for this from GWAS (Park et al., 2010). The assumption is also
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1.2. Linkage Disequilibrium and Haplotype Structure

justified by Orr’s model of adaptive walks (Orr, 1998). Turelli (1984) and subsequent work
indicate that the distribution has a kurtosis much higher than gaussian.
Statistical power depends on sample size, variant frequency, effect sizes, and LD between the
potentially unobserved causal variant and the observed marker SNP. While in this sense GWAS
rely on LD, LD also limits the power to detect variants, as discussed in the previous section
1.2. Due to these issues with statistical power, a weakness of GWAS is that it mostly says
something about alleles of intermediate frequency, which is typically a minority (Visscher et al.,
2017). Despite these limitations, GWAS have overall been very successful at identifying loci
reproducably associated with complex traits of interest, as long as these loci have appreciable
effect sizes and frequencies (Visscher et al., 2017).
In evolve and resequence experiments, a population is sequenced, exposed to selection and
sequenced again. The core of the method is to use allele frequency change to infer selection.
However, the term itself is not always without confusion, as there exists a continuum from
experiments in which a population is simply exposed to a new environment and the resultant
changes are observed, to experiments in which the full pedigree is recorded, and selection is
for a specific trait. Even when selection is for a specific trait, there is usually some additional
natural selection going on; natural in the sense that the experimenter has no control over
it. For example, in the Longshanks experiment (Chapter 2), selection was for increased tibia
length, but some litters failed independently of this specific trait. In my thesis, I focus on the
type of E&R experiment that involves selection for a specific trait. My question here is, what
are the potential advantages of the evolve and resequence approach over GWAS, or how can
it complement GWAS in a meaningful way?
Some of the limitations of GWAS, e.g. how hard it is to distinguish variants affected by direct
selection from those affected by linked selection, and therefore to pinpoint which variants
are truly causal, translate directly to the E&R design. However, there are several benefits to
following allele frequencies through successive generations, rather than looking at only one
snapshot in time, as is done in GWAS. For example consider e.g. how Pelizzola et al. (2021) use
multiple time points to reconstruct haplotypes, as discussed in section 1.2. Also, the approach
can potentially improve on GWAS when it comes to detecting alleles at high or low frequencies,
since starting frequencies can be manipulated experimentally. Also, sustained change in the
trait over many generations can be more sensitive than measuring the trait directly at just one
point in time. The main drawback are additional experimental effort and cost for both keeping
an experiment going for the required number of generations, and additional sequencing effort
(Vlachos and Kofler, 2019). In addition to factors relevant for GWAS, statistical power in
E&R experiments also depends on other experimental design parameters, like the duration
of the experiment or the strength of selection. If the full pedigree is available in addition
to time-series data, there are even more possibilities to explore the evolutionary processes
acting on the population. Impressive examples include the use of pedigrees in the prediction
of the probability of gene loss in captive breeding populations (MacCluer et al., 1986) or
understanding genetic models of human disease (Byard, 1986). Especially relevant for this
project, pedigree analyses are increasingly used to understand the genetic basis of complex
traits (Pemberton, 2008; Chen et al., 2019).
It is possible to study the temporal development of allelic copy numbers via pedigrees as well,
as long as genomic data of sufficient quality is available. This has been done by Chen et al.
(2019). In their paper, the authors could link individual reproductive success to long-term
genetic contribution and allele frequency change, being able to quantify the relative roles of
drift, gene flow and selection. However, while the full pedigree allows us to find the exact
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1. Introduction

effective population size (Ne) and at least in principle makes phasing possible, is is not obvious
to what extent it can increase the statistical power for finding selected variants.

Overall, while there are some clear advantages to using time-series data as is available in E&R
experiments, it remains somewhat unclear to what extent the additional information can make
up for the much larger amount of resources required. If experimental design can be optimized,
the advantages might outweigh the drawbacks (Vlachos and Kofler, 2019).

In this thesis, I discuss two E&R experiments with selection for a specific trait and the full
pedigree, as well as whole-genome data for (almost) all individuals in the founder and last
generations available. In both experiments, selection was within-family, meaning that in each
selected generation, individuals with the highest trait values from each family were selected and
used to establish the next breeding generation, with no sib-matings ever allowed. This specific
experimental design choice means that selection does not distort the pedigree, and it is possible
to do simulations conditional on the pedigree. Intuitively, this is possible because blocks
of genome may take different "paths" through the pedigree, and because the randomness
produced by Mendelian segregation and variation in the location of recombination break points
lead to varying results, even when we start with the same founder haplotypes.

1.3 Windows-based Statistics and Inferring Selection
To feasibly investigate whole genomes, data is often divided into windows. This way, information
can easily be simplified by calculating summary statistics, such as the inbreeding coefficient,
pairwise nucleotide diversity, or the average change in allele frequency for each window. This is
a natural approach, since data tend to cluster due to underlying haplotype structure. Summary
statistics for data in each window are usually averaged over statistics calculated on individual
SNP and so do not involve LD. This is the most common approach, but there are also summary
statistics based on other types of data, including haplotype data. Variability in these summary
statistics influences the baseline from which the significance of candidate windows must be
judged. The window’s size also has to be chosen with care - large enough to limit correlation
between windows, but small enough to give detailed information.

Overall there is an abundance of methods to infer selection in genome data analysis. While
traditionally mostly simple summary statistics were used, there is now a new generation of
methods using inferred gene trees and ancestral recombination graphs (Hejase et al., 2020).
These take into account the recent ancestry of a sample as well as LD and contain much
richer features than summary statistics derived from SNP alone.

1.4 Complex Traits in Population Genetics and
Quantitative Genetics

The term "complex trait" refers to the kind of trait which is influenced by more than a few
genes. We are interested in them because many important features fall into this category, such
as disease liability scores or many traits important for adaptation to environmental changes in
small natural populations of endangered species. We want to understand their genetic basis
basis better by learning how selection has acted on them, which is often through small shifts
of allele frequencies at many loci. Observing genetic changes after selection is revealing about
the distribution of genetic effect sizes which contribute to variance in such traits.
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Once we have identified interesting windows of genome or other signatures of selection, we
aim to connect them to phenotypic changes. There are many different approaches to do this.
Two sub-fields of evolutionary biology and genetics which tackle these questions are population
genetics and quantitative genetics. My research is at the interface of these two, since I ask
questions about changes in allele and haplotype frequencies which cause phenotypic changes
in response to selection.
Quantitative genetics (QG) is the study of traits which are affected by the action of more than
a few major genes, called quantitative or complex traits, as described above. Notably, QG and
statistics have been intricately connected from the beginning of both disciplines, as early on
they were both developed in large part by the same person, namely Ronald A. Fisher.
QG usually focuses on variation in phenotype and its changes under selection. It has been
very successful at predicting the response to selection, by which we mean the difference of
mean phenotypic value between the offspring of the selected parents and the whole parental
generation before selection. These predictions were possible even before the notion of genes
was widely used and accepted. QG uses strong assumptions, some of which are biologically
unrealistic; yet it has produced methods which work extremely well, as evidenced by their
application and success in breeding programs. These programs aim to maximize the response
to selection in order to obtain certain breeding goals, for example maximization of milk yield
(Hill, 2010; Brotherstone and Goddard, 2005).
The related discipline of population genetics (PG) deals with genetic differences within and
between populations. It focuses on frequencies of alleles or combinations of such. Population
genetic models can be used for statistical inference from DNA sequence data and to quantify
the forces of evolution in general. Analytical results often exist only for a small number of loci,
but there are useful approximations for many loci.
Here, my focus is on artificial selection experiments which involve quantitative traits and their
genetic basis.

1.5 The Infinitesimal Model
To investigate how selection and random genetic drift change complex traits and distinguish
the respective impacts of these forces, it is necessary to define a null model for the genetic
basis. How to do this is not obvious; conceptually, for a typical common trait we expect
something in-between a few loci with large effect size and the limit of perfectly homogeneously
distributed contributions to trait variance along the genome. This is because we know that
there is evidence for the involvement of many genes of small effect sizes, but some loci of larger
effect sizes have also been found. We also know that there is linkage. In artificial selection
experiments such as the ones discussed in this thesis, we additionally know that selection
has been acting and was effective, which excludes a purely neutral model as appropriate null
model.
In the data sets discussed in this thesis, we also know that linkage is present and that most, if
not all chromosomes contributed to the selection response, as would be the case for a trait
with a genetic basis consisting of many loci of small effects. Minor shifts in allele frequencies
at many loci can lead to signatures of selection that look very different from the type seen in
selective sweeps of one major effect allele (Pritchard et al., 2010; Elyashiv et al., 2016). To
appropriately model this type of selection response, we therefore choose an infinitesimal model
with linkage (Robertson, 1977) as the appropriate null hypothesis.
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In the infinitesimal model, we assume an effectively infinite number of loci, each with an
infinitesimal effect on the trait under selection (Bulmer, 1980). The classic infinitesimal model
does not include linkage, but it can be expanded to do so (Bulmer, 1974; Santiago, 1998).
One immediate consequence of the infinitesimal assumption is that the effect of selection on
individual variants is negligible. Therefore, the genic variance can be assumed to be constant
over short time scales, and in approximations, we expect a small and smooth decline. The
infinitesimal model gives the limit of any distribution of effect sizes as we go to smaller and
smaller values of these effects distributed over a larger and larger number of loci, keeping the
overall trait value constant (Sachdeva and Barton, 2018; Barton et al., 2017).
Following Robertson (1977) and Sachdeva and Barton (2018) consider a trait determined by
an effectively infinite number of loci, uniformly distributed on a genome block of a certain
length. All loci are weakly selected, though there may be appreciable selection on the block as
a whole. This model is parameterized by only one parameter V0, namely the genic variance per
unit map length. Under infinitesimal conditions, long term selection is possible, as standing
genetic variance takes a long time to be depleted in this case.
If it is possible to reject the infinitesimal model with linkage, it is worth thinking about a
hierarchy of models, bridging the gap between this model and one of, in the extreme case, only
one major effect locus. One might compare the likelihood ratios of these different scenarios to
find a better approximation to the actual genetic basis. In such in-between cases, one could,
starting from the infinitesimal model with linkage, make the variance distribution along the
genome more and more heterogeneous. This would show up as a higher variance between
replicates which could be tested in simulations. At some point, there would be spikes of
variance (from individual major effect size loci) with long stretches of genome contributing
zero variance in-between, as one approaches the extreme of a single quantitative trait locus
(QTL) scenario (this is unless one of the "smoother" models can not be rejected).
It should be noted that there is also family of methods which use linear mixed models (LMM)
to attribute genetic variance to regions of genome and test hypotheses as to the heterogeneity
of this distribution (Kang et al., 2010; Listgarten et al., 2012; Zhou and Stephens, 2012).
In chapter 2 of this thesis, I discuss an E&R selection experiment in mice and what we could
learn about the genetic basis of the trait of tibia length by observing genomic changes. This
was done in collaboration with Frank Chan and his group at the Friedrich-Miescher Institute
in Tübingen, especially Layla Hiramatsu during her tenure as a Postdoc there. Chapter 3
discusses the problem of correlations between SNP associated with specific haplotypes and the
increased variance in SNP-based summary statistics which follows. This chapter was inspired
by the high variance between chromosomes observed in the Longshanks experiment of Chapter
2. Finally, Chapter 4 discusses an evolve and resequence experiment in Drosophila in which
we investigated the genetic basis of pupal length and which had much higher replication than
the mouse experiment. This was done in collaboration with Guy Reeves and Diethart Tautz at
the MPI for Evolutionary Biology in Plön, Germany.
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CHAPTER 2
Analysis of an Evolve and Resequence

Experiment in Mice

The work presented in this chapter was done in collaboration with Nick Barton, with whom I
worked on the statistical analysis and simulations, Frank Chan and his group, who did the
genomic analysis, and Campbell Rolian and his group, who did the experiment, and is based
on our paper in eLife (Castro et al., 2019).

2.1 Introduction
In this chapter, I discuss the Longshanks selection experiment. Its goal was to understand
the genetic basis of tibia length, as an example of a complex trait in mice. The so-called
"Longshanks" mice were selected for increased tibia length while aiming to keep body mass
constant (Marchini et al., 2014). Originally, Marchini et al. (2014) investigated how selection
could break the correlation between tibia length and body mass, such that an increase in
tibia length over the first 14 generations of the experiment could be observed, while body
mass was essentially held constant. This previous study focused on phenotypic change and
inferred genetic correlations indirectly using the pedigree (Marchini et al., 2014). In contrast,
our paper and this chapter, while using the same data set, have a different focus, namely to
understand the underlying genetic changes. The Longshanks experiment is still ongoing, but
the current study focuses on the first 17 generations.

The main questions discussed in this chapter are:

• To what extent are allele frequency changes influenced by selection, to what extent by
random genetic drift?

• What can we learn about the genetic basis of complex traits on the example of tibia
length - what portion of the variance contributed to the trait is due to large effect loci,
small effect loci, and what portion cannot be distinguished from an infinitesimal null
model?

• What type of selection signature is associated with this process?

9
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• When parallel trait changes occur in replicates, to what extent do we also observe genetic
parallelism, e.g. do these parallel phenotypic changes correspond to changes in the same
genes?

2.1.1 Background
The understanding of how populations adapt genetically to changing environments is relevant in
a number of fields, from animal breeding to conservation biology. While insight into adaptation
from any organism is important, mammals are of particular interest, both because they are
close to humans genetically and because they are particularly vulnerable to rapid changes in
the environment, as might occur because of climate change, due to often small population
sizes, and/or fragmented habitats. There is also a lot of general interest in genetic parallelism,
especially with regard to the question of whether parallel phenotypes are the result of parallel
genetic changes or different genomic solutions leading to the same result (Elmer and Meyer,
2011; Stern, 2013; Schluter et al., 2004; Ravinet et al., 2016; Deagle et al., 2012).

Beneficial alleles in mammals typically arise from standing variation, namely alleles which
were present in the population before selection started. This means that their reservoir would
be quickly depleted under strong selection if the genetic basis of the trait or traits under
selection consisted of only few loci of large effects. However, it is known that for many traits
in mammals and other organisms adapting from standing variation, the response to selection
can be significant and consistently sustained over many generations (Keightley et al., 1996;
Laurie et al., 2004; Hill and Kirkpatrick, 2010).

The question of how polygenic traits will respond to selection has typically belonged to the
realm of quantitative genetics, which uses methods conceptually based on the infinitesimal
model (Barton et al., 2017) and see 1.5 for a short explanation, to predict that response. As
stated in the introduction, the infinitesimal model assumes a virtually infinite number of loci
with infinitesimally small effects which contribute to a trait. It is a continuous model, though
discrete approximation is possible, which we used in the simulations described in this chapter.
The selection response under the infinitesimal model is smooth and predictable. Under this
model, the breeder’s equation (Lush, 1943) predicts the response. One can also estimate the
total expected gain in the trait value, which is equal to 2Ne times the response in the initial
generation (Robertson, 1960). There is impressive empirical evidence for this, see Fig.4 in
Weber and Diggins (1990).

In general, the infinitesimal model has been very successful in predicting selection response
across a wide range of conditions in selection experiments, and is the basis for commercial
breeding (Walsh and Lynch, 2018). However, going beyond the phenotypic response to
selection, many open questions remain as to the actual underlying genetic basis. After all, we
know that as long as there is sufficient statistical power, it has to be possible to reject the
infinitesimal model in favor of a more realistic model, since in reality genomes do not consists
of infinitely many genes and neither can effect sizes be infinitesimally small.

In understanding the fate of adaptive variants under different conditions, the existing body of
theory (Walsh and Lynch (2018, Ch. 5)) is far ahead of our understanding of the empirical
data, especially when it comes to natural populations where many theoretical expectations are
hard to test. In artificial selection experiments, there is a much better chance to get at these
questions; here we can avoid missing data and control conditions completely, from population
size to selection regime.
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2.2. The Experiment

Allele Frequency-Based Statistic ∆z2

In what follows, we use a windows-based statistic to summarize information about the allele
frequency changes from the first to the last generation under selection (F0 to F17). We use
the Fisher-transformed allele frequency z = 2 arcsin(√p). ∆z2 is the square of the arcsine
transformed allele frequency difference between F0 and F17. This has an expected variance of
1/2Ne per generation independently of starting frequency, and ranges from 0 to π2. ∆z2 was
averaged over 10 kbp windows.

2.2 The Experiment

2.2.1 Description of the Longshanks Selection Experiment
At the start of experiment, three base populations of 14 breeding pairs each were established
(Marchini et al., 2014). This was done by sampling from a commercial mouse stock known
as CD1; derived from mixed breeding of classic laboratory mice (Yalcin et al., 2010). Two
replicate "Longshanks" lines (LS1 and LS2) were set up, as well as one control line (Ctrl)
without selection. In the two Longshanks lines, the 14 breeding pairs each were established
initially, and then selected in each subsequent generation, never allowing sibling crosses (later
population size was kept to 16 pairs - it was planned to establish 16 pairs, but some mice got
lost unfortunately). The next breeding population was chosen by picking the son and daughter
with the longest tibia length relative to the cube root of body mass from each family. The
number of chosen individuals corresponds to 15-20% of all offspring. In Ctrl the identical
breeding scheme was applied, except that breeders were chosen at random (Marchini et al.,
2014).

2.2.2 Description of the Data
The full pedigree was recorded during the experiment, phenotypes were measured for all
breeding individuals and tissue samples were taken. Tibia length and body mass were measured
as described in Marchini et al. (2014), namely by weighing the mice and radiographing them
in a cabinet X-ray system, acquiring images with a digital X-ray scanner. A total of 1332 Ctrl,
3054 LS1 and 3101 LS2 mice were recorded. Five outlier individuals with abnormal skeletal
development were removed from LS2 and excluded from further analysis. For simulations,
missing data in LS2 were filled in with random individuals which best matched the pedigree.
The initial (F0) and final (F17) breeding populations were sequenced at low coverage (2.91-fold
coverage (range: 0.73–20.6×; n = 169 with <10% missing F0 individuals; Supplementary file
1 in Marchini et al. (2014), revealing on average 6.7 million (M) segregating SNP per line
(this corresponds to approximately 0.025%, or 1 SNP per four kbp). The reference genome
used was Mus musculus reference mm10, which is derived from GRCm38.

2.3 Results
In the two selected lines LS1 and LS2, a strong and significant response to selection in tibia
length was observed, corresponding to 0.29 and 0.26 standard deviations (s.d.) per generation
respectively (fig.2.1. Over 17 generations increases of 5.27 s.d. (LS1) and 4.81 s.d. (LS2)
were observed. That corresponds to 12.7% in LS1 and 13.1% in LS2. There was a modest
decrease in body mass, -1.5% in LS1 and -3.7% in LS2. In contrast, Ctrl showed no significant
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Figure 2.1: Tibia length increased by 5.27 s.d. overall in LS1, by 4.81 s.d. in LS2, and remaind
roughly constant in Ctrl.

directional change in tibia length or body mass at significance level p < 0.05 (Student’s t-test).
This approximate 5 s.d. change in 17 generations is fast compared to typical rates observed
in nature, see e.g. Hendry and Kinnison (1999) and Reznick et al. (1997), but in line with
typical responses seen in selection experiments, see examples in Garland and Rose (2009).

2.3.1 Simulations and Statistical Analysis
In the LS experiment, we see a rapid and smooth increase in tibia length. As explained in
section 2.1.1, this points to a highly polygenic architecture, with no individual locus explaining
the bulk of the selection response. It also shows that selection was acting and effective.
Therefore, the appropriate null hypothesis for the genetic response to selection in this case
should capture "polygenic adaptation", rather than neutrality.
In this case, the rejection criterion is more subtle than "reject if selection is detected". Rather,
the null hypothesis will be rejected if loci of larger effect sizes are detected. "Larger effect
size" here means that they are distinguishable from the infinitesimal background i.e. their
effect size exceeds a threshold set by what we expect to see under the infinitesimal model with
linkage. Simulations were based on these considerations.

Simulation Setup

The simulations we developed incorporate the trait measurements, the correct selection regime
and the full pedigree. We therefore expect it to produce an accurate expectation for the
genetic selection response. The simulations follow one chromosome at a time - this is possible
because of a special feature of the Longshanks breeding scheme: the highest-ranking male and
the highest-ranking female from each family were chosen to breed with the highest ranking
mice from other families within a line. Therefore, if we disregard non-Mendelian segregation
and the fraction of failed litters (∼ 15%), selection acted solely within families and on the
measured traits. Such selection does not distort the pedigree and therefore allows us to follow
the evolution of each chromosome separately (Falconer and Mackay, 1981, Ch. 13).
Each chromosome was represented by a set of "junctions", which arise as recombination
breakpoints and create boundaries between pieces of genome inherited from different founders
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genomes. These junctions are inherited like Mendelian loci and therefore easy to follow
(Fisher, 1954). In principle, we should simulate selection under the infinitesimal model by
following the contributions of all blocks of chromosome across the whole genome. However,
this is computationally challenging and would make the simulation prohibitively slow, since the
contributions of all blocks in every individual defined by every recombination event would have
to be tracked.
Our solution is to follow a large number of biallelic loci and checking that their number is
sufficiently large to approach the infinitesimal limit. Compare to Fig. 2.4 for confirmation that
the bulk of the response coincides with the diffusion limit expectation. We made a further
slight approximation by only explicitly modeling discrete loci on one chromosome at a time
(possible because of within-family selection). After this process, SNP genotypes were recovered
by seeding each genome block with the appropriate ancestral haplotype. This is much more
computationally efficient than following all the neutral SNP markers individually. Crossovers
were distributed according to the standard genetic map in Cox et al. (2009).
Trait values were modeled as a sum of three variance components: a component due to the
infinitesimal background, called Vg and determined by a large number of unlinked loci on all
but the focal chromosome, Vs, a component determined by the sum of effects of 104 evenly
spaced loci along the focal chromosome, and a Gaussian non-genetic component Ve, which
represents variation due to the environment. The first two, namely the genetic components,
sum to the breeding value if each individual. The values of Vg are normally distributed among
offspring around the mean of the parents breeding values, and its variance is:

VM = (VA/2)(1 − β)(1 − Fii − Fjj) (2.1)

(Falconer and Mackay, 1981, Ch. 5),where VA is the initial (total) genetic variance, Fii, Fjj

are the probabilities of identity between distinct genes within each parent which are calculated
from the pedigree, and β is the fraction of genome on the focal chromosome.
Component Vs was determined by 10000 loci, which contribute a fraction β of the initial
additive variance. We initially choose to let these loci have equal effect sizes with random signs,
±α, such that the initial allele frequencies all are p0 = q0 = 1

2 , and β · VA,0 = 2∑n
i=1 α2pi,0qi,0.

The choice of equal effects approaches the infinitesimal most closely. Matching the experiment,
the initial population consists of 28 diploid individuals, and alternative alleles at loci have
initial frequencies of 1

56 , 4
56 , 12

56 and 28
56 in equal proportions. Inheritance is assumed to be

autosomal with no sex-linkage.
The variance due to the two genetic components was proportional to the corresponding map
lengths. Heritability was estimated from observed trait values. For the selection scheme in each
generation, the actual (i.e. observed) number of male and female offspring were generated
from each breeding pair (though with varying simulated genotypes) and the male and female
with the largest trait value were chosen to become part of the breeding population in the next
generation.
SNP genotypes were assigned to founder genomes with their observed frequencies. However,
in order to reproduce the correct variances, founder haplotypes had to be assigned. This
essentially means to to assign SNP to also be consistent with the individual diplotypes and then
make an additional choice at all heterozygous sites to produce two haplotypes per diplotype.
To do this in the absence of phased data, three procedures to produce such haplotypes were
compared, see Fig. 2.2: assigning haplotypes in linkage equilibrium (consistent with given
frequencies, but ignoring individual genotypes), using the genotypes, and assigning the two
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alleles at heterozygous sites in each individual at random to its two haplotypes (this minimizes
LD in a way consistent with observed diploid genotypes) and finally using the diploid genotypes
and then assigning alleles at heterozygous sites in each individual to the "reference" and
"alternative" haplotypes consistently within an individual, which maximizes LD consistently
with the given genotypes. We call these three procedures "no LD", "min LD" and "max LD"
respectively. Note that even in the "no LD" case there will technically always be some small
amount of LD, because there are always some correlations between SNP due to chance.

Simulation Results

The decrease in genetic variance due to random genetic drift was measured by the inbreeding
coefficient F , defined as the probability of identity by descent relative to the initial population
We distinguish the identity between two distinct genes within a diploid individual, Fw (or Fii

in index notation as above), from the probability of identity between two genes in different
individuals, Fb (Fij above). The overall mean identity between two genes chosen independently
and at random from all 2N genes is then:

F̄ = 2 (N − 1) Fb + Fw + 1
2N

. (2.2)

The proportion of heterozygotes decreases by a factor of 1 − Fw , and the variance in allele
frequency increases with F̄ . Then, the expected genetic diversity, E [2pq] decreases as 1 − F̄ .
Figure 2.7 shows that in the absence of selection, the identity Fb (light shaded lines) increases
slower than expected under the Wright-Fisher model (black lines). These differences are a con-
sequence of the circular mating scheme, which was designed to slow the loss of heterozygosity.
The dotted lines show the average F , estimated from the loss of heterozygosity in 50 replicate
neutral simulations, each with 104 loci on a chromosome of map length of R = 1 Morgan. This
is close to the prediction from the pedigree (light shaded lines), which validates the simulations.
The thick-colored lines show F estimated in the same way, but with Vs/Ve = 0.584, which
was calculated from the observed selection response from parent-offspring regression. This
works because we know that the top male and female were selected from each family, and
the intensity of selection that this causes is determined by the genetic variance segregating,
relative to the environmental variance. Thus, given Vs/Ve, we know the strength of selection.
In simulations, the actual numbers of males and females in each family were used. Vs/Ve was
estimated to fit the response to selection observed in the experiment.
The rate of drift, as measured by F over time, is significantly faster under selection: by 6.7% in
LS1 and 9.8% in LS2 (Student’s t-test P ≤ 0.008 in LS1 and P ≤ 0.0005 in LS2). However,
this is not apparent from individual replicates, since the standard deviation of the rate of drift,
relative to the mean rate, is ∼ 13% between replicates. Interestingly, while the observed loss
of heterozygosity in the actual data fits that expected from the pedigree closely (large dot with
error bars in 2.7), there is extremely wide variation among chromosomes for these data (filled
dots), substantially higher than seen in any simulation seeded with SNP at linkage equilibrium
(open dots, slightly to the right), another hint at the importance of LD to estimate variation.
Since the breeding scheme was not set up only to increase tibia length, but also to keep body
mass constant, the simulation needed to capture both of these factors. This was done by
mapping fitness onto tibia length TTT and body mass BBB as a single composite trait ln(TBϕ)ln(TBϕ)ln(TBϕ).
The scaling ϕ was estimated from the actual data as -0.57, chosen to closely match the
actual ranking used to select breeders in the experiment. In the experiment, the ranking was
established by combining a ranking based on absolute tibia length with a ranking based on
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relative tibia length, namely tibia length divided by the third root of the body mass (Marchini
et al., 2014). For simulations ϕ was chosen such that the actual breeders would have the
lowest ranks overall.

Figure 2.2: Assigning SNP to founder haplotypes: In the absence of phased data, simulations
were seeded with three different types of founder haplotypes, all consistent with the allele
frequency data. Black and white dots indicate either of the two homozygous states and grey
dots indicate the heterozygous state. Founder haplotypes were sampled directly from founder
individuals in each of the experimental LS lines in the following three ways: 1. The linkage
equilibrium scheme: Here, we sampled from the list of allele counts at all SNP. This produces
founder haplotypes that carry essentially no LD (however, some correlation is always created
by chance, even under this scheme). 2. The "min LD" scheme: Here, founder haplotypes are
kept consistent with individual genotype data, and only in the case of heterozygous loci, the
two alleles are assigned at random to the two haplotypes. This produces founder haplotypes
with minimal LD ("min LD") consistent with the observed genotypes. 3. The maximum LD
("max LD") scheme: Here, founder haplotypes are also sampled consistently with the individual
genotype data, but more than that, haplotypes 1 and 2 are also consistently assigned with
the reference and alternative alleles respectively (so once the alternative allele is assigned to
haplotype 1 at the first SNP, we will keep assigning it to haplotype 1 for all other heterozygous
sites in this individual as well). This maximizes LD in the founder haplotypes, again consistent
with individual genotypes.

We tested a range of models with varying selection intensity and initial LD, running 100
simulated replicates for each one, to determine the significance of allele frequency changes.
Since there was much more variation in chromosomes than expected from simulations seeded
with the "no LD" scheme, clearly initial LD plays an important role. LD between ancestral
SNP greatly increases random variation, (see Chapter 3). Simulations were seeded with SNP
drawn according to the "max LD" scheme, which fit variability between windows observed in
the actual data best. Significance threshold tests were also based on this scheme (Fig.2.3).
This is also the more conservative choice, since more LD leads to more variability between
replicates and higher significance thresholds.
Figure 2.3 shows the distributions for z = 2 arcsin(√p) for 100 replicates each for scenarios
with and without selection and the different ways of setting up initial LD. The two columns
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correspond to replicates LS1 and LS2. The three rows correspond to the three ways of
assigning SNP to the starting set of haplotypes described in figure 2.2: "no LD", "minimal
LD" or "maximal LD". The "no LD" scheme is only consistent with the given allele frequencies
(first row), while the other two processes are consistent with individual genotypes as well. The
blue and red bars correspond to results from simulations done under neutrality or selection
respectively (with selection strength consistent with the response observed in the experiment).
Significance thresholds in black mark the values above which changes in the scaled allele
frequency statistic ∆z2 are unlikely to have been produced under neutrality at p = 0.05
significance level. While increased selection pressure leads to greater shifts in allele frequencies,
the figure shows that the impacts on ∆z2 due to initial LD are much larger.
A main conclusion from the simulations is that overall allele frequencies were hardly perturbed
by varying selection intensity, apart from a few significant loci. Even under infinitesimal
selection however, a very weak but detectable signal can be generated. It can show up as a
(small) excess of alleles which swept from low to high frequency compared to strict neutrality
(see Fig. 2.4, specifically SNP classes 1

56 and 4
56). However, it would take many replicates for

such an excess to become statistically significant. These results echo other E&R experiments
based on diverse base populations which also showed only weak evidence of selective sweeps
at individual loci, e.g. Burke et al. (2010); Orozco-terWengel et al. (2012).
Simulations assume infinitesimal effects of loci, so allele frequency shifts exceeding the stringent
"max LD" threshold (see Figure 2.3) would suggest the presence of discrete loci contributing
significantly to the selection response. An excess of such loci, particularly if present in both
replicates, would thus imply a mixed genetic basis of few distinguishable large-effect loci on an
infinitesimal background.

2.3.2 Genomic Signatures of Selection
This section summarizes the main genomic results of the analysis. I am brief in some places,
especially when summarizing the functional genomics part, as this topic is not the focus of
this thesis.

Sequencing and Genome-Wide Diversity

To detect genomic changes in the LS experiment, all individuals of the initial (F0) and last
generations (F17) were sequenced to an average 2.91-fold coverage (range: 0.73–20.6×; n
= 169 with <10% missing F0 individuals). For each line and generation, all individuals were
barcoded and pooled for sequencing. Since the CD-1 mice were founded by an original import
of 7 inbred female mice and two inbred males, a maximum of 18 segregating haplotypes at any
given locus was expected (see Figure 1 in Yalcin et al. (2010)) Across the three lines in our
setup, similar levels of diversity were found, with an average of 6.7 million SNP segregating.
This corresponds to about 1 SNP per four kbp. Globally, diversity decreased by 13%, while
F17 populations still retained ∼ 5.8 million segregating SNP. This drop is sufficiently explained
by drift alone. The simulations confirmed this and showed that selection contributed negligibly
to the drop in diversity 2.7.
There was negligible population differentiation between the three founder populations with
an across-line FST on the order of 1 · 10−4.This increased to 0.18 in generation F17, which
is consistent with random sampling from an outbred breeding stock. Overall, despite strong
selection in the experimental lines, there was little perturbation of genome-wide diversity;
apparently changes in global diversity have little power to distinguish selection from drift. This
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Figure 2.3: The significance threshold for ∆z2 depends on the initial LD. We use the square
since selection might lead to allele frequency shifts in a positive or negative direction, and we
do not know how individual genes functionally affect the trait. The figure shows significance
threshold values under varying LD in the starting population from 100 simulated replicates.
blue: no selection, red: selection according to the observed selection response in the actual
experiment. The three rows on either side correspond to the three allele-assignment methods
discussed in figure 2.2. The two columns correspond to replicates LS1 and LS2. Increasing
selection pressure produces greater shifts in ∆z2 even on the same pedigree, due to a relatively
greater proportion of additive genetic variance Vs on the overall variance in the trait. One can
imagine that different blocks are passed down the same pedigree, through the same individuals
- blocks which might carry varying numbers of alleles affecting the trait. However, a far
greater shift in ∆z2 can be observed due to differences in initial LD. This is because even
weak associations between large numbers of SNP in a window can add up greatly to inflate
the variance of ∆z2 (compare to chapter 3). Subsequently, of the three initial LD levels used
in these simulations, "max LD" should produce overly conservative thresholds, and "min LD"
should produces overly permissive thresholds, which can lead to more false positives. For no
initial LD, thresholds might substantially underestimate the correct significance threshold. In
our analysis, the "maximal LD" thresholds were used.

is consistent with the simulation results and notable as there was a strong phenotypic selection
response.

Significance Thresholds

In order to obtain the significance thresholds used in the analysis, we simulated replicates
of the LS1 and LS2 lines, and calculated ∆z2 shifts averaged over 10 kB windows. The
maximum genome-wide ∆z2 value was then found for each replicate. This was done for a
range of selection intensities and the 3 different LD models ("no LD", "min LD" and "max
LD", explained in Fig. 2.2). Under each selection and LD model, we obtained the critical ∆z2

value from the distribution of genome-wide maximum ∆z2, corresponding to p = 0.05, the
95th quantile. This procedure controls for hitchhiking due to linkage, line specific pedigree,
and selection strength.

Sequencing

Genomic DNA was extracted from ear clips. Each sample was individually bar-coded and
pooled for high-throughput sequencing. Sequenced data were pre-processed using a pipeline
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Figure 2.4: The simulated distribution of minor allele frequencies q0 at generation 17 with no
selection (blue line) is compared to the simulated distribution with selection (red line) and the
theoretical expectation under the diffusion limit. These distributions are conditional on an
initial minor allele frequency of 1, 4, 12 or 28 copies out of 56 (columns left to right). The
black line shows the diffusion limit, calculated for scaled time 17

2Ne
, since we look at the change

over 17 generations. Ne was estimated from the rate of increase in the inbreeding coefficient
F , calculated from the pedigree, giving values of Ne = 51.7 for LS1 and 48 for LS2. Under a
within-family selection scheme we would expect Ne to be higher than the census size, up to
twice as high as the value obtained under random mating. We observe a very slight excess of
alleles going from low to high copy numbers under selection, with substantial overlap between
the distributions.

consisting of data clean-up, mapping, base-calling and analysis.

There was a combined ∼ 100× coverage which we consider sufficient to recover any of the
(maximum) 18 CD-1 founding haplotypes still segregating at a given locus. The raw genotypes
were phased with Beagle v4.1, but phasing remained unreliable (Browning and Browning,
2016). For more details on the methods used, see our paper (Castro et al., 2019).

Windows with Significant Allele Frequency Changes

We asked whether specific loci reveal more definitive differences between the experimental
lines and the Ctrl, such that they are clearly distinguishable from the infinitesimal background.
To do this, we identified windows with significantly elevated ∆z2 values.

169 windows were found which had significant shifts in allele frequency in LS1 and/or LS2 at
p < 0.05 under the infinitesimal model simulation with initial SNP assigned under the "max
LD" scheme (see section 2.3.1 and figure 2.2 for details). They belonged to 8 clusters in LS1
and/or LS2. This corresponds to ∆z2 ≥ 0.33π2 compared to a genome-wide background
of ∆z2 = 0.02 ± 0.03π2. In Ctrl, 8 significant windows, belonging to three clusters were
identified, compared to a genome-wide background of ∆z2 = 0.01 ± 0.02π2.

The eight clusters in the selected lines overlapped with 2-179 genes each. Together they
contained 11 candidate genes with known roles in bone, cartilage and/or limb development.
Some genes with "short-tibia" knock-out phenotypes were found. Gene-regulation likely played
an important role in the selection response.
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Figure 2.5: The histograms show the distributions of ∆z2 in 10 kbp windows across the
genome for the Ctrl (gray), LS1 (blue) and LS2 (red). While the distributions are quite
similar, the two selected lines showed more extreme values than Ctrl, with larger values of
∆z2 overrepresented. The inset zooms in on the region above ∆z2/π2 = 0.125. Two different
significance thresholds are marked, both for p ≤ 0.05. These thresholds were obtained from
simulations which reproduced the experiment faithfully as much as possible, and used three
different ways to represent initial LD. These are explained in Fig. 2.2. More details on the
simulations follow in section 2.3.1. Under the "max LD" scheme, maximal LD between SNP in
the founder generation is assumed, whereas under the "no LD" scheme, there is (almost) not
initial LD. The "no LD" scheme produces a much more lenient significance threshold. Above
the more lenient of these thresholds, the pattern of higher ∆z2 values from the selected lines
as opposed to Ctrl is clear; above the more stringent threshold, specifically shifts in ∆z2 from
LS2 are overrepresented. Greater distortion in the ∆z2 spectra is expected if discrete loci
contribute to the selection response. Accordingly, we read this as evidence for discrete loci
contributing in LS2.
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Figure 2.6: For each cluster, ∆z2 profiles for Ctrl (gray, LS1 (blue) and LS2 (red) are shown.
Plots are shaded if the cluster is significant in the given line. None of the three significant
clusters in Ctrl overlapped with these 8 clusters.

Figure 2.5 shows the genome-wide distributions of ∆z2 in the three lines. The distributions
are quite similar, but an excess of ∆z2 in the higher bins above significance thresholds set
by the infinitesimal model with linkage, especially for LS2, suggests that there were some
bigger effect loci playing an important role in the experimental lines. Overall, these results
are consistent with a very polygenic genetic basis of the trait, with some loci of larger effects
contributing.

Parallel Selection Response

To quantify genetic parallelism, we compared genetic responses in the two replicates LS1 and
LS2. In mice, as in other organisms with relatively long generation times, most adaptation is
from standing genetic variation. Therefore, if the starting populations shared beneficial alleles,
these may sweep in both replicates, as long as selection is strong enough to overcome drift
and favorable alleles are initially frequent enough not to be lost. Therefore, observing parallel
changes is strong evidence for selection.

Figure 2.8 shows ∆z2 profiles across the genome. Looking at Ctrl (in gray) it is interesting
that some peaks appeared here as well. This confirms that drift, inbreeding and linkage
together can generate large allele frequency changes, even with no selection involved. This
is in accordance with similar observations in simulations and shows how important it is to
consider LD. However, LS1 (blue) and LS2 (red) (Fig. 2.8) showed more and stronger
parallel shifts than Ctrl. ∆z2 profiles of the two selected lines were generally more similar than
between each line and Ctrl, with Pearson’s correlation in ∆z2 for 10 kbp windows: LS1-LS2:
0.21, LS1-Ctrl: 0.06 and LS2-Ctrl: 0.05. More specifically, the handful of peaks coinciding
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Figure 2.7: This plot shows the increase in inbreeding over the course of the Longshanks
experiment. The lines follow the change in Fb ("F between"), the probability of identity between
two alleles in two different diploid individuals, over 20 generations. The light lines follow Fb

as calculated from the pedigree, the dotted lines follow Fb calculated from the average value
over 50 neutral simulations, and the thick dark line follows Fb as calculated from the average
of 50 simulations with selection response consistent with selection intensity at Vs/Ve = 0.584,
where Vs is the segregating variance within families and Ve is the environmental variance. The
Fb trajectories based on the pedigree and on neutral simulations are basically indistinguishable,
which is a good check for simulations. Under selection, inbreeding increases slightly faster.
The black line shows the increase in Fb, as expected under a Wright-Fisher model with actual
population sizes. Under this model, Fb is close to Fw, which is the probability of identity
between two allelic copies at the same locus within diploid individuals. Under this model, they
are also both close to 1 −

(
1 − 1

2Ne

)t
over time, where Ne is calculated as the harmonic mean,

24.8. The large dots (with error bars) show the actual Fb calculated from decline in average
2p(1 − p) in the data over 17 generations, with the error bars showing the interquartile range
among chromosomes. The small dots show the estimates from each of the 20 chromosomes.
The open dots show Fb from 40 replicate simulations, conditional on the same pedigree and
the same selection response and taking the actual map length of each mouse chromosome into
consideration (Cox et al., 2009). The simulations agree well with the observed genome-wide
average, while the actual variance between chromosomes is much larger even than the one
found from chromosome-wise simulation. LD is likely the source of this excess variance.
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Figure 2.8: Allele frequency shifts between initial (F0) and final (F17) generation in LS1 (blue),
LS2 (red) and Ctrl (gray) are shown as ∆z2 profiles along the genome. Units on the y-axis
are fraction of the full range of ∆z2, from 0 to π2. Some large shifts in the Ctrl are due to
chance and most likely caused by LD in addition to the relatively small population size and
limited diversity. Still, LS1 and LS2 show a handful of parallel selective sweeps on top of the
infinitesimal background. Candidate genes are highlighted in the plot.

in LS1 and LS2 appear to correspond to parallel selective sweeps, which stand out from the
infinitesimal background.

In contrast to previous selection experiments with replicates, which focused mainly on detecting
parallel loci (Burke et al., 2010; Jones et al., 2012; Chan et al., 2012; Kelly and Hughes, 2018),
the LS experiment allowed us to quantify parallelism more broadly, in addition to determining
the selection coefficient of the loci with the strongest allele frequency shifts. The significance
threshold used in most analyses was calculated under the infinitesimal model with "max LD".

Six of the eight significant loci were line-specific, despite the fact that all eight selected alleles
were present in both lines in the founder generation F0. The two remaining loci were parallel
in LS1 and LS2 and ranked highest with an estimated selection coefficient of s > 0.2 . The
estimated selection coefficient should be taken with a grain of salt, as it may be a substantial
overestimate, because significant values are expected to overestimate s.

We should ask, why were only two out of the eight discrete loci with significant shifts found to
have parallel ∆z2 signals? This seems low, especially given that LS1 and LS2 are genetically
very similar in the founding generation and the fact that identical, and strong, selection was
applied to them. Since the infinitesimal model with linkage recreates the bulk of the selection
response accurately (see Figures 2.9, 2.7), we attempt an infinitesimal explanation: there are
simply very many ways to increase tibia length under the infinitesimal model, or a genetic
model close to it, with subtle shifts in many gene frequencies producing a strong phenotypic
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Figure 2.9: Here we show the genomic response compared between selected lines and Ctrl,
as well as simulations. The overall genomic response represented in ∆z2 profiles matches
the simulated "max LD" results closely, as can be seen comparing the right panel (from
simulations) to the middle and left panels (observed data). Right panel: the heatmap
summarizes percentages as seen in 100 simulated replicates. Most windows show little to
no shift, in concordance with the data. The colored tick marks along the axes show the
genome-wide maximum ∆z2 shifts in each of the 100 replicate simulations in LS1 (x-axis,
blue) and LS2 (y-axis, red). Line-specific significance thresholds at p ≤ 0.05 are indicated by
dashed gray lines. While the simulations matched the bulk of observed data well, no simulation
recovered the strong parallel shifts observed in LS1 and LS2 data (compare middle panel (data)
to right panel (simulation)). Despite a largely line-specific genomic response in the experiment,
the largest signals did occur in parallel in LS1 and LS2. The left panel shows, that shifts in
LS2 (red) were greater than in Ctrl (gray) and changes in these two lines were not correlated
(Pearson’s correlation coefficient of 0.05). In contrast, there where many parallel changes as
seen in the joint distribution of LS1-LS2 (mid-panel). Note that adjacent windows cluster
due to hitchhiking. The strongest parallel shift could also be associated with functionality. It
occurred in a gene called Nkx3-2, marked with an arrow in the mid-panel (more on this in the
main text and 2.12). Significance thresholds as calculated under the "max LD" scheme are
indicated.

response. In addition, the effect of drift is expected to be strong in a small population like the
current one, obscuring signatures of selection. In larger populations, selection is be expected
to be more effective and able to pick out increasingly small effect size loci, which are also
much more likely to experience parallel frequency shifts.

To summarize, we observed only subtle differences between the line’s changes in global diversity
between F0 and F17, as shown in Figures 2.8 and 2.5. Using a standard χ2 test, we found that
parallelism is much more prevalent in the comparison between selected replicates than in the
comparison of each selected line and the control: χ2 test, LS1-LS2: p ≤ 1 · 10−10, LS1-Ctrl:
p > 0.01 and LS2-Ctrl: p > 0.2. The comparisons between experimental lines and Ctrl were
both found to be non-significant after correcting for multiple testing, as were comparisons
between simulated replicates, see Fig. 2.11. Since the loci selected in parallel in LS1 and LS2
also have the highest estimated selection coefficients, and parallelism is not generally expected
from infinitesimal simulations, these loci provide the strongest evidence yet for the role of
discrete major loci in this study, and also to reject the infinitesimal model. Also, in line with
theoretical expectations, even though we did not observe widespread parallelism, these results
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Figure 2.10: This shows the genome-wide ranking of candidate loci at p ≤ 0.05 significance
threshold. The ranking is derived from infinitesimal "max LD" simulations. Ranking is based
on estimated selection coefficients s (see example in 2.3.2). Six out of the eight loci (clusters
of windows containing candidate genes) showed significant shifts in only one line, LS1 or LS2,
but the two loci with the highest estimated selection coefficients shifted in parallel in both
LS1 and LS2, providing strong evidence for parallel selection in both lines. See also the middle
panel in figure 2.9.

Figure 2.11: The joint ∆z2 distributions show that comparing ∆z2 profiles overall, they were
very similar, with a slight skew toward higher values in replicate LS2. The joint LS1-LS2
distribution however, shows that many windows shifted in parallel in both lines (left panel,
parallel-shifted windows in purple). This is in contrast to the joint distributions of experimental
and control lines: LS1-Ctrl (second panel) and LS2-Ctrl (third panel), which show very few
parallel shifts. The right panel shows the joint distribution of two individual replicate simulations
using the LS1 and LS2 pedigrees respectively. These replicates were chosen for having among
the greatest extent of parallel ∆z2 windows among simulated replicates, showing how even
so, there is much less parallelism than in the data. Infinitesimal simulations were done with
selection pressure corresponding to Vs/Ve = 0.58, see 2.3.1 under "max LD". Significance
thresholds under the "max LD" scheme and "min LD" scheme are indicated as dashed lines,
and the excess in parallel loci seen in the data is significant under both thresholds.
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support the idea that the probability of parallelism can be high among loci with the greatest
selective advantage (Orr, 2005).

Nkx3-2, The top-ranking locus

This section deals with the top-ranked locus in terms of estimated selection coefficient, Nkx3-2,
which was selected in parallel in LS1 and LS2 and molecularly dissected by our collaborators.
The cluster of significant windows on chromosome 5 (see Fig. 2.6) contains three genes,
including Nkx3-2, which is a known regulator of bone maturation (Provot et al., 2006). Nkx3-2
is a broadly expressed pleiotropic transcription factor which is lethal when knocked out. At
this locus, the pattern of variation resembled a selective sweep spanning 1 Mbp, see Fig.
2.6. Through in situ hybridization, we showed robust expression of Nkx3-2 in the developing
fore-and hind limb buds of Ctrl, LS1 and LS2. We hypothesized that at the Nkx3-2 locus
the F17 allele causes de-repression of bone and/or cartilage formation by reducing enhancer
activity and Nkx3-2 expression. The dissection yielded identification of up to six candidate
quantitative trait nucleotides (QTNs), which provides a rare example of genetic dissection of
a trait to the base-pair level in mice.

Figure 2.12: Selection at Nkx3-2: (A) Allele frequency of a selected allele (minor allele at
F0, named q) within Nkx3-2 over 20 generations in LS1 (blue), LS2 (red) and Ctrl (gray,
broken line). Observed frequencies from genotyped generations in Ctrl are marked with filled
circles. Dashed lines indicate missing Ctrl generations. Open circles in generations F0 and F17
correspond to allele frequencies from whole genome sequencing. The allele fluctuated in Ctrl
but followed a linear upwards trend in the selected lines, from around 0.17 starting frequency
in both selected lines to 0.85 in LS1 and 0.98 in LS2 by generation 17. Shaded contours
mark the expected allelic trajectories under varying selection coefficients starting from 0.17
(red horizontal line). The light gray shaded region marks the 95% confidence interval under
random drift. (B) Log-likelihood curves of the selection coefficient, s, for LS1 (blue curve)
and LS2 (red curve) respectively, based on the transition probabilities from a Wright-Fisher
process with appropriate Ne (see main text). The horizontal red line marks a loss of 2 units in
log-likelihood, setting conventional 2-unit support limits. Note that genome-wide analysis was
done on the first 17 generations, but the trajectory included genotypes from this particular
locus from the first 20 generations.

Selection Coefficient of Nkx3-2

To estimate a selection coefficient for Nkx3-2, the allele frequency trajectory of an allele at
Nkx3-2 was produced by genotyping 1569 mice at the locus in question in all 20 currently
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available generations. The trajectory shows the selected allele’s steady increase across 20
generations in LS1 and LS2. The starting frequency was 0.17 in both experimental lines
and rose to 0.85 in LS1 and 0.98 in LS2. In Ctrl it fluctuated around 0.25. Assuming two
alternative alleles at any locus, the selection coefficient is implied by the observed parallel
changes in allele frequency. We also need to set bounds on the estimate by accounting for
random genetic drift.
Under constant selection, log q

p
changes linearly with time, at a rate equal to the selection coef-

ficient s. Therefore, a naive estimate of the selection coefficient is given by ŝ = 1
T

log
[

q17
p17

p0
q0

]
(Haldane, 1932). This is not the MLE, but a simpler estimate only valid under constant
selection. This gives, ŝ = 0.19 in LS1 and ŝ = 0.32 in LS2, giving an average of ŝ = 0.26 for
the focal allele in Nkx3-2.
Constant selection is a reasonable assumption in our case: The strength of selection on
an additive allele in the Longshanks experiment will depend on the fraction selected and
within-family variance. The former is kept constant as much as possible and there is little loss
of variance due to drift (F at generation F17 is about 0.17). Therefore, we can assume s to
be constant, as long as there is no strong dominance.
We now have to account for random genetic drift to set bounds on this estimate: We obtain
Ne, which is needed to find the dimensions of a transition matrix describing the process, by
calculating the predicted loss of diversity over 17 generations from the pedigree. This gives
Ne = 44.9 and Ne = 44.4 for LS1 and LS2 respectively. We round this to the next integer
and calculate the transition matrix for the Wright-Fisher process with 2N rounded to 90 and
89 copies in LS1 and LS2 respectively. This transition matrix calculation gives the likelihood
to see the observed allele frequency changes from 16/90 to 75/90 in LS1, and from 14/89
to 87/89 in LS2, given Ne and varying the selection coefficient. Overall, this gives ŝ = 0.24
in both lines with no significant loss of likelihood. We also investigated the effects of linked
selection, but it did not appreciably change the distribution of allele frequencies at the focal
locus.
Via this analysis the locus was found to be responsible for ∼ 9.4% of the total selection
response (2-unit support limits 3.6 − 15.5%). There might be some inflation due to multiple
testing, which is hard to estimate, but this will not introduce estimation bias if the effect was
large enough that it would certainly be detected in this study. The estimate of selection made
here should be regarded as an effective value which may reflect a more complex reality, as we
have not excluded more complex models, for example including more than two alleles at a
locus.
We also estimated the contribution of Nkx3-2 using an animal model, namely:

Vp = fixed effects + VA + VR, (2.3)

where the fixed effects were sex, generation, litter size, genotype at the locus and the replicate
line, VA is the additive genetic variance and VR is the residual variance. This gave a small
but significant effect of the genotype on the composite trait, with mean effect = 0.36%
per additional copy of the selected allele in generation F17, and 95% CI: 0.069 − 0.64% at
p = 0.017. This corresponds to ∼ 1% of variance in tibia length at generation F01. The
observed increase in allele frequency from ∼ 0.18 to 0.91, averaged over the two lines, implies
that it accounts for about ∼ 4% of the total selection response (12.9% increase in tibia
length). This estimate is lower, but within the bounds estimated from simulation (2-unit
support limits gave an interval of 3.6-15.5%). This estimate, unlike the previous one, does
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control for ascertainment bias. However, the exact effect of the allele is difficult to pinpoint in
any given generation or population due to the nature of the composite trait and its change in
variance over time. Either way, both estimates support that Nkx3-2 contributes substantially
to the selection response.

2.4 Discussion
Here, we looked at a replicated artificial selection experiment with small population size over 17
generations and characterized the observed genomic changes as selection acted on a combined
trait of tibia length in relation to body size.
It is notable that the selection response was steady and robust even though we expect drift
to play a major role in such a small population. Even with just 14-16 breeding pairs per
generation, tibia length increased readily and in both experimental replicates in response to
selection, while body mass stayed on a comparable level, and there was no such increase
observed in the Ctrl. There was apparently enough standing variation present in F0 to fuel
this increase in the trait. Also, under the infinitesimal model we expect to reach the limit
for selection response at ∼ 2Ne generations (Robertson, 1960), which would correspond to
around 90 generations here, which is of course far from the 17 generation duration of this
experiment. Other artificial selection experiments on mice using a similar base population
encountered selection limits already after 20-25 generations - potentially due to countervailing
selection rather than loss of genetic variance (Careau et al., 2013, a study on high voluntary
wheel running behavior). Here all evidence suggests that the Longshanks mice would continue
to show increases in tibia length for many more generations.
Ne in the Longshanks experiment was estimated to be 46, which is larger than the census
population size of about 30, due to the rotational breeding scheme, which minimized inbreeding.
This population size is small, but comparable to those in some natural populations like the
Soay sheep (McRae et al., 2005), Darwin’s finches (Grant and Grant, 1992) or Tasmanian
devils (Epstein et al., 2016). These populations all spent different amounts of time at small
population sizes, from a few decades in the recent case of Tasmanian devils to likely many
millions of years in the case of Darwin’s finches.
These different time scales lead to different expectations with respect to the selection response.
Little to no new mutations have a chance to influence adaptation in the type of short-term
selection seen in the Longshanks experiment, which might be compared to the case of the
Tasmanian devils in that regard. The response will depend almost completely on standing
variation, which will change in the longer term (» 20 generations), when de novo mutations
will contribute more and more (Hill, 1982; Weber and Diggins, 1990).
Using both the complete pedigree as well as the founder individual’s sequences, the data in this
experiment was detailed enough to allow for precise modeling of the trait response - predicted
shifts in the allele frequency distribution closely matched the results, with some deviations
potentially due to selection on a few major loci, see Fig. 2.4.
Some loci of major effect were detected and their ranking according to an estimated selection
coefficient determined, see Fig. 2.10. The Nkx3-2 locus was identified as the locus associated
with the largest allele frequency shift parallel in both selected lines, connecting the trait
change directly to allele frequency shifts at a particular locus which contributes a modest
amount of variance to the selection response, but nevertheless is clearly differentiated from the
infinitesimal background. Some studies that attempt to link explicit trait changes to changes
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in allele frequencies are Keightley et al. (1996); Chen et al. (2019) and Nuzhdin et al. (1999).
However none of these systematically tested against an infinitesimal background.
Our results imply a mixed genetic architecture with a few discrete loci amid an infinitesimal
background. It remains to be seen whether other evolve and resequence studies with different
parameters may reveal similar results. It is not clear how one might parameterize a generally
applicable model for mixed genetic architectures. While we consider a small number of major
effect loci together with a polygenic background the most likely genetic architecture in this
study, we cannot reject other alternative models that could also account for the observed
response. For example, an effectively infinitesimal model with linkage where larger allele
frequency changes can happen by chance (Sachdeva and Barton, 2018), or on the other end
of the spectrum, a model with few major trait loci, though we consider this unlikely - one
would have to determine the minimum number of QTLs necessary for the response. Of course,
there is a whole range in-between these extremes, which it would be interesting to explore in
further study.
How do our results relate to other studies on complex traits and which types of genetic
architectures have been observed in those cases? The classic example of a complex trait is
human height. The strength of selection acting on this trait has been debated, see e.g. Turchin
et al. (2012); Berg and Coop (2014), and Barton et al. (2019). It shows high heritability and
a very polygenic genetic architecture, with the top contributing locus identified accounting for
only 0.8% of the variation explained in European populations (Weedon et al., 2007; Wood
et al., 2014).
The situation is completely different in populations of horses or dogs. Both these species have
been under strong and sustained selection for hundreds of years and breed-specific populations
tend to be small. Only 4-6 loci account for 83% and 50% of variation in height for horses
and dogs respectively (Makvandi-Nejad et al., 2012; Rimbault et al., 2013). Interestingly, the
major allele at the IGF1 locus in dogs, which is a major determinant for small size, stems from
standing genetic variation, as did the major effect alleles in the Longshanks experiment. In
Drosophila, results from many selection experiments suggests a highly polygenic basis for a
number of traits e.g. pupal size (Reeves and Tautz, 2017), egg size (Jha et al., 2015) or body
size (Turner et al., 2011).
In the Longshanks experiment, the combined effects of low diversity in the founders and small
founding populations are probably what leads to the extreme tail of the ∆z2 distribution (see
e.g. Fig.2.3 and Fig.2.4) contributing a substantial part to the selection response, i.e. a
considerable part of the response is due to individual loci of moderate effect sizes. Parallel
selection provides especially convincing evidence for detecting selection (Chan et al., 2012;
Schluter et al., 2004; Chan et al., 2010; Martin and Orgogozo, 2013), and also did so in the
Longshanks experiment for the largest effect loci.
Overall however, there was little parallelism observed between each selected line and the Ctrl
line, and also between simulated selected replicates. This is somewhat surprising, considering
how simulated haplotypes were sampled directly from the actual founders which came from
the same population. It goes to show that parallelism depends not only on shared selection
pressure, but also the availability of large-effect alleles at appreciable frequency, which confer
a substantial advantage - the latter of course are absent in the simulated replicates (right
panel in Fig.2.9 and Fig.2.11). In the observed data, the two largest-effect loci did show
parallelism, (figure 2.10). Next, it would be especially interesting to determine the extent
to which linkage places a fundamental limit on our inference of signatures of selection, in
addition to experimental design parameters like the population size and number of replicates.
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Using the Longshanks selection experiment and contributions from theory, empirical data
and molecular genetics, we showed that it is possible to identify some significant individual
SNP which contributed to the selection response, while confirming that most of the variation
contributed to the trait is spread over the whole genome and most likely due to many loci of
small effect sizes. We showed that loci with the highest estimated effect sizes and selection
coefficients increased in parallel in frequency in the two selected lines, giving convincing
evidence for selection at specific loci. We hinted at the importance of LD in population genetic
inference, and how it places fundamental limits on inference, an idea which will be developed
further in the next chapter.
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CHAPTER 3
Association between SNPs and

Haplotypes

3.1 Introduction
This chapter was inspired by the analysis we did in Castro et al. (2019) which I describe in the
previous chapter, where we looked for signatures of selection by identifying outlier windows
via statistics based on allele frequency change under simple directional selection. The idea
is that without selection, large allele frequency changes will be unlikely and thus ∆p2 (or its
scaled version ∆z2 which was used in the LS analysis, see table 3.1) can be used as a test
statistic for selection.
It was hard to distinguish signals of selection at individual loci, even though we knew that
selection was acting and effective. We took this, and the fact that most of the genome
showed some response to selection, as an indication of the polygenic basis of the selected
trait, pointing to many small allele frequency shifts at many loci. However, even a more easily
detectable signal of selection, such as hard selective sweep, can still be hard to detect. In
this chapter, I examine the sources of noise in sequence data analysis which lead to these
complications.
In the first part of this chapter, section 3.2, I focus on the effect of correlations between SNPs
in the founder generation on the variance between replicates of summary statistics. In the
second part, section 3.3, I then discuss how inference based on sequence data can be affected
by the different sources of extra variability in the data.

3.2 Associations of SNPs with Haplotypes Contribute to
Variance in an Allele Frequency-based Summary
Statistic

As discussed in the general introduction (Chapter 1) evolution acts directly on blocks of
genome, rather than individual loci. However, we can only observe the SNP on these blocks,
which are a result of the random mutational process, followed by random shuffling due to
Mendelian inheritance in sexual organisms. SNP share correlations due both to chance and the
ancestral relationships between blocks with which they are associated. While it is convenient
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Variable Definition
pα Allele frequency at locus α in the ancestral

population
L Total number of SNP in a window

Ω = 1
L

∑L
α=1 (∆pα)2 Average allele frequency change squared

over L loci
n0 Initial number of haplotypes
nT Final number of haplotypes at generation T
ki Copy number of haplotype i; ∑n0

i=1 ki = nT

gα
i ∈ {0, 1} Genotype at locus α, haplotype i

Dα,β LD coefficient between loci α and β

χα,β = pαpβ + Dα,β Haplotype frequency in the ancestral population
E [gα

i ] = pα Expectation over randomly drawn SNP

E
[
gα

i gβ
i

]
= χα,β Expectation over randomly drawn pairs of SNPs

pα
0 = 1

n0

∑n0
i=1 gα

i initial allele frequency at locus α in the sample
pα

T = 1
nT

∑n0
i=1 kig

α
i final allele frequency at locus α in the sample

δi = ki

nT
− 1

n0
Change in frequency of haplotype i

∆pα = ∑n0
i=1 δi · gα

i Change in allele frequency in the final population
Sk = ∑n0

i=1 (δi)k Moments of the changes in haplotype frequency;
S1 = 0

r Recombination rate
s The selection coefficient
π The average pairwise number of

nucleotide differences per site
X (t) The average allelic copy number at generation t
Tneut Number of generations under neutrality
Tsel Number of generations under selection
j0 Allelic copy number in generation 0
jT Allelic copy number in generation T
ℓ (s) Likelihood of value s, given the data
H0 The null hypothesis

Φ = maxi

(
ki

nT
− 1

n0

)2
= maxi (δi)2 The maximum haplotype frequency change

per window squared.

Table 3.1: Table of definitions used in this chapter
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to analyze data in windows and calculate summary statistics, it is also important to be mindful
of the information lost in this process due to correlations between SNP, or in other words, LD.
Correlations built up in the past continue to influence the present results of sequence data
analysis (refer also to sections 1.2 and 2.1.1).

3.2.1 A window of genome
Let us now consider a window of genome small enough to neglect recombination break points,
as illustrated in Fig.3.1. We can justify this approach by theory showing that over tens of

Figure 3.1: Choosing a window of genome small enough to be able to neglect recombination:
The illustration shows individual genomes, each represented by a different color, lined up
horizontally. In the upper part of the figure, we see the genomes before recombination.
After a number of generations, genomes get broken up into blocks and rearranged into new
configurations in each following generation. In the lower part of the figure, we see the result:
blocks of a certain color, all descended from the same founder, start to increase in frequency
in certain regions of the genome and will eventually fix, if there is no mutation introducing
new variation. This will transform the image from all horizontal to all vertical "stripes".
Since these haplotype blocks retain a certain minimum size up until fixation, it is possible to
choose a window size for analysis which is small enough to reduce the chance of capturing
a recombination break point within its bounds to the point where it can be neglected. This
choice can be made from data after exploring the effects of window size on relevant statistics.

generations, large blocks of genome are passed on without recombination. Their size decreases
as 1/r each generation, were r is the recombination rate. These blocks therefore retain a
size where they still carry many SNP (see e.g. (Martin and Hospital, 2011; Chapman and
Thompson, 2003; Tiret and Hospital, 2017; Sachdeva and Barton, 2018) for a more detailed
analysis of haplotype block length distributions).
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In the toy model I describe, I continue to refer to a "founding generation". Let us assume
that haplotypes are known for this generation. I will continue to refer back to the founding
generation and describe how the state of the population changed with respect to this first
generation. We ignore the state of the population at earlier times.

Think of our window of genome as a collection of haplotype blocks, which at the start of
our "experiment", are all distinct. I describe the "haplotype block copy number distribution"
(HBCND) the following way: each haplotype has an index, (1, ...n0), where n0 is the number
of haplotypes in the founding generation. From each generation to the next, the copy number
of haplotypes may change, some will increase in frequency, while others may decrease and
get lost. We therefore name the copy number of haplotype i ki, where i is its index in
the founding generation. On these haplotypes there are associated SNP, which I assume
are biallelic. Their frequency changes in concert with the haplotypes they are associated
with. Figure 3.2 illustrates how I record haplotype and SNP frequency changes over several
generations.

When we have E&R data, meaning genotype data at at least the first and last observed
generation, a possible (yet arbitrary) choice of summary statistic is Ω, the mean squared allele
frequency change between first and last generation:

Ω = 1
L

L∑
α=1

(∆pα)2 (3.1)

In the previous chapter, we used (∆z)2, the arcsin-transformed allele frequency squared, which
has certain advantages (see section 2.1.1), but here we base our analysis on p, because it
connects more straightforwardly to theory. I use the square because we usually do not know if
selection will increase or decrease a certain allele (for this, we would have to have functional
information), so direction should not matter in a first attempt to detect outliers.

Figure 3.2: Illustration of how I describe allele and haplotype frequency changes: Allele
frequency changes from generation t = 0 to t = T and haplotype copy number distribution
at generation t = T with respect to generation t=0 are shown - assuming all haplotypes
were distinct initially, haplotype km = n means the mth haplotype in the founder generation
is present in n copies at generation T . In this example, the haplotype block copy number
distribution is (1,1,1,1,1) in the first generation and (2, 0, 0, 3, 0) in the last one.

34



3.2. Associations of SNPs with Haplotypes Contribute to Variance in an Allele Frequency-based
Summary Statistic

Figure 3.3: Window of genome with summary statistic Ω = 1
L

∑L
α=1 (∆pα)2 where L is the

number of SNPs in the window and ∆pα is the allele frequency change at locus α.

3.2.2 Sources of Noise in Allele Frequencies
We now examine how evolutionary processes’ action on haplotype blocks leads to extra
variability in allele frequencies and their various measures; "extra" in addition to variation due
to the actual signal. Much of this extra variability is due to LD. LD is created in two main
ways:
First, due to LD between SNPs in the founding generation. To explain this, I will state here
the key result of this chapter, which gives the variance in summary statistic Ω in terms of LD
between SNPs in the initial generation and initial allele frequencies; the equation is derived in
full below, in section 3.2.3.

V ar (Ω) = 1
L2

( L∑
α=1

pαqα(2pαqαS2
2 + (1 − 6pαqα)S4)+

L∑
α,β=1,α ̸=β

Dα,β(pα − qα)(pβ − qβ)S4 + 2(Dα,β)2(S2
2 − S4)

) (3.2)

The first term in the equation gives the contribution to the overall variance due to allele
frequencies at individual loci. The second term can be ignored if LD is not directional. The
third term, containing (Dα,β)2 gives the contribution to the variance due to LD between SNP
in the founding generation. This result shows that LD in the founder population inflates the
variance in the statistic, and it will dominate as the number of loci increases - even if these
correlations are very weak, there can be very many pairs of loci in a single window, and thus
the effect adds up. Also, note the there will always be some correlation between SNP due
to chance, even if they are assigned in linkage equilibrium at the start. These correlations,
present already in the founding generation, inflate variance over time.
Second, due to random genetic drift, some haplotypes increase in frequency over time and
others are lost, as illustrated in Fig. 3.2. This changes the haplotype block copy number
distribution over time, and the total number of haplotypes goes down (as long as we can
neglect mutation). Through this process, LD increases over time, because now SNP on all
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haplotypes which descend from the same founding haplotype are correlated. This type of LD
does not appear in equation 3.2.
In addition, because the precise location of recombination breakpoints is random, the way
SNP are grouped together on haplotype blocks bounded by these breakpoints is random too,
which also adds to the overall variance. The inflation of variance will show up as increased
variance between replicates in simulations or real data. One important conclusion we can
draw from this immediately is that working with haplotypes directly, we can always decrease
the amount of uncertainty in our results, because this way the first source of LD and thus
uncertainty disappears: correlations between SNP in the founding generation become irrelevant.
In what follows I will express the variance in the summary statistic in terms of the first four
moments of the HBCND, the initial allele frequencies and the average pairwise LD in the
founder generation. Simulation of populations with varying levels of initial LD were used to
check this.

3.2.3 The Variance in the Summary Statistic due to LD
My first aim is to obtain the expected variance in an allele frequency-based summary statistic
due to LD produced by the evolutionary forces acting on haplotype blocks.

Analytical Derivation

Consider a window of genome as illustrated in figures 3.1 through 3.2. The collection of
haplotype blocks making up this window changes composition over time. This corresponds to
a standard Wright-Fisher process.
After T generations, we describe the resulting population in terms of the distribution of
haplotype blocks (the HBCND), referring back to the founding generation. This distribution
of haplotype block copy numbers can be written as a list: K = {k1, k2, ...ki, ...kn0}, and∑n0

i=1 = nT , where element ki is the number of copies of haplotype i from the first generation
left at generation T . n0 is the initial total number of haplotype blocks and nT is the total
number of haplotype blocks at generation T . To make the connection to allele frequencies,
we aim to express Ω (see 3.1) in terms of K. The variance in Ω can be decomposed into a
variance and a covariance term:

V ar(Ω) = 1
L2

 L∑
α=1

V ar (∆pα)2 +
L∑

α,β=1,α ̸=β

Cov((∆pα)2 ,
(
∆pβ

)2
 (3.3)

Define gα
i ∈ {0, 1} as the genotype at locus α on haplotype i. Note that we assume all loci

to be biallelic. The genotype is defined in relation to a reference genome: 0 if the individual
carries the reference allele, 1 if the individual carries the alternative allele. The frequency of
haplotype χ ∈ (00, 01, 10, 11) at loci α and β is

χα,β = pαpβ + Dα,β (3.4)

where pα/pβ are the allele frequencies at loci α/β in the initial generation and Dα,β is
the sample average pairwise LD between loci α and β for many randomly "assigned" SNP
configurations. Taking the expectation gives:

E [gα
i ] = pα (3.5)

E
[
gα

i · gβ
i

]
= χα,β (3.6)
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The change in allele frequency at locus α in the sampled population is:

∆pα =
n0∑
i=1

δi · gα
i (3.7)

where
δi = ki

nT

− 1
n0

(3.8)

Then, the kth moment of the distribution of haplotype frequency changes is defined as

Sk =
n0∑
i=1

(δi)k (3.9)

The goal is to obtain an expression for V ar (Ω) in terms of moments of the haplotype block
copy number changes ∆ki, initial LD between SNPs Dα,β, and initial allele frequencies pα

and pβ. First, I express the sums over products of distinct elements in the list of haplotype
frequency changes in terms of the moments of these changes, see table 3.2.

Indices Numbers of Permutations
{i, i, i, i} n0

{i, i, i, j} 4n0(n0 − 1)
{i, i, j, j} 3n0(n0 − 1)
{i, i, j, k} 6n0(n0 − 1)(n0 − 2)
{i, j, k, l} n0(n0 − 1)(n0 − 2)(n0 − 3)

Table 3.2: Number of ways of choosing distinct sets of elements for four indices that sum to a
total number of n4

0 elements.

Computing the individual terms:

E
[
(∆pα)2

]
=

n0∑
i,j=1

δiδjE
[
gα

i gα
j

]
=

n0∑
i

δ2
i E
[
(gα

i )2
]

+
∑
i ̸=j

δiδjE
[
gα

i gα
j

]
=

S2p
α + (pα)2∑

i ̸=j

δiδj = S2p
αqα

(3.10)

E
[
(∆pα)4

]
=

n0∑
i,j,k,l=1

δiδjδkδlE
[
gα

i gα
j gα

k gα
l

]
=

n0∑
i

δ4
i E
[
(gα

i )4
]

+ 4
∑
i ̸=j

δ3
i δjE

[
(gα

i )3 gα
j

]
+ 3

∑
i ̸=j

δ2
i δ2

jE
[
(gα

i )2
(
gα

j

)2
]
+

6
∑

i ̸=j ̸=k

δ2
i δjδkE

[
(gα

i )2 gα
j gα

k

]
+

∑
i ̸=j ̸=k ̸=l

δiδjδkδlE
[
gα

i gα
j gα

k gα
l

]
=

S4p
α − 4S4 (pα)2 + 3

(
S2

2 − S4
)

(pα)2 + 6
(
2S4 − S2

2

)
(pα)3 + 3

(
S2

2 − 2S4
)

(pα)4 =

pαqα
(

3pαqαS2
2 + (1 − 6pαqα) S4

)
(3.11)
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Sums over Distinct Elements
Sum In terms of moments of the distribution of haplotype frequency changes∑

i ̸=j δiδj S2
1 − S2∑

i ̸=j δ3
i δj S1S3 − S4∑

i ̸=j δ2
i δ2

j S2
2 − S4∑

i ̸=j ̸=k δ2
i δjδk S2S

2
1 + 2S4 − S2

2 − 2S3S1∑
i ̸=j ̸=k ̸=l δiδjδkδl S4

1 − 4(S1S3 − S4) − 3(S2
2 − S4) − 6(S2S

2
1 + 2S4 − S2

2 − 2S3S1) − S4 =
S4

1 − 6S2
1S2 + 3S2

2 + 8S1S3 − 6S4

Table 3.3: Sums over distinct elements of products of haplotype frequency changes in terms
of the haplotype block copy number distribution. For example, this is how to derive the first
expression:(∑

i,j δi

)2
= S2

1∑
i=j δ2

i +∑
i ̸=j δiδj = S2

1
S2 +∑

i ̸=j δiδj = S2
1∑

i ̸=j δiδj = S2
1 − S2

Similarly for the other expressions.

And we obtain the variance:

V ar
[
(∆pα)2

]
= E

[
(∆pα)4

]
− E

[
(∆pα)2

]2
= pαqα

(
2pαqαS2

2 + (1 − 6pαqα) S4
)

(3.12)

E
[
(∆pα)2

(
∆pβ

)2
]

=
n0∑

i,j,k,l=1
δiδjδkδlE

[
gα

i gα
j gβ

k gβ
l

]
=

n0∑
i

δ4
i E
[
(gα

i )2
(
gβ

i

)2
]

+ 2
∑
i ̸=j

δ3
i δj

(
E
[
(gα

i )2 gβ
i gβ

j

]
+ E

[(
gβ

i

)2
gα

i gβ
j

])
+

∑
i ̸=j

δ2
i δ2

j

(
E
[
(gα

i )2
(
gβ

j

)2
]

+ 2E
[(

gα
i gβ

i

) (
gα

j gβ
j

)])
+

∑
i ̸=j ̸=k

δ2
i δjδk

(
E
[
(gα

i )2 gβ
j gβ

k

]
+ E

[(
gβ

i

)2
gα

j gα
k

]
+ 4E

[(
gα

i gβ
i

)
gα

j gβ
k

])
+

∑
i ̸=j ̸=k ̸=l

δiδjδkδlE
[
gα

i gα
j gα

k gα
l

]
=

S4
(
pαpα + Dα,β

)
− 2S4

(
pαpα + Dα,β

) (
pα + pβ

)
+
(
S2

2 − S4
) (

pαpβ+

2
(
pαpβ + Dα,β

)2
)

+
(
2S4 − S2

2

) (
pαpβ

(
pα + pβ

)
+

4pαpβ
(
pαpβ + Dα,β

))
+ 3

(
S2

2 − 2S4
) (

pαpβ
)2

(3.13)

This gives
V ar

(
(∆pα)2

)
= pαqα

(
2pαqαS2

2 + (1 − 6pαqα)S4
)

(3.14)
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and

Cov
(

(∆pα)2 ,
(
∆pβ

)2
)

= Dα,β(pα − qα)(pβ − qβ)S4 + 2(Dα,β)2(S2
2 − S4) (3.15)

For the variance of Ω we then have:

V ar (Ω) = 1
L2

( L∑
α=1

pαqα(2pαqαS2
2 + (1 − 6pαqα)S4)+

L∑
α,β=1,α ̸=β

Dα,β(pα − qα)(pβ − qβ)S4 + 2(Dα,β)2(S2
2 − S4)

) (3.16)

As L, the total number of SNP, gets larger and larger, the third term 2(Dα,β)2(S2
2 − S4) will

start to dominate the equation. This is because for more and more pairs of SNP in a given
window, the LD in the founder population inflates the variance more and more.

Numerical Calculation of the Variance of Ω

For a specified allele frequency at a given locus, there are many different ways alleles can be
associated with haplotype blocks. To calculate the variance of Ω numerically, I repeatedly
assign SNP to the genome window at random, but consistent with defined allele frequencies
at each locus. I analyze this for different values of LD, which are produced by mixing two
populations with a different constant starting frequency each. In this case the difference
between the minor allele frequencies matters - the larger this difference, the higher LD.
The variance in Ω is higher for higher levels of LD. Even as the number of SNP per window
gets very large, the variance will never go to zero, because adding SNP does not add new
information if they are fully correlated with SNP that have already been scored.

3.3 Inference via Allele Frequency Data is Noisier than
Inference via Haplotype Frequency Data

In this section, I illustrate the issues of inferences for recent selection when only indirect
observation via SNP is possible, and how much better we can do using haplotypes if they are
available.
To properly estimate the variability in summary statistics based on allele frequencies, I use the
example of an E&R experiment with selection for a specific trait like the ones examined in
Chapters 1 and 3. It should be noted, however, that the issue of correlations between SNP
inflating variance is more general and influences all types of analysis using allele frequency
based summary statistics in windows, not only E&R type data.
Say we aim to do inference from statistics based on changes in allele frequencies. Let us
consider first the case of no LD - here, one can simply aim to identify the causal SNP by
looking for loci which show exceptionally large changes in ∆p (or any sensible statistic based
on it). Usually, we rely on neutral marker SNP to identify causal loci - this means that while
long range LD can obscure the signal, we need short-range LD to be able to detect causal SNP
at all, because if neutral markers are not linked to a causal SNP, we will not detect selection.
If LD is only present on a very short scale, as is often assumed and has been found in some
studies (Kruglyak, 1999; Dunning et al., 2000), we can look at exceptional windows, and
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count on neutral marker SNP to be linked to the causal SNP and therefore show exceptional
changes. However, reality is often more complicated and, due to the reasons discussed in the
first part of this chapter, even relatively clear signals of selection such as hard sweeps can be
hard to detect.
Due to those same reasons, values of the statistics we use will be correlated and highly variable
between replicates. Commonly used statistics such as π or FST , are "local", i.e. they do
not use information from LD, so we expect increased noise due to correlations between allele
frequencies.
Here, we assume two fitness classes of haplotypes - they either carry or do not carry the
beneficial allele and have fitnesses 1 : 1+s. I describe the single locus case to present the main
ideas. One of the two alleles at the locus, coded as 1, is selected with selection coefficient s. I
simulate data and check how well I can infer the selection coefficient just from allele frequency
change at the locus with a maximum likelihood scheme. Of course, one would then like to
progress to inference in a window with many SNP and LD, using the mean ∆p2 for inference,
or a statistic based on the haplotype frequency changes. However, since this problem still
remains in the almost-solved stage, where it has been lingering for several months now, only an
outline of this more interesting analysis has made it into the Discussion and Outlook section
of this chapter, section 3.4.
In terms of statistics, we can do inference either by using likelihood directly, comparing the
likelihood to see the data in different scenarios, or by using a frequentist significance test.
These should lead to similar quantitative outcomes, but one might argue that using the full
likelihood curve rather than an arbitrary cut-off preserves more information carried by the data.
In the single SNP case with replicates, the signal comes from the distribution of replicate
∆p values at the locus under a certain strength of selection. The idea is to simulate the
distribution of values under different s, and then use a single ∆p value from the "actual data"
for inference, by calculating its likelihood under each selection coefficient, interpolate over
these values, find the maximum likelihood estimate (MLE) and determine support limits (which
we can choose to correspond to 95% significance levels).

3.3.1 Producing data with selection
As stated above, to include selection in the Wright-Fisher model I assume a simple two class
model: there is one locus with a selected allele and haplotype blocks fall into two categories -
they either carry this allele or not. Say the alternative allele, coded as 1, is selected. Haplotypes
carrying the reference allele have fitness 1, while haplotypes carrying the selected alternative
allele have fitness 1+s. The fitness advantage of some haplotypes is implemented by adjusting
the probabilities so that they still sum to 1 when drawing from the multinomial distribution
which is appropriate for the Wright-Fisher process. If we want to simulate a hard sweep, only
one haplotype should initially carry the beneficial allele.
In the simulations, the window of genome first goes through a certain number of generations
of neutral drift. This is to simulate the ancestral relationships SNP will have with each other
in any natural sample for the simplest scenario of the standard coalescent. This neutral
process builds up LD. With very low initial LD, signals are hard to detect, so some appreciable
amount of LD is needed. After this neutral period, selection starts. In each generation of
multinomial sampling, haplotypes carrying the selected allele have a slightly higher probability
to be selected. The number of different types of haplotypes goes down quickly, but there can
still be a lot of diversity as measured e.g. by π, the average pairwise diversity - see figure 3.4.
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Figure 3.4: To illustrate how a window of genome might change under drift and selection, here
I show such a window with 50 haplotypes and 100 SNP. The initial population was produced
by mixing two source populations with constant initial copy numbers at all SNPs: j0 in source
population 1 and j0 + ∆j0 in source population 2. Here, j0 = 10 and ∆j0 = 30 were used.
The larger the difference between initial copy numbers in the source populations, the higher
LD. The reference alleles is white, the alternative allele is black. First row: The initial window,
second row: the same window after 6 generations of drift without mutation, final row: the
same window after 6 generations of selection without mutation.
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3.3.2 The Transition Matrix and Likelihood
The transition matrix in the context of this thesis is the right stochastic matrix associated
with the Wright-Fisher process - a discrete time Markov process. Say the allelic copy number
at generation t is X(t) = i and the transition probability Pij to go from Xt = i to Xt+1 = j
from generation t to t + 1 for the Markov chain Xn is drawn from the binomial distribution
with population size n:

Pij =
(

2n

j

)(
i

2n

)j (
1 − i

2n

)2n−j

for i, j ∈ (1, 2, ...2n)
(3.17)

For a population of size n with a selection coefficient s (using fitnesses 1 : 1 + s) the binomial
probabilities are given by the standard population genetic equation for allele frequency change
under selection. Here, pt is the allele frequency at a given locus in generation t, and pt+1 the
allele frequency at the same locus in generation t + 1:

pt+1 = pt + sptqt

1 + spt

(3.18)

To calculate the likelihood of a given pair of allele frequencies at generations t = 0 and t = T
after drift and selection, take the matrix exponential of the transition matrix to the power of
T .

3.3.3 Inference in the Single SNP Case
I demonstrate the process of inferring the selection coefficient via the case of a single locus,
going through the process as described in section 3.3 and subjecting the population to Tneut

generations of random genetic drift and Tsel generations of selection. Every replicate is a pair
of numbers (j0, jT ), i.e. the allelic copy number in the first and last generations. In the one
locus case I can use the transition matrix to calculate the likelihood.
As described in 3.3.2, the likelihood of a given pair of copy numbers can be calculated at any
value of s. I calculate the log-likelihood at s = (0.0, 0.1, 0.2, 0.3, 0.4, 0.5) and interpolate to
obtain the full log-likelihood curve. The curve’s maximum is the maximum likelihood estimate
(MLE) for s. Support limits are given by the two s-values corresponding to the points at which
the likelihood curve would intersect a horizontal line two units below the MLE. These are the
2-unit support limits, which correspond to 95% confidence intervals for large samples.
Using replicates, the estimates can be improved by simply adding up the log-likelihood values
at each s-value and finding the maximum of the resulting curve. Note that by definition the
likelihood of the true model will always be lower than at the maximum likelihood estimate,
see Fig.3.5.

Likelihood Ratio Test

As a check and to calculate the power to detect selection, I use a likelihood ratio test, in
which the likelihood of the data under the null model is compared to a certain critical value.
In a likelihood ratio test, there is a defined null model. In my analysis this is s=0, meaning
the data was produced under neutrality. The difference between the likelihood at the MLE
and at s=0 can be used to judge whether the data is consistent with the null hypothesis or
not. The statistic based on which this decision is made is:
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Figure 3.5: The Log-likelihood curve at a single locus for going from 10 to 24 copies after 6
generations of selection with selection coefficient s=0.2 for diploid population size Ne = 50
(example). The 2-unit support limits in red are at s=(0.102, 0.233).

λ = 2 · (ℓ (sMLE) − ℓ (sH0)) (3.19)

Due to the asymptotic normality of the maximum likelihood estimate for large sample sizes, we
can form confidence intervals using the "asympotic normal approximation". For large samples,
the log-likelihood of θ, some parameter pertaining to a discrete probability distribution (for
example s producing discrete copy number changes in haplotypes or alleles), approaches a
parabola centered at θ̂, the MLE.
According to Wilk’s theorem, the statistic λ is approximately distributed like a χ2

k distribution,
where k is the number of degrees of freedom equal to the difference in dimensionality between
θ and θH0 (1 in the current analysis, since s ranges in one dimension and its estimate at any
single point is a single value and therefore has 0 dimensions) (Wilks, 1938). To reject H0 at
the α significance level, one has to check if the statistic exceeds the 100 · (1 − α)th percentile
of the χ2 distribution. This is the value χ2

α (k), such that the area under the curve to the right
of χ2

α (k) is α. To calculate critical value xcrit compute the x-value at which the cumulative
distribution function (CDF) of χ2

α (k) reaches value 1-α. At significance level α = 0.05 for
one degree of freedom, the critical value xcrit is 3.841.

Likelihood Ratio-based Confidence Intervals and Support Limits

To find likelihood-ratio based confidence intervals, I find all values s∗ for which the log-likelihood
ℓ (s) is within a given tolerance of the MLE. An approximate 100 ·(1 − α) % confidence interval
of s consists of all the possible s∗ for which the null hypothesis H0 : s = s0 can not be
rejected at the α level. For the 5% significance level, the interval consists of all s∗ for which
2 · ℓ (s∗) − ℓ (s0) <= 3.84 or ℓ (s∗) >= ℓ (s∗) − 1.92. In other words, the 95% confidence
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interval includes all values of s∗ for which the log-likelihood function drops off by no more
than 1.92 units. This corresponds closely to the 2-unit support limit, which includes all values
for which the log-likelihood drops by no more than 2.

The Power to Detect Selection

The power to detect selection is the probability that the null hypothesis is rejected given that
it is false. Fig. 3.6 shows the increase in power for increasing numbers of replicates for the
single SNP case.

Figure 3.6: This shows the power to detect selection at a single locus for 100 haplotypes and
initial copy number j0 = 10 at the locus. After 5 generations of neutral evolution without
mutation, 5 generations of selection without mutation at selection coefficient s=0.2 were
applied. A likelihood ratio test is done based on a likelihood curve built from 1, 6, 11, 16 or
21 replicates. Statistic over 100 repetitions each.

Independent Inference for SNP in a window

Here I simulate a genome window without linkage to make the simple point that even in this
case the causal SNP is not necessarily the one with the highest allele frequency change, and
therefore would not be associated with the highest inferred selection coefficient, figure 3.7.

3.4 Discussion and Outlook
In this chapter, I introduced a simple model in which we observe a window of genome without
recombination and follow frequency changes of both haplotype blocks and alleles in the window.
I discussed the different sources of noise in statistics based on allele frequencies and derived an
equation to quantify the variance in one such statistic in terms of the first four moments of
the HBCND, the initial allele frequencies, and LD between alleles in the founding generation,
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Figure 3.7: Simulations show that the causal SNP does not necessarily show the highest
allele frequency changes. Here, one particular replicate is shown. The simulated window of
genome has 100 haplotypes and 20 SNP. The alternative allele starts at copy number 10, with
copies assigned in linkage equilibrium. 10 generations of neutral evolution without mutation
are followed by 10 generations under selection at selection coefficient s=0.2. The red point
represents the causal SNP at the 5th position along the genome. Here 2 SNP experienced a
higher positive frequency change than the selected SNP, despite being neither selected nor
linked to the selected SNP. For 100 replicates, the mean number of SNPs experiencing a higher
positive frequency change than the causal allele is ∼ 4, with a very large variance of ∼ 23.

the latter of which starts to dominate the as the number of SNP in a window grows. I then
discussed various issues relating to inference from such data. I illustrated inference to detect
selection in the single SNP case to prepare the analysis of windows of genome with many
correlated SNP.

Connecting to this analysis, let me discuss the next steps in this project. To investigate
inference in windows with many correlated SNP in a window, I am planning to compare
statistics Ω, based on allele frequency changes and Φ (see table 3.1), based on haplotype
frequency changes. To produce data in this scenario, I would again assume two haplotype
fitness classes by assigning a single beneficial allele to (in the simplest case) only one haplotype.
I would then draw haplotypes according to a Wright-Fisher model, and then assign SNP to
them consistently. In other words, data is then produced in two steps - First the haplotype
trajectory both of the fitter haplotype class and the other classes, and second by overlaying
SNP consistently.

One could then either condition on non-loss or also include the information about how often
the SNP is lost to use it for the inference. It will need many replicates in a range of parameters
where there is enough power, to detect a signal at all. The general idea would then be to
find the distribution of these statistics as a function of Ns by simulations, where N is the
population size and s is the selection coefficient. One can then interpolate over the likelihood
values for different s values, which gives a continuous likelihood surface.

Then, using a single Ω or Φ value, the log likelihood curve under each value of s could be
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calculated. Finding its maximum again gives the MLE, and finding the points at which the log
likelihood has dropped by 2 units gives the 2-unit support limits. Looking at the (average)
curvature of the log likelihood function would allow me to find the power of each statistic
for estimating selection. For regular problems (i.e. the likelihood around the MLE is closely
approximated by a concave quadratic function) this gives an indication as to how sharply
peaked and therefore informative the log-likelihood curve is. Other statistics could be tested
as well to find the best one. It is important to choose parameter ranges that have enough
power to distinguish the signal, which can be tricky. Fundamentally, the distributions of the
statistic under different s have to be different enough to be distinguished.
The issues discussed in this chapter are closely related to the study of "selective sweeps" i.e.
the increase of beneficial alleles due to positive selection. The signature of a classic sweep
(due to one new mutation originating on a single haplotype) is in principle detectable as a
reduction neutral variation surrounding the sweep site (Maynard Smith and Haigh, 1974).
Other more complex types of sweeps are common (Hermisson and Pennings, 2017). There are
a number of issues which may obscure the signal of selection left by a selective sweeps (see
e.g. Bamshad and Wooding (2003)) which are closely related to the topics discussed in this
chapter.
It can be hard to detect selection even when haplotypes are available, which might seem
somewhat surprising. As discussed in section 3.2.2, using haplotypes directly should be at
least a little bit more informative, since we completely avoid one of the sources of noise in
the data: the correlations between SNP in the founding generation. However, there are still
several sources of excess variability. For example, there may be more than two haplotype
fitness classes, which makes it harder to detect a particular beneficial allele, and LD between
any one haplotype and the fittest class might be incomplete. This could happen when the
beneficial allele is spread over multiple haplotypes, or there is a more complicated distribution
of fitnesses across haplotypes rather than the simplest case of two haplotype fitness classes.
Also, sweeps may not be complete, leading to a weaker signal. Therefore, even using the full
haplotype structure, we will not necessarily have power to detect selection.
In general, there is a big difference between looking at statistics which estimate the general
degree of change in haplotype frequencies, without identifying the causal SNP and looking
at the "true" ∆p at the causal locus/haplotype, which of course remains an unobtainable
gold standard when working with real data. In simulations, one should be able to quantify
the different sources of noise to estimate how much information we lose, and which kinds of
statistic minimize this noise. The topic is extremely relevant for our quest to try to understand
adaptation via sequence data and will remain so even as more methods for obtaining haplotypes
and more appropriate methods for sequence data analysis are being developed.
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CHAPTER 4
Analysis of an Evolve and Resequence

Experiment in Drosophila

4.1 Introduction
In this chapter I describe the analysis of an evolve and resequence experiment in Drosophila
melanogaster. The experiment had a small founding population size (n=4) and selection over
only a few generations, but many replicates.
The goal of our analysis in this project is to learn about the genetic basis of a complex trait:
pupal size in flies. This trait was chosen because it is highly heritable in Drosophila and
phenotyping can be automated. Signatures of selection can be informative about the number
of genes impacting a trait and their effect on the pupal size distribution. Here, we investigate
the genome for such signatures by observing the genetic changes - specifically allele frequency
or haplotype frequency changes, summarized by windows-based statistics as described in the
introduction, section 1.3.
Here I will present the background, first results and end with a discussion of the limitations of
the current approach and a plan for further research, since this project is still in progress.

4.1.1 Main Questions
The main questions in this project are:

• Where along the genome can we detect signatures of selection?

• What can we say about the distribution of effect sizes of genes contributing to variance
in the trait?

• What limits to the statistical inference of selection or other population genetic parameters
do we encounter? Are these limits of a technical or fundamental nature?

For this data set, we know that selection was acting and effective, since pupal case length
changed on average by 0.306mm ± SD 0.188 (standard deviation of the per family change,
taken over all families) between G6, the first selected generation, to G11, the last generation.
Trait variance seems to have decreased very little This corresponds to 1.62 std.dev., so it should
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be possible to reject a neutral model in favor of a model including selection. Going one step
further, similarly to the analysis in Chapter 2, one could aim to reject the infinitesimal model
with linkage in favor of a different model which more accurately captures the distribution of
variance contributed to the selected trait along the genome.
The theoretical questions discussed in chapter 3 are confronted with actual experimental data
in this chapter - unlike in the Longshanks experiment, discussed in chapter 2, there are many,
namely 27, replicates in this case. Here I am focused on allele frequency data analysis: I
describe the data and the distribution of allele frequencies before and after selection as well as
allele frequency changes conditional on initial frequencies. I also look at the distribution of
these changes along the genome and finally describe the drop in heterozygosity on average and
along each of four chromosomes. I relate these results to the analyses done in the previous
chapters and suggest next steps.

The Drosophila Genome

The Drosophila melanogaster genome sequence was first published in 2000 by Adams et al.
(2000). It consists of autosomes 2, 3 and 4 and sex chromosomes X and Y. The 4th
chromosome is very small and therefore not of much interest. The total genome size is about
180 Mb, with roughly two thirds heterochromatic DNA and one third euchromatic DNA.
Almost all euchromatin is on the two large autosomes 2 and 3 and on the X chromosome.
The genome carries about 14000 protein-coding genes. Most of the Y-chromosome consists
of heterochromatin, and there are no cross-overs in males (Adams et al., 2000).

Figure 4.1: Chromosomes of D. melanogaster, showing euchromatic regions, heterochromatic
regions and centromeres. The autosome arms are called 2L, 2R, 3L, 3R, and 4. The Y
chromosome consists almost entirely of heterochromatin (Adams et al., 2000), Fig.1

.

4.2 The Experiment
4.2.1 Description of the Experiment
Selection was, similarly to the Longshanks analysis, within families, meaning that from each
breeding pair, the largest male and female individual were used to contribute to the next
breeding generation. Again this is important, because selection within families does not distort
the pedigree, so it is possible to analyze chromosomes separately and condition on the pedigree
when doing simulations. We can assume that selection was only on the trait, apart from a
small amount of pairs which did not produce offspring.
There were two phases of the experiment - first a neutral phase, lasting for 5 generations, and
then a selective phase, for an additional 6 generations. Drosophila melanogaster were mated
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Generation Crosses
G1 [329 female× 340 male] family a and

[330 female× 335 male] family b
G2 15 single pair crosses between G1 family a and G1 family b
G3 81 single pair crosses between randomly selected individuals

from different G2 vials
G4 78 single pair crosses between randomly selected individuals

from different G3 vials
G5* 88 single pair crosses between randomly selected individuals

from different G4 vials.
8 individuals at a time from this generation were chosen to establish 31 lines*

G6 Overall 154 single pair crosses from different G5 vials
G7 139 crosses, selecting the largest available males and females

from the previous generation within the groups of 4 vials of a given line
(within-family)

G8 141 crosses, selecting the largest available males and females
from G7 within the groups of 4 vials of a given line

G9 130 crosses, selecting the largest available males and females
from G8 within the groups of 4 vials of a given line

G10 128 crosses, selecting the largest available males and females
from G9 within the groups of 4 vials of a given line

G11 149 crosses, selecting the largest available males and female
from G10 within the groups of 4 vials of a given line

Later 3 pairs of siblings (one vial per pair) for each line were established
using G11 individuals,
and these stocks have been maintained until today.

Table 4.1: Breeding scheme in the Drosophila selection experiment. First, "family a" and
"family b" were established using one female Japanese individual and one male African individual
each. These four individuals were all sequenced at high coverage.
*31 times 8 Pupae from generation G5 were chosen based on their size and sex to generate
groups of G5 parents drawn from across the phenotype distribution (4 from the middle of the
distribution, then 2 short males and 2 long females each). 31 lines were established of which
27 were ultimately successful (Guy Reeves, personal communication).
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Figure 4.2: Founder stocks from which the 4 individuals in G1 were taken: The two individuals
from the African stocks showed substantial heterozygosity and were shorter by about half a
millimeter than the two individuals from Japanese stocks, which showed lower heterozygosity.
Both Y chromosomes are African, both mtDNA Japanese, and 4 of the 6 original X chromo-
somes are Japanese (Guy Reeves, personal communication).

in single pairs and sib-mating was never allowed, see table 4.1 and figures 4.2 and 4.3. After
the neutral phase, in generation G6, 27 replicate lines were established, with a population size
of 8 individuals each. The full pedigree was recorded, see also figure 4.3.

Pupal length was chosen as an appropriate trait, since it is highly heritable and its phenotyping
can be automated. In fact, in the experiment itself, narrow sense heritability (h2) ranged from
0.44 to 0.5, and broad sense heritability (H2) ranged from 0.58 to 0.61, which puts pupal
case size among the most heritable traits in Drosophila (Reeves and Tautz, 2017).

In the first 5 generations (G1-G5), parents were selected at random with respect to pupal size.
This first, neutral phase of the experiment increased the overall number of individuals, as well
as the total number of recombination events. From this larger population size, the replicate
lines were established. The founders (G1) consisted of two individuals from African stocks
with substantial heterozygosity and two Japanese individuals with much lower heterozygosity,
as well as slightly larger pupae 4.2. The four G1 founders were sequenced at high coverage
(16-30 fold). No large inversions were found to be segregating in these founder individuals.

Selection started at generation G6. 31 lines, of which 4 lines ended up failing, where established
from G5 parents. Lines were established by choosing 8 individuals per line from G5 based on
their phenotype, see table 4.1. For each line, 4 pupae from the middle of the size distribution,
2 shorter males and 2 longer females were picked. From this point on, the longest individuals of
each family - effectively the longest 4% of individuals overall - were selected in each generation
(G6-G11). No sibling crosses were ever allowed. This selection scheme was used in order
to reduce inbreeding (compared to random mating). After selection, 3 pairs of siblings, one
vial per pair for each line, were established, using G11 individuals. These stocks have been
maintained until today.

Selection was effective, with the offspring’s mean pupal size increasing by over 0.3 mm in 6
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Figure 4.3: Experimental design for D. melanogaster selection experiment. 2 African and 2
Japanese individuals from opposing ends of the pupal size spectrum, which were also sequenced
at high coverage (16-30 fold), were used to establish populations which went through 5
generations of neutral reproduction and 6 generations of truncation selection, where about the
top 4% of individuals were chosen (Guy Reeves, personal communication).

generations (from G5 to G11), which corresponds to 1.62 standard deviations. The typical
size range of pupal cases within D. melanogaster as a species is 1.1 mm and was 0.8-0.9 mm
in this experiment, which is large compared to the smallest size differences which can still
be discerned through measurements, namely 0.04 mm (Reeves and Tautz, 2017). Observed
broad-sense heritability estimates compared to those expected if a purely additive model is
assumed seem to indicate that non-additive genetic effects are modest (Reeves and Tautz,
2017; Mackay, 2014).

For phenotype measurements, pupae were attached to a transparent film and photographed.
The pupal case measurements were taken via automatic image analysis. In addition, results
in Reeves and Tautz (2017) indicate that pupal case size is a polygenic trait - or at least
not controlled by just a few large effect loci, as no SNP of significance at level α=0.05
were identified in a whole genome scan; this was done using recombinant inbred lines (RIL)
from a second data set studied in Reeves and Tautz (2017), which was established using the
same founders. The scan was for genomic regions associated with mean RIL pupal length
(unweighted mean of replicate vial means) with a density of one SNP per 10kb region, excluding
mtDNA and the Y chromosome (Reeves and Tautz, 2017).
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4.2.2 Description of the Data
Sequencing

Only the 4 G1 founder individuals were sequenced at high coverage (16-30 fold). Most of the
breeding populations in generation G6 (198 sequences, a few individuals failed to sequence),
as well as the pupae at generation G11 (488), have been sequenced at low coverage of
approximately ×1 depth. Imputation - the reconstructing from low coverage sequencing data,
sites with missing information and the conversion of sites estimated to be heterozygotes - was
attempted at 231640 SNP using the program BEAGLE 4.1. It is possible to estimate the
error rate of imputation by looking at the Mendelian error rate in trios (mother, father and
offspring). An example of a Mendelian error would be if mother was 01 the father 11 but the
child was 00 (rather than the expected 11 or 01). The Mendelian error rate for over 120 trios
gave an average value of 0.3%. In this data set, chromosomes 2L, 2R, 3L and 3R are included,
the sex chromosomes had yet to be sequenced at the time of analysis and writing.

Pedigree and data files

The full pedigree was recorded over the course of the whole experiment separately for each line
(see figure 4.4), as well as sex, family size, genome coverage, and phenotype (pupal length).
The sequencing data was collected in a variant call format (vcf) file, which also contains
information about coverage. This format allows for storing variations between genomes along
with a reference genome. I produced genotype and allele frequency files, as well as lists
of individuals in each line and SNP positions using vcftools (Danecek et al., 2011). I then
imported the files into Python and analyzed them there.

4.3 Results
In the experiments, alleles were labeled according to a reference genome (Hoskins et al. (2015),
accession number GCA_0000012154). Any position carrying the same allele as the reference
genome is labeled 0 at the given SNP, and 1 if it carries the alternative allele. We assume that
the data are biallelic throughout. Since the Japanese individual’s genomes were closer to the
reference genome, they carry more 0 alleles. In a preliminary check, our collaborators found
that these alleles tended to increase, which is as expected, since the Japanese individuals
were chosen for their especially long pupae, and selection was on pupa length. This is a clear
indication that selection was acting and we should be able to identify some of its signatures.

In what follows I analyzed data from only 14 out of the 27 replicate lines, because the other
lines had missing sequences in the first generation of selection. The full dataset will become
available for analysis as more samples are continually being sequenced.

4.3.1 Distribution of Allele Frequencies
In figure 4.5, a histogram of allele frequencies summarizing all lines is shown for generation
5 (blue) and generation 11 (red), the two generations at the beginning and end of selection.
The asymmetry in generation five is due to the labeling method as described in the previous
section 4.3. Here, I plot the frequency distributions of the "alternative alleles" (with respect to
the reference genome), labeled as 1. After six generations of selection, many of these alleles
have fixed and even more have been lost, as would be expected if 1 alleles tend to come from
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Figure 4.4: Visual representation of the pedigree and increase in the trait value. At F0, 4
founder individuals from 4 different stocks, see figure 4.2 were used to establish a larger
population of Drosophila, excluding sib-mating. At generation F5, individuals were chosen for
31 lines on which selection was then applied for 6 generations. The pupal length distributions
are shown in the inset. The different colors represent the individual lines, and each node
represents a family. The two purple dotted lines represent size distributions from the African
and Japanese stocks respectively, the blue line gives the size distribution of the F1, the red
curve gives the size distribution in generation of the F6, before selection, and the green curve
gives the size distribution after selection, of the F11. The irregular shape is due to the small
number of individuals in F1 probably due to uneven sampling for each parallel line and family
in F11, so we might not have a Gaussian expectation. Refer also to table 4.1. (Guy Reeves,
personal communication).
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Figure 4.5: Histogram of Allele frequency distributions in generations 5 and 11. Intermediate
frequency alleles have become rarer in generation 11, which is as expected. The distributions
are asymmetric due to labeling, which was done with respect to a reference genome.

the genomes associated with the initially shorter phenotype, which fits with our knowledge of
the founders.

4.3.2 Allele Frequency Changes
Figure 4.6 shows a histogram of the allele frequency changes at all SNPs which were polymorphic
in at least one line from generation 5 to generation 11, including all 14 analyzed lines. The
peak in the middle is due to loci fixed from the beginning and could be taken out. Some
invariant loci are part of the data set because they are polymorphic in at least one line and
therefore included, but may be invariant in other lines.

The asymmetric pattern in this plot may have a similar explanation to the asymmetry in
figure 4.5; since alternative alleles tend to be associated on average with the shorter pupal
case phenotype, they might decline in frequency at a higher rate, leading to the bias towards
negative changes here. However, this still needs to be tested to quantify the effect.

As can be seen in figure 4.7, frequency changes varied a lot between lines. We do expect drift
to play a big role, since population size was so small. To evaluate these data quantitatively, a
more sophisticated analysis will be needed, as described in the discussion section 4.4. Allele
frequency changes are also shown for one exemplary line across chromosomes two and three to
show the variance between chromosomes (figure 4.8). Chromosomes 2 and 3 are the largest
chromosomes - We did not have the data for the X chromosome yet, and chromosome 4 in
Drosophila is much smaller than the other ones and has therefore been neglected for now.
Note how there are only few distinct horizonal "levels". The likely explanation is the presence
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Figure 4.6: Histogram of the allele frequency change from generation 5 to 11 at all SNPs,
across all 14 analyzed lines combined. The high peak in the middle is due to loci which are
invariant in some lines. Bias towards negative change might be due to the alternative 1 alleles
being on average more often associated with the short pupal case phenotype, which is selected
against.

of only few haplotypes. When a haplotype has many SNP associated with it, they will all show
the same change in frequency when their haplotype block changes frequency. These linked
SNP are highly correlated, which reduces the overall amount of information available. In fact,
in many regions, there will be fewer than the maximum number of haplotypes (which is 2
times the population size), since some of them will have already been lost in generations G1
to G5. Accordingly, there will be even fewer values by which allele frequency can change in
certain regions.

In a few regions, the plot even appears to have only two distinct lines around which points
cluster. To illustrate this, imagine that in a certain region we start out with only two haplotypes,
one of which starts at frequency p0 and the other at 1 − p0. If there was enough time for
it to either fix or be lost by chance, then the only values ∆p could take would be p0 if this
haplotype fixes, or q0 if it is lost.

Rather than looking at the overall changes in allele frequencies it is more informative to
condition on initial allele frequency and see where alleles in a certain frequency class end
up after the 6 generations of selection. Due to selection, we expect an excess of alleles
which started at low frequency and ended up at high frequency compared to the neutral
distribution. From this, selection can be inferred via the transition matrix and/or simulations.
The transition matrix, which contains the transition probabilities to go from copy number
i ∈ {1, ...2n} to copy number j ∈ {1, ...2n} at a single locus, can, as long as transition
probabilities remain constant, be raised to power t to obtain the overall expected distribution
of allele frequencies after t generations. This can be used to calculate the likelihoods of
different selection coefficient values, given the data in terms of allele frequency changes at
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Figure 4.7: Histograms of allele frequency changes at all SNPs for each of the 14 analyzed
lines. There is a lot of variation between lines, in line with the expectation of drift playing a
large role. Bins correspond to frequency differences of one copy. Neighboring histogram bars
sometimes have very uneven sizes. This puzzling, as we expect the probability distribution
(which the histogram should approximate) to be smooth. However, connecting to the topics
discussed in the previous chapter 3, the reason might be haplotypes structure: when many SNP
associated with the same haplotype move in the same way, this could explain the clustering.
The result is more noise between replicates.
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Figure 4.8: Allele frequency changes in line 1 for chromosome arms 2L, 2R, 3L and 3R. Few
starting haplotypes lead to a low number of distinct lines in this plot around which data points
cluster; if a a specific haplotype has many SNP associated with it, it makes them all move in
the same direction when it changes frequency, leading to fewer distinct horizontal "levels". As
expected, there is a lot of variance between chromosomes, probably also due to haplotype
structure - correlations reduce the overall amount of information available.
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Figure 4.9: This plot shows the conditional histograms of all 14 lines: they show the distribution
of allele frequencies at generation 11 for only those alleles that started with frequency between
0 and 0.1 (first plot). In our data this corresponds exactly to starting with one copy of the
given allele. The second plot show allele frequency changes from generation 5 to 11 for the
same class of alleles that started at frequency < 0.1. The third and fourth row plots show the
same conditional distribution, but for the frequency class corresponding to 4 starting copies.
Bin size was chosen such that for the maximum number of haplotypes possible (16) each bin
corresponds to one specific copy number, even though the scale is in terms of frequencies.
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Figure 4.10: This plot shows the conditional histograms of all 14 lines: they show the
distribution of allele frequencies at generation 11 for only those alleles that started with 6
initial copies (first row) or 8 initial copies (third row). The second and fourth rows show allele
frequency changes from generation 5 to 11 for the same class of allele frequency classes (6 and
8 copies respectively). Bin size was chosen such that for the maximum number of haplotypes
possible (16) each bin corresponds to one specific copy number, even though the scale is in
terms of frequencies.
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individual SNPs. The expected distribution can be calculated via the transition matrix both
under neutrality or selection.

Figure 4.9 shows the distribution of allele frequencies at generation 11 for alleles that started
out at 1 copy which here corresponds exactly to the frequency <0.1 class. The second row
shows the allele frequency changes for these frequency classes. The third and fourth plot
in this figure repeat the same, but for alleles which started at 4 initial copies. Figure 4.10
shows the same thing, but for 6 and 8 initial copies. The bulk of alleles that start at one copy
get lost, as expected, but we can also see that at some loci they do reach high frequency.
In further analyses, I will compare this to the expectation: a transition matrix analysis can
tell us the expected neutral distribution, which is independent of LD. This way one can show
whether more alleles increased in frequency than expected under neutrality and also determine
an estimate for the strength of selection. Similarly it is possible to define a statistic like the
mass in the tail of the distribution: the total number of counts in the histogram above some
critical value. This could measure the excess in the low-to-high frequency class by comparing
the statistic to the expectation found via the transition matrix or simulations conditional on
the pedigree. LD, while not changing the expectation, will increase variance between replicates,
especially since Drosophila, with its few chromosomes has strong linkage.

The lower subplots in figures 4.9 and 4.10 each show the allele frequency change between
generations five and eleven for the same class of alleles - 1, 4, 6 or 8 respectively: Again,
in the first two cases, more alleles seem to have undergone a negative rather than positive
frequency change, which might be due to more of the one alleles being associated with the
"shorter pupae" phenotype and getting lost at higher rates.

4.3.3 Heterozygosity and Ne

I calculated the average heterozygosities Ht at generations five and eleven from allele frequencies.
Figure 4.11 shows the drop in average heterozygosity (H11 − H5). For a first rough estimate
of Ne from these data, I used

Ne = 1
2
(
1 − t

√
Ht

H0

) . (4.1)

This gave Ne = 7, close to the census population size. However, this estimate is unreliable as
it does not consider the specific features of this design, including within-family selection, which
was specifically chosen to reduce inbreeding. It is therefore reasonable to assume that Ne will
be significantly larger and it can be calculated from the pedigree. To get a better estimate of
Ne and its changes over time, it can also be estimated directly from the pedigree, by iteratively
working out identity-by-descent and again using a version of 4.1, with Ht = 1 − Ft, where Ft

is the inbreeding coefficient at generation t, or estimate Ne with a gene dropping simulation.
Beyond the expected overall loss in heterozygosity, there will also be substantial variation in
heterozygosity along the genome and between replicates. This is true in D. melanogaster even
more than in mice, since, as mentioned earlier, flies have fewer chromosomes and therefore
linkage plays a bigger role. Figure 4.12 shows the average heterozygosity in windows of
100 SNP each along the genome in line 2, again compared between the main autosomes in
generations five (top) and eleven (bottom). This shows that overall heterozygosity has gown
down in this line, but there is interesting variation along the genome. For example, in the first
windows of chromosome 3L, heterozygosity has been completely lost over a whole stretch of
DNA. This could be explained by a single block in that region having reached fixation over
the 5 generations.
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Figure 4.11: Drop in average heterozygosity between generations five and eleven.

Figure 4.12: Heterozygosity along the genome in windows of 100 SNP each, for Line 2,
in generations 5 (top) and 11 (bottom), for chromosomes 2L, 2R, 3L and 3R. Overall
heterozygosity has gone down, with interesting variation along the genome: For example, the
first windows in chromosome 3L seem to have lost all heterozygosity in this line, whereas
on the same chromosome at about 180000 SNP, one window seems to have increased in
heterozygosity, which can easily happen by chance, since the system is very stochastic.
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Figure 4.13: Heterozygosity in windows of 500 SNP each on chromosome 2L for all analyzed
lines in generation 5.
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Figure 4.14: Heterozygosity in windows of 500 SNP each on chromosome 2L for all analyzed
lines in generation 11.
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Figures 4.13 and 4.14 show the heterozygosity in windows of 500 SNP each on chromosome 2L
for all the lines I analyzed, comparing generation 5 and 11. As expected, heterozygosity along
the genome varies much more in generation 11 than in generation 5, and there is substantial
variation between lines. What seems clear from inspection is that there is a very polygenic
response - many regions, distributed over most if not all chromosomes, seem to change in
response to selection. This is similar to what we saw in the Longshanks data, but needs to be
checked systematically.

4.4 Discussion and Outlook
The current data set is special in that it has many replicates. Due to this, I anticipate increased
power for inference in this experiment compared to e.g. the Longshanks analysis. However,
selection was applied over only a few generations, which is limiting in several regards. For one,
when interested in the genetic response along the genome, the smallest observable unit can
not be smaller than the average block length, which in turn depends on the recombination
rate and its variance. However, during a short selection period, only a very limited number of
recombination events can take place. Also, for the very small population size and this short
time period, the influence of drift is strong, and it might be hard to pick out alleles which
established due to selection, as opposed to chance.

While it is true that selection applied by my collaborators in the current experiment is on pupa
length only, one should note that there is always some amount of "natural" selection going on
as well. For example, some of the crosses that were set up were infertile. Also, populations
might take a number of generations to adapt to the laboratory conditions they were placed in.
Therefore, there is a small amount of selection response that can not be accounted for by
selection on the trait. Note that in our case, estimating overall selection and learning about
the genetic basis of the trait of pupal length are directly related questions, since most selection
was on the trait itself (with only a little selection from infertile crosses). The effect on the
trait is related to selection strength via the selection gradient.

In order to give a complete and quantitative description of the genetic changes in the population,
the next step is to produce the expected neutral distribution. In principle it is possible to
calculate the TM from the pedigree directly, by finding the probability that i copies in one
generation go to j in the next in every generation. This is very general, as the pedigree can
capture any population structure. However, the calculation is very difficult and might not add
much insight. I use the Wright-Fisher approximation instead, which assumes random mating.
Ne can be calculated from the pedigree and used to determine the dimensions of the transition
matrix for a Wright-Fisher process. The transition matrix gives the expected distribution at
a single locus under neutrality or selection, conditional on starting frequency. One can then
distinguish between changes due to drift or selection or, using simulations, reveal to what
extent such a distinction might not be possible.

Possible statistical tests, as mentioned in section 4.3 could for example be for an excess of
alleles which went from low to high frequency, using summary statistics to detect outlier
windows, similarly to the Longshanks analysis (section 2.3.1). Once phased data is available,
one can look at the expected versus actual number of haplotypes in any given region of the
genome after selection.

To obtain the proper variance between replicates, linkage needs to be included, which can be
done in simulations. The pedigree and correct linkage map forDrosophila melanogaster can
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both be included, as well as the full information about diploid genotypes, or, once available,
haplotypes. Starting with a simple model one can then reject increasingly complex null models
step-by-step as alluded to in previous chapters, to find a good trade-off between simplicity
and realistic representation of the data. The "hierarchy of models" of increasing complexity
could be:

1. Start with a neutral model,

2. continue with an infinitesimal model, assuming a completely homogeneous distribution
of variance accounted for by regions of genome contributing to the trait under selection,
and using the known strength of selection (top 4% of individuals with the longest pupal
cases were selected).

3. and finally deviate more and more from said homogeneous distribution by adding linkage,
include varying levels of "spikiness" which could be measured e.g. by variance between
windows along the genome.

Going through 4.4, ideally one would test each pair of successive models and ask whether
one is significantly more likely than the other. In general, a common criterion for rejecting
one model in favor of another is their likelihood ratio - if this ratio is bigger than e2 to e3

(depending on ones prior beliefs) the model with smaller likelihood can be rejected in favor
of the alternative model (Edwards, 1984). Likelihood needs to be traded against degrees of
freedom in order to avoid overfitting; how to do this in each case can be tricky to determine
and depends on prior beliefs. A first simple simulation in SLiM (Haller and Messer, 2019) was
already implemented by Andrea Mrnjavac during a lab rotation with our group.
In addition, simulations can give the distributions of any chosen statistic under different models.
When calculating such statistics for our data, there are 27 replicates for each window, which
makes it possible to measure both mean and variance of each statistic to get a signal plus an
estimate of its reliability. Here the window size plays an important role - it needs to be small
enough to catch the relevant details, but large enough to have many SNP per window in order
to have decent statistics. How to choose this parameter is not obvious.
As it remains hard to detect selection even with a lot of data, it will be interesting to compute
population genetic observables like FIS, the inbreeding coefficient, or π, the average pairwise
nucleotide diversity in windows, using either allele frequency, individual diploid genotype data
or haplotype data and see to what extent inference of selection is possible in each case.
Sex chromosomes should of course also be included in the analysis. We will also check whether
there was consistent change across lines window by window (using the high replication) and
whether lines were independent, or to what extent we can observe parallelism. While allele
frequency data alone can yield a lot of insight already, we could go much further using haplotype
data, since it is more informative than allele frequency or even diploid genotype data, because
it removes noise due to correlations between SNP and gives a fuller picture of the genetic state
of a population. Our collaborator Guy Reeves (at the MPI for Evolutionary Biology, Plön,
Germany) is working on phasing the data, hopefully allowing us to ask even more advanced
questions and build on previous experience. Data from all parents in the pedigree has also
been extracted and sequences will be available in the near future. Since phenotype data are
available, one can use the comparison between simulations and data to attempt to estimate the
so-called "missing heritability", i.e. the amount of heritability explained by loci with an effect
too small to detect individually, or due to other effects which are hard to identify (Lee et al.,
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2011; Manolio et al., 2009). Another way to view this is as a comparison between estimates
of heritability from quantitative genetics versus estimates from individual SNP effects, which
is tricky in the context of the infinitesimal model with linkage. The analysis relies on most of
the effects being additive, since there is probably not enough power to estimate nonlinear, e.g.
epistatic effects, and we would not be able to distinguish them from effects due to unidentified
small-effect alleles. It should be insightful to compare results to those found in the Longshanks
data analysis and see if we can improve on the baseline set by that analysis.
In this chapter, I presented data from an evolve and resequence experiment in Drosophila, in
which 27 small populations of 8 individuals each were selected for longer pupal case size. I
described the data on allele frequency distributions and changes over the period of selection,
both overall and conditional on starting allele frequency, which give first indications that
selection was acting. I analyzed the changes in heterozygosity on chromosomes 2 and 3 and
compared them between the 14 analyzed lines. I discussed what can be done next. The high
replication in this experiment gives hope that we can explain the genetic basis of pupal case
size in detail in the future.
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CHAPTER 5
Conclusion

In this thesis, I presented the analysis of sequence data from two evolve and resequence studies,
with the goal of learning more about the genetic basis of complex traits. I emphasized the
importance of understanding correlations in the data which stem from underlying haplotype
structure.

In the first chapter I discussed our analysis of a selection experiment in mice for tibia length.
Selection was acting and effective as we could observe an increase in tibia length of 5.27 s.d.
and 4.81 s.d. in the two replicates respectively. Adaptation depended completely on standing
genetic variation, since the experiment’s duration was only 17 generations. The phenotypic
response was relatively smooth and sustained. We thus expected a polygenic genetic response
of small shifts at many loci, and used the infinitesimal model with linkage as a null model. The
selection response was mostly in accordance with the expectations produced by this model,
with a few deviations most likely due to larger effect size loci. One locus in particular, Nkx3-2,
was functionally validated by our collaborators and we estimated its selection coefficient. In
contrast to the phenotypic parallelism we observed in the two experimental lines, not much
parallelism was observed genetically, but the largest shifts at individual loci occurred in parallel.
Observing the increase in inbreeding, it became clear that there was large variation between
chromosomes, probably due to linkage disequilibrium, though the average value was according
to the theoretical expectation. While phasing was attempted by our collaborators, results
remained unreliable, but phasing might be attempted again with more advanced methods in
the future.

From high variability between chromosomes observed in the Longshanks analysis we followed
that LD and linkage must have played a large role, an idea that inspired the analysis in chapter
3. Analyzing a window without recombination, I followed frequency changes in haplotypes
and alleles and quantified the excess variability added to a summary statistic based on allele
frequencies due to correlations between SNP in the founding generation. I also discussed the
excess variability added by drift. I showed that working with haplotypes directly should always
be the superior way to do inference, since it completely avoids the noise due to LD between
founder SNP, though it is still not clear that even then there will be enough statistical power
to distinguish selection at individual regions or loci. I illustrated the inference of selection via
a maximum likelihood-based scheme on the case of a single locus and laid out some of the
next steps.

I then showed first results from the analysis of a second evolve and resequence experiment,
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selecting for pupal case length in Drosophila. While population size was even smaller, this
experiment was highly replicated with 27 independent lines from the same founder population
undergoing the same selective process. Again, selection was acting and effective, with an
increase in mean pupal case size of about 1.62 s.d. over only 6 generations under selection. I
described allele frequency distributions before and after selection and allele frequency changes
conditional on initial starting frequency, which should be very informative once they are tested
against the expected distribution under neutrality, and then the infinitesimal model with
linkage. LD will play an even larger role here than in mice, as we are effectively dealing with
only three chromosomes carrying the bulk of euchromatin. Allele frequency changes along
the chromosomes showed interesting patterns possibly suggesting the presence of only few
segregating haplotypes. Here, more research is needed to confirm or reject this hypothesis.
I also showed that the loss in heterozygosity seemed to be somewhat correlated along the
genome, further evidence for strong LD. For this experiment, phased haplotype data should
soon be available and it will be interesting to see how much further one can go inferring
selection once haplotypes are available. This will also help us to quantify the sources of noise
due to drift or LD more precisely.
Both experiments shared the special feature of within-family selection, in which the son and
daughter with the highest trait values from each breeding family are chosen to contribute to
the next breeding generation. This has the perk that this type of selection does not distort
the pedigree and so we can look at one chromosome at a time, and simulate conditional on
the pedigree, to get more accurate expectations for the selection response.
Since parallelism gives more convincing evidence of selection than large changes in summary
statistics alone, one conclusion for the experimental design is that replication is very important.
To what extent it can make up for small population sizes and a short selective period, features
also shared by both studies though to different extent, remains to be seen. Either way, we saw
that even with an abundance of data given, it remains hard to distinguish selected variants
individually.
Future research should focus on haplotype data, which gives more direct insight into the
LD structure of populations, and a much fuller picture of their genetic state. This is very
topical, as haplotype data has become important for imputing variants, inferring selection
more accurately and allowing insight into the genetic basis of complex traits, among others
(Browning and Browning, 2011). While obtaining these data is expensive and challenging
both experimentally and computationally, costs are coming down as methods like haplotagging
(Meier et al., 2021) are being developed, and it will be increasingly feasible to phase many
samples quickly at acceptable cost (Browning and Browning, 2011). In addition, working with
simulations can help us to get at the inherent limits to inference, and determine how much
power there is, even in principle, to distinguish distributions of small effect loci.
Another point worthy of discussion is the choice of the infinitesimal model with linkage as the
appropriate null model. In principle any educated guess which does not contradict the data
and incorporates the known facts could be a valid starting point. For example, one might
choose a model including background selection or demographic history of the population. If
these forces were known to present in the given data set, not including them might actually
distort results. Both examples do not apply in our case though, as background selection
is likely to be unimportant over so few generations and no demographic model is needed
since the full pedigree is available. However, we do know that linkage is present and that
all chromosomes show a selection response, pointing to a very polygenic basis of the trait,
so the infinitesimal model with linkage seems to be an appropriate starting point, see also
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section 2.3.1. Starting with this model, we can then work to incorporate other elements in an
increasingly complex series of models to be tested. We can then use the likelihood criterion to
test them. Starting with a completely homogeneous distribution of variance constitutes one
extreme on a spectrum of possible genetic architectures, the opposite of which would be the
case of one Mendelian locus accounting for all the variance in the trait. Starting from the
infinitesimal side, we can carefully approach the other extreme by investigating different, and
more heterogeneous, distributions of variance.
There are many avenues for future research, as understanding sequence data is challenging
and important, especially in the context of recent and rapid adaptation. We rely on it in
the context of medical research, plant and animal breeding, biodiversity and conservation,
adaptation to climate change and many more - therefore these topics will continue to be
relevant.
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