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Abstract
We consider infinite-dimensional properties in coarse geometry for hyperspaces con-
sisting of finite subsets of metric spaces with the Hausdorff metric. We see that several
infinite-dimensional properties are preserved by taking the hyperspace of subsets with
atmost n points. On the other hand, we prove that, if ametric space contains a sequence
of long intervals coarsely, then its hyperspace of finite subsets is not coarsely embed-
dable into any uniformly convex Banach space. As a corollary, the hyperspace of finite
subsets of the real line is not coarsely embeddable into any uniformly convex Banach
space. It is also shown that every (not necessarily bounded geometry) metric space
with straight finite decomposition complexity has metric sparsification property.
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1 Introduction

Asymptotic dimension introduced by Gromov [17] and coarse embeddability into a
Hilbert space (abbr. CE) are fundamental in coarse geometry. In fact, it was proved
by Yu [33,34] that every proper metric space with finite asymptotic dimension (abbr.
FAD) and every bounded geometry metric space with CE satisfy the coarse Baum–
Connes conjecture. Every metric space with FAD satisfies CE, and the following
notions between FAD and CE are well-known: asymptotic property C (abbr. APC)
[12]; finite decomposition complexity (abbr. FDC) [18,19]; weak finite decomposition
complexity (abbr. wFDC) [19]; APC-decomposition complexity (abbr. APCDC) [4];
straight finite decomposition complexity (abbr. sFDC) [13]; property A [34]; metric
sparsification property (abbr. MSP) [8]. The definitions of these notions can be found
in Definition 2.3. Among these properties, the following implications hold for metric
spaces. Here we consider the Higson–Roe condition for property A (abbr. A(HR))
which is equivalent to the original definition of propertyA formetric spaces of bounded
geometry [20, Lemma 3.5].
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Implications 1, 6, 7 and 10 were proved in [19, Theorem 4.1], [4, Appendix A],
[14, Theorem 4.2] and [9, Proposition 2.10], respectively. Equivalence 9 is obtained
by theorems in [7] and [30, Theorem 4.1] for metric spaces of bounded geometry.
Implication 11 was proved in [7, Corollary 3.5 and Theorem 3.8] for locally finite
metric spaces. Implications 2, 3, 4 and 5 are immediate from their definitions. In
Appendix, we show that implication 8 holds for every metric space. To the best of
authors’ knowledge, it is unknown whether there is a relationship between APC and
(w)FDC and whether arrows 3, 4, 5, 6, 7 and 8 can be reversed or not (see [27, Open
Questions 2.7.8 and 2.7.9] and [26, Question in 9.4]).

Let (X , d) be a metric space and n a positive integer. In this paper we consider the
above properties of the hyperspace [X ]<ω consisting of all non-empty finite subsets
of X with the Hausdorff metric (see Sect. 2 for the definition) and its metric subspace
[X ]�n consisting of all non-empty subsets of X with at most n points.

Radul and Shukel’ [28] proved the inequality asdim [X ]�n � n asdim X holds
whenever X has FAD (see also [21, Theorem 4.6] and [2, Theorem 24.2 and Example
24.15]). In particular, if X has FAD, then [X ]�n has FAD. On the other hand, Dran-
ishnikov and Zarichnyi [14, Proposition 3.6] proved that if X satisfies sFDC, then
so does [X ]�n by means of coarsely m-to-1 maps (for the definition, see Sect. 2).
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Coarse infinite-dimensionality...

Actually, they proved that there exists a coarsely nn-to-1 surjective map from the n-th
product Xn of a metric space X to [X ]�n (see Theorem 4.1) and apply the following
two theorems.

(1) sFDC is preserved under taking finite products (which follows from [5, Theorem
5.2]).

(2) sFDC is preserved through coarsely m-to-1 maps [16, Theorems 8.4 and 8.7].

In Sect. 3, we show that wFDC and APCDC are preserved under taking finite products
by applying theorems in [4], and that they are also preserved through coarsely m-to-1
maps. Applying these results and theorems in [5,10,14,16], we obtain that APC, MSP,
wFDC and APCDC are closed under taking hyperspaces of subsets with at most n
points in Sect. 4.

Concerning the hyperspace [X ]<ω, it was proved in [11, Proposition 2.3] that if X
is a metric space of asymptotic dimension zero, then so is [X ]<ω. The situation is com-
pletely different if a metric space X has positive dimension. In that case, asdim Xn � n
as Banakh proved in [1], and thus asdim [X ]<ω = ∞ using the above-mentioned
coarsely nn-to-1 surjective map from Xn to [X ]�n . Moreover, in Sect. 5, we prove
that if a metric space X contains a sequence of long intervals coarsely, then [X ]<ω is
not coarsely embeddable into any uniformly convex Banach space, and hence [X ]<ω

does not satisfy CE (Corollary 5.4). For example, every unbounded geodesic space
contains a sequence of long intervals coarsely.

Note that every metric space containing a sequence of long intervals coarsely has
positive asymptotic dimension. In Sect. 6, we show that the converse does not hold in
general by giving an example of a locally finite metric space of positive asymptotic
dimension which does not contain a sequence of long intervals coarsely.

2 Preliminaries

For a set A and n ∈ N, let |A|, [A]<ω and [A]�n denote the cardinal number of a set
A, the set of all non-empty finite subsets of A, and the set {F ∈ [A]<ω : |F | � n},
respectively. By R we denote the real line with the usual metric. Let R�0 (resp.
Z, N) be the set of all non-negative real numbers (resp. integers, positive integers),
respectively. Throughout this paper, every subset of a metric space is assumed to be
its metric subspace.

Let X be a metric space. For the sake of simplicity, the metric on X will be denoted
by dX if it is not specified. Let B(x, R) denote the open ball centred at x ∈ X with
radius R � 0. For every pair of subsets Y , Z ⊆ X and every R � 0, denote

dist (Y , Z) = inf{dX (y, z) : y ∈ Y , z ∈ Z}, diam Y = sup{dX (y, y′) : y, y′ ∈ Y },
N (Y , R) = NX (Y , R) = {x ∈ X : ∃ y ∈ Y (dX (y, x) � R)}.

For R � 0, a family U of subsets of X is said to be R-disjoint if dist (U , V ) � R for
every U , V ∈ U with U �= V . The metric space X

• is locally finite if |B(x, R)| is finite for every x ∈ X and R ∈ R�0;
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• has bounded geometry if there exist R ∈ R�0 and δ : R�0 → N such that, for
every x ∈ X and S ∈ R�0, the ball B(x, S) can be covered by at most δ(S) balls
of radius R.

We assume that the set [X ]<ω is equipped with the Hausdorff metric dH : [X ]<ω×
[X ]<ω → R�0 defined as follows: for every Y , Z ∈ [X ]<ω,

dH(Y , Z) = inf
{
R � 0 : Y ⊆ N (Z , R), Z ⊆ N (Y , R)

}
.

Note that the inclusion i : X → [X ]<ω, defined by letting i(x) = {x}, for every x ∈ X ,
is an isometric embedding. For n ∈ N we assume that [X ]�n is the metric subspace of
[X ]<ω. Because of the previous observation, for every n ∈ N, [X ]�n contains a copy
of X .

For metric spaces X1, . . . , Xn , the product set
∏ n

i=1 Xi is assumed to have the
maximum metric d defined by

d(x, y) = max {dXi (xi , yi ) : i ∈ {1, 2, . . . , n}}

for x = (xi ), y = (yi ) ∈ ∏ n
i=1 Xi .

A family of metric spaces is called a metric family. For a metric family X, let

meshX = sup {diam X : X ∈ X}.

Then X is uniformly bounded if meshX < ∞.
By a map F : X → Y between metric families X and Y, we mean a set of maps

f : X f → Y f such that {X f : f ∈ F} = X and {Y f : f ∈ F} ⊆ Y. A restriction
G : X′ → Y′ of a map F : X → Y between metric families is itself a map between
metric families such that, for every g ∈ G, there exists f ∈ F satisfying X ′

g ⊆ X f ,
Y ′
g ⊆ Y f , and g = f �X ′

g
. A map F : X → Y is said to be

• bornologous if there exists a non-decreasing function ρ+ : R�0 → R�0 such that
for every f ∈ F and for every x, x ′ ∈ X f , we have

dY f ( f (x), f (x ′)) � ρ+(dX f (x, x
′)),

• a coarse embedding if it is bornologous and there exists a non-decreasing function
ρ− : R�0 → R�0 such that limt→∞ ρ−(t) = ∞ and for every f ∈ F and for
every x, x ′ ∈ X f , we have ρ−(dX f (x, x

′)) � dY f ( f (x), f (x ′)),
• coarsely surjective if there exists S > 0 such that for every Y ∈ Y there exists

f ∈ F satisfying Y = Y f = N ( f (X f ), S),
• a coarse equivalence if it is a coarsely surjective coarse embedding, and
• coarsely n-to-1 if it is bornologous and there exists a non-decreasing function
c : R�0 → R�0 such that for every f ∈ F , for every y ∈ Y f and for every
R > 0, there exist n points x1, . . . , xn ∈ X f such that f −1(B(y, R)) ⊆⋃n

i=1 B(xi , c(R)).
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The functions ρ+, ρ− and c above are called control functions. Formetric spaces X and
Y , a map f : X → Y is said to be bornologous (resp., a coarse embedding, coarsely
surjective, a coarse equivalence, coarsely n-to-1) if so is the map { f } : {X} → {Y }.

A metric family X (resp., a metric space X ) is said be coarsely embeddable into a
metric family Y (resp., a metric space Y ) if there exists a coarse embedding F : X → Y

(resp., f : X → Y ). A metric family X is said to refine a metric family Y (or X ≺ Y)
if for every X ∈ X there exists Y ∈ Y such that X ⊆ Y . For a map F : X → Y and
Z ≺ Y let F−1(Z) = { f −1(Z) : f ∈ F, Z ∈ Z, Z ⊆ Y f }.

Proposition 2.1 For metric spaces X and Y and a map f : X → Y , define
f : [X ]<ω → [Y ]<ω by letting f (A) = { f (a) : a ∈ A} for A ∈ [X ]<ω. Then the
following hold:

(1) f is bornologous if and only if f is;
(2) f is a coarse embedding if and only if f is;
(3) f is coarsely surjective if and only if f is;
(4) f is a coarse equivalence if and only if f is.

Proof (1) To show the “only if” part, assume that f is bornologous and let ρ+ be
the control function. Define ρ′+ : R�0 → R�0 by ρ′+(t) = inf {ρ+(s) : t < s} for
t ∈ R�0. Then we have dHY ( f (A), f (B)) � ρ′+(dHX (A, B)) for any A, B ∈ [X ]<ω.
The “if” part is obvious. Item (2) can be proved similarly. Item (3) is straightforward.
Item (4) follows from (2) and (3). 
�

Example 2.2 For any k ∈ N, [Rk]<ω is coarsely equivalent to [Zk]<ω, and [R�0]<ω

is coarsely equivalent to [N]<ω. Moreover, for every k, n ∈ N, [Rk]�n is coarsely
equivalent to [Zk]�n , and [R�0]�n is coarsely equivalent to [N]�n .

Let us recall the definitions of properties cited in the introduction. For n ∈ N, a
metric space X is said to have asymptotic dimension at most n (asdim X � n) if, for
every R � 0, there exist n + 1 uniformly bounded families U0, . . . ,Un of subsets
of X such that

⋃n
i=0 Ui covers X and Ui is R-disjoint for every i ∈ {0, . . . , n}.

For k ∈ N and R > 0, a metric family X is said to be (k, R)-decomposable over a

metric family Y [19], denoted by X
(k,R)−−−→ Y, if for every X ∈ X there exist k + 1

subfamilies YX
0 , . . . ,YX

k ⊆ Y such that
⋃k

i=0 Y
X
i covers X and YX

i is R-disjoint for
every i ∈ {0, . . . , k}. Note that, for n ∈ N, a metric space X satisfies asdim X � n if
and only if, for every R ∈ R�0, there exists a uniformly bounded family Y of subsets

of X such that {X} (n,R)−−−→ Y. For (Ri ) ∈ R
N

�0, a metric familyX is said to be uniformly

(Ri )-decomposable over a metric family Y [4], denoted by X
(Ri )−−→ Y, if there exists

k ∈ N such that for every X ∈ X there exist subfamilies YX
0 , . . . ,YX

k ⊆ Y such that
⋃k

i=0 Y
X
i covers X and YX

i is Ri -disjoint for every i ∈ {0, . . . , k}. Let B be the class
of uniformly bounded metric families and set D0 = wD0 = C0 = B. For an ordinal
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α > 0, define classes Dα , wDα and Cα of metric families recursively by letting

Dα = {
X : ∀R > 0 ∃ β < α ∃Y ∈ Dβ (X

(1,R)−−−→ Y)
}
,

wDα = {
X : ∃ k ∈ N ∀R > 0 ∃ β < α ∃Y ∈ wDβ (X

(k,R)−−−→ Y)
}
,

Cα = {
X : ∀(Ri ) ∈ R

N

�0 ∃ β < α ∃Y ∈ Cβ (X
(Ri )−−→ Y)

}
.

For a set X , let �1(X) denote the Banach space of all functions f : X → R such that
the �1-norm ‖ f ‖ defined by

∑
x∈X | f (x)| is finite. For f ∈ �1(X), the set supp f is

defined as {x ∈ X : f (x) > 0}. Let �1(X)1,+ denote the set of all functions f ∈ �1(X)

such that ‖ f ‖ = 1 and f (x) � 0 for any x ∈ X . Every μ ∈ �1(X)1,+ is identified
with a probability measure on X by letting μ(A) = ∑

x∈A μ(x) for A ⊂ X . If X is
countable, then �1(X)1,+ is the set of all Borel probability measures on X with the
discrete topology.

Definition 2.3 A metric space X is said to have

(1) finite asymptotic dimension (or FAD) if asdim X � m for some m ∈ N,
(2) asymptotic property C (or APC) if {X} ∈ C1, that is, for any (Ri ) ∈ R

N

�0 there

exist k ∈ N and uniformly bounded families U0, . . . ,Uk of X such that
⋃k

i=0 Ui

covers X and Ui is Ri -disjoint for every i ∈ {0, . . . , k},
(3) finite decomposition complexity (or FDC) if {X} ∈ Dα for some ordinal α,
(4) weak finite decomposition complexity (or wFDC) if {X} ∈ wDα for some ordinal

α,
(5) APC-decomposition complexity (or APCDC) if {X} ∈ Cα for some ordinal α,
(6) straight finite decomposition complexity (or sFDC) if for any (Ri ) ∈ R

N

�0 there

exist k ∈ N and families V1, . . . ,Vk of subsets of X such that {X} (1,R1)−−−→
V1

(1,R2)−−−→ · · · (1,Rk )−−−→ Vk and Vk is uniformly bounded,
(7) metric sparsification property (or MSP) if there exist c > 0 and a function

s : R�0 → R�0 such that for every R � 0 and for every μ ∈ �1(X)1,+
there exists an R-disjoint family W of subsets of X such that μ(

⋃
W) � c

and meshW � s(R),
(8) the Higson–Roe condition for property A (or A(HR)) if, for every ε > 0 and for

every R > 0, there exist S > 0 and a map ξ : X → �1(X) such that ‖ξ(x)‖ = 1
and supp ξ(x) ⊆ B(x, S) for every x ∈ X , and that ‖ξ(x) − ξ(y)‖ � ε for every
x, y ∈ X with dX (x, y) � R.

Remark 2.4 A(HR) and MSP are equivalent to the original definition of property A of
Yu [34] for metric spaces of bounded geometry according to [20, Lemma 3.5] (see
also [32, Proposition 3.2], [27, Theorem 4.2.1]), [7] and [30, Theorem 4.1].

Remark 2.5 Dydak and Virk in [16, Theorem 8.4] proved that a metric space X has
sFDC if and only if it is of countable asymptotic dimension [15, Definition 7.1], that
is, there exists (ni ) ∈ N

N such that for any (Ri ) ∈ R
N

�0 there exist k ∈ N and families

V1, . . . ,Vk of subsets of X satisfying {X} (n1,R1)−−−−→ V1
(n2,R2)−−−−→ · · · (nk ,Rk )−−−−→ Vk where

Vk is uniformly bounded.
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3 Preservation under products and coarsely n-to-1 maps

In this section, we show facts on preservation of some coarse infinite-dimensional
properties (especially, wFDC and APCDC) under products and coarsely n-to-1 maps,
which will be applied in Sect. 4.

Bell, Głodkowski and Nagórko in [4] proved the following.

Theorem 3.1 Let α be an ordinal.

(1) ([4, Theorem 3.1]) If Y ∈ Cα and a metric family X is coarsely embeddable into
Y, then X ∈ Cα . In particular, if Y ∈ Cα and X ≺ Y, then X ∈ Cα .

(2) ([4, Fibering Permanence]) If Y ∈ Cα and ametric familyX admits a bornologous
map F : X → Y and an ordinal γ such that F−1(B) ∈ Cγ for every uniformly
bounded B ≺ Y, then X ∈ Cγ+α .

By a similar argument as in Theorem 3.1, we also have the following.

Lemma 3.2 Let α be an ordinal.

(1) If Y ∈ wDα and a metric familyX is coarsely embeddable into Y, thenX ∈ wDα .
In particular, if Y ∈ wDα and X ≺ Y, then X ∈ wDα .

(2) If Y ∈ wDα and a metric family X admits a bornologous map F : X → Y and an
ordinal γ such that F−1(B) ∈ wDγ for every uniformly bounded B ≺ Y, then
X ∈ wDγ+α .

The following lemma follows from [25, Lemma 3.6] and [16, Lemma 2.7].

Lemma 3.3 Let X and Y be metric spaces, f : X → Y a coarsely n-to-1 map with a
control function c : R�0 → R�0, and R > 0. LetU be a 2c(2nR+1)-disjoint family of
subsets of X. Then there exist n families V1,V2, . . . ,Vn of subsets of Y such that each
Vi is R-disjoint, f (

⋃
U) = ⋃ ⋃n

i=1 Vi and
⋃n

i=1 Vi ≺ {NY ( f (U ), 2nR) : U ∈ U}.
Proof For the sake of convenience, we give a direct proof based on [25, Lemma 3.6]
(see also [6, Lemma 3]) and [16, Lemma 2.7]. For U ∈ U, define gU : Y → R by
letting gU (y) = dist ({y},Y \ N ( f (U ), 2nR)), y ∈ Y . For A ∈ [U]<ω, let

WA = {
y ∈ Y : min {gA(y) : A ∈ A} > sup {gU (y) : U ∈ U \A}},

VA =
{
y ∈ f

(⋃
U

)
: B(y, R) ⊆ WA

}
.

For i ∈ {1, 2, . . . , n}, set Vi = {VA :A ∈ [U]<ω, |A| = i}. We show that Vi ,
i ∈ {1, 2, . . . , n} are the required families.

To show that each Vi is R-disjoint, it suffices to show that the family {WA :A ∈
[U]<ω, |A| = i} consists of pairwise disjoint subsets. Let A,A′ ∈ [U]<ω with
|A| = |A′| = i andA �= A′. Thenwe can take A ∈ A \A′ and A′ ∈ A′ \A. If y ∈ WA,
then we have gA(y) > gA′(y), which implies y /∈ WA′ . Hence WA ∩ WA′=∅.

To show that f (
⋃

U) = ⋃ ⋃n
i=1 Vi , let y ∈ f (

⋃
U). Choose Uy ∈ U satisfying

y ∈ f (Uy). Then gUy (y) � 2nR. Let Ay = {U ∈ U : gU (y) > 0}. Since f : X → Y
is a coarsely n-to-1 map with the control function c : R�0 → R�0, there exist n
points x1, . . . , xn ∈ X satisfying f −1(B(y, 2nR + 1)) ⊆ ⋃n

i=1 B(xi , c(2nR + 1)).
For every A ∈ Ay , we have gA(y) > 0, which implies y ∈ N ( f (A), 2nR), and hence
f (A) ∩ B(y, 2nR + 1) �= ∅. Thus
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|Ay | � |{U ∈ U : f (U ) ∩ B(y, 2nR + 1) �= ∅}|
= |{U ∈ U : U ∩ f −1(B(y, 2nR + 1)) �= ∅}|

�
∣∣∣
{
U ∈ U : U ∩

n⋃

i=1

B(xi , c(2nR + 1)) �= ∅

}∣∣∣

�
n∑

i=1

∣∣∣
{
U ∈ U : U ∩ B(xi , c(2nR + 1)) �= ∅

}∣∣∣ � n,

where the last inequality follows from the fact that U is 2c(2nR + 1)-disjoint. Since
gUy (y) � 2nR and there are at most n elements of {gA(y) : A ∈ U} between 0 and
gUy (y) in R, there exists A0 ⊆ Ay such that

min {gA(y) : A ∈ A0} − sup {gU (y) :U ∈ U \A0} � 2R.

Then we have B(y, R) ⊆ WA0 , and hence y ∈ VA0 . This and |A0| � |Ay | � n imply
that y ∈ ⋃ ⋃n

i=1 Vi , and hence f (
⋃

U) = ⋃ ⋃n
i=1 Vi .

Finally, we show that
⋃n

i=1 Vi ≺ {NY ( f (U ), 2nR) : U ∈ U}. Let V ∈ ⋃n
i=1 Vi .

Then V = VA for someA ∈ [U]�n . Fix A ∈ A. Then A ∈ U, and for every y ∈ WA,
we have gA(y) > 0, and hence y ∈ N ( f (A), 2nR). Thus V = VA ⊆ WA ⊆
N ( f (A), 2nR). Therefore

⋃n
i=1 Vi ≺ {NY ( f (U ), 2nR) :U ∈ U}. 
�

Theorem 3.4 Let n ∈ N and let α be an ordinal.

(1) If X and Y are metric families with a coarsely n-to-1 coarsely surjective map
F : X → Y such that X ∈ wDα , then Y ∈ wDα .

(2) If X and Y are metric families with a coarsely n-to-1 coarsely surjective map
F : X → Y such that X ∈ Cα , then Y ∈ Cα .

Proof (1) We prove it by transfinite induction on α. The conclusion for α = 0 holds
since, if X is uniformly bounded and F : X → Y is bornologous and coarsely surjec-
tive, Y is uniformly bounded.

Suppose that α > 0 and (1) holds for every β < α. Let X and Y be metric families
with a coarsely n-to-1 coarsely surjective map F : X → Y such that X ∈ wDα .
Let ρ+ and c be two control functions of F being bornologous and coarsely n-to-1,
respectively. Since F is coarsely surjective, Y is coarsely embeddable into the family
F(X) = { f (X f ) : f ∈ F}. Indeed, take S > 0 so that, for every Y ∈ Y, there exists
fY ∈ F satisfying Y = NY ( fY (X fY ), S). Then, for every Y ∈ Y, we can choose
a function gY : Y → fY (X fY ) such that d(gY (y), y) � S for any y ∈ Y . Then
{gY : Y ∈ Y} is a coarse embedding from Y into F(X). Thus, by (1) of Lemma 3.2, it
suffices to show that F(X) ∈ wDα .

Since X ∈ wDα , there exists k ∈ N satisfying

∀R > 0 ∃ β < α ∃X′ ∈ wDβ (X
(k,R)−−−→ X′).

Let R > 0. We want to find β < α and Y′ ∈ wDβ satisfying F(X)
((k+1)n−1,R)−−−−−−−−→ Y′.

In order to do that, take β < α and X′ ∈ wDβ with X
(k,2c(2nR+1))−−−−−−−−→ X′.

123



Coarse infinite-dimensionality...

Let f ∈ F . Since X f ∈ X, there are U
f
0 ,U

f
1 , . . . ,U

f
k ⊆ X′ such that

X f = ⋃ ⋃k
i=0 U

f
i and each U

f
i is c(2nR)-disjoint. Applying Lemma 3.3, for

each i ∈ {0, . . . , k}, choose families V
f ,i
1 ,V

f ,i
2 , . . . ,V

f ,i
n of subsets of Y f sat-

isfying f
(⋃

U
f
i

) = ⋃ ⋃n
j=1 V

f ,i
j , each V

f ,i
j is R-disjoint and

⋃n
j=1 V

f ,i
j ≺

{NY f ( f (U ), 2nR) :U ∈ U
f
i }. For each U ∈ ⋃k

i=0 U
f
i , let fU be the restriction map

f �U : U → NY f ( f (U ), 2nR).
Set

U =
⋃

f ∈F

k⋃

i=0

U
f
i , Y′ =

⋃

f ∈F

k⋃

i=0

n⋃

j=1

V
f , j
i ,

V =
{
NY f ( f (U ), 2nR) : f ∈ F,U ∈

k⋃

i=0

U
f
i

}
and F ′ = { fU : U ∈ U}.

Then Y′ ≺ V. Since U ⊆ X′ ∈ wDβ , we have U ∈ wDβ by (1) of Lemma 3.2. It
is easy to see that F ′ : U → V is coarsely n-to-1 with the control functions ρ+ and
c and coarsely surjective with respect to the constant 2nR. Thus, by the induction
hypothesis, we have V ∈ wDβ . This and Y′ ≺ V imply Y′ ∈ wDβ .

To show F(X)
((k+1)n−1,R)−−−−−−−−→ Y′, let f ∈ F . Then the families V

f ,i
j ⊆ Y′, i ∈

{0, . . . , k} and j ∈ {1, . . . , n}, are all R-disjoint and

f (X f ) = f

(⋃ k⋃

i=0

U
f
i

)
=

k⋃

i=0

f
(⋃

U
f
i

)
=

k⋃

i=0

n⋃

j=1

⋃
V

f ,i
j .

Therefore F(X)
((k+1)n−1,R)−−−−−−−−→ Y′, and we have F(X) ∈ wDα .

We can also prove (2) by a similar argument. 
�
As an immediate consequence of Theorem 3.4, the following result descends.

Corollary 3.5 Let n ∈ N, and f : X → Y be a coarsely n-to-1 coarsely surjective map
between metric spaces. Then

(1) Y has wFDC whenever X has wFDC;
(2) Y has APCDC whenever X has APCDC.

Using Lemma 3.2 we can also prove the following result concerning finite products.

Proposition 3.6 Let n ∈ N.

(1) If a metric space X has wFDC, then so does Xn.
(2) If a metric space X has APCDC, then so does Xn.

Proof (1) Assume that X has wFDC. We prove that Xn has wFDC by induction on
n. The case n = 1 is trivial. Assume that n > 1 and Xn−1 has wFDC. Then there
exist ordinals α and β such that {Xn−1} ∈ wDα and {X} ∈ wDβ . Let p : Xn → X
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be the n-th projection. To apply (2) of Lemma 3.2, let F = {p} : {Xn} → {X}
and let B be a uniformly bounded metric family with B ≺ {X}. Then F−1(B) =
{Xn−1 × B : B ∈ B}. For each B ∈ B, let gB : Xn−1 × B → Xn−1 be the projection
and let G = {gB : B ∈ B}. Then G : F−1(B) → {Xn} is a coarse embedding with
the control function ρ−, ρ+ : R�0 → R�0 defined by ρ−(t) = max {t − meshB, 0}
and ρ+(t) = t , for every t ∈ R�0. Thus, by (1) of Lemma 3.2 and the fact that
{Xn−1} ∈ wDα , we have F−1(B) ∈ wDα . Therefore, by (2) of Lemma 3.2, we have
{Xn} ∈ wDα+β , and hence Xn has wFDC.

We can also prove (2) by the same argument as above applying Theorem 3.1. 
�
Concerning MSP, we have the following lemma on finite products which follows

from [16, Theorem 7.9].

Lemma 3.7 Let n ∈ N. If a metric space X has MSP, then so does Xn.

Proof We give a direct proof for the sake of convenience. Assume that X has MSP.
Let c and s : R�0 → R�0 be a positive constant and a function for X being MSP,
respectively. We claim that cn and s are as required for Xn being MSP by induc-
tion on n. The case n = 1 is obvious. Suppose that the claim holds for n − 1.
To show that cn and s are as required for Xn, let R � 0 and μ ∈ �1(Xn)1,+.
Define μ1 ∈ �1(Xn−1)1,+ by letting μ1(x) = μ({x} × X) for each x ∈ Xn−1.
Then, by induction hypothesis, there exists an R-disjoint family U1 of Xn−1 such
that μ1(

⋃
U1) � cn−1 and meshU1 � s(R). Define μ2 ∈ �1(X)1,+ by letting

μ2(x) = μ(
⋃

U1 ×{x})/μ1(
⋃

U1) for each x ∈ X . Since X has MSP, there exists
an R-disjoint family U2 of X such that μ2(

⋃
U2) � c and meshU2 � s(R).

Let W = {U1 ×U2 : U1 ∈ U1,U2 ∈ U2}. Then W is an R-disjoint family of
Xn such that μ(

⋃
W) = μ(

⋃
U1 × ⋃

U2) = μ1(
⋃

U1) μ2(
⋃

U2) � cn and
meshW � s(R). 
�

4 Infinite-dimensionality of hyperspaces of subsets with at most n
points

Let n ∈ N. In the introduction we have already recalled that, if a metric space X
satisfies FAD, then [X ]�n satisfies FAD [28] and, if X satisfies sFDC, then so does
[X ]�n [14]. In particular, in the proof of the last result Dranishnikov and Zarichnyi
proved the following.

Theorem 4.1 (see [14, Proposition 3.6]) Let f : Xn → [X ]�n be the map defined by
f (x1, x2, . . . , xn) = {x1, x2, . . . , xn} for (x1, x2, . . . , xn) ∈ Xn. Then f is coarsely
nn-to-1 and surjective.

By the same argument as in the proof of [14, Proposition 3.6], we also have the
following corollary as a consequence of theorems in [5], [10], [16], Theorem 4.1, and
results proved in Sect. 3.

Corollary 4.2 Let n ∈ N.

(1) If a metric space X satisfies APC, then so does [X ]�n.
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(2) If a metric space X satisfies MSP, then so does [X ]�n.
(3) If a metric space X satisfies wFDC, then so does [X ]�n.
(4) If a metric space X satisfies APCDC, then so does [X ]�n.
(5) If a metric space X with bounded geometry satisfies property A, then so does

[X ]�n.

Proof (1) Assume that a metric space X has APC. Then, by [5, Theorem 3.1] or [10,
Theorem 3.1], so is Xn . This, [16, Theorem 6.2] and Theorem 4.1 imply that [X ]�n

has APC.
Item (2) follows from Lemma 3.7, Theorem 4.1 and [16, Theorem 7.9].
Items (3) and (4) can be shown, similarly to the previous items, applying Proposi-

tion 3.6 and Corollary 3.5.
Item (5) follows from (2) and the equivalence 9 in (†) in the introduction (see

Remark 2.4) since, if X has bounded geometry, then so does [X ]�n . 
�
Question 4.3 Let n ∈ N and let X be a (not necessarily bounded geometry) metric
space with A(HR). Does [X ]�n have A(HR)?

Question 4.4 Let n ∈ N and let X be a metric space with FDC. Does [X ]�n have
FDC?

Question 4.5 Let n ∈ N and let X be a metric space being CE. Is [X ]�n CE?

5 Infinite-dimensionality of hyperspaces of finite subsets

As already mentioned in the introduction, the following dichotomy descends from
Theorem 4.1.

Corollary 5.1 Let X be a metric space. Then:

(1) asdim X = 0 if and only if asdim [X ]<ω = 0;
(2) asdim X > 0 if and only if asdim [X ]<ω = ∞.

Proof Item (1) is proved in [11, Proposition 2.3] and also implies the “if” implication
in (2). Suppose now that asdim X > 0. According to [1, Theorem 1], asdim Xn � n.
Let now f : Xn → [X ]�n be the coarsely nn-to-1 surjective map defined in Theorem
4.1. Since f is also bornologous, [16, Theorem 6.1] implies that n � asdim Xn �
asdim [X ]�n . Thus asdim [X ]<ω = ∞ as, for every n ∈ N, [X ]�n is a subspace of
[X ]<ω. 
�

For a sequence {Xk}k∈N ofmetric spaces, ametric space X is said to contain {Xk}k∈N
coarsely if the family {Xk : k ∈ N} is coarsely embeddable into {X}. Moreover, the
space X is said to contain a coarse disjoint union of {Xk}k∈N if there exists a coarse
embedding {ik : Xk → X : k ∈ N} such that dist (im(Xm), ik(Xk)) → ∞ as m, k →
∞. A sequence {Ik}k∈N is called a sequence of long intervals if each Ik is a closed
interval in R and diam Ik → ∞. In this section, we shall prove the following.

Theorem 5.2 If a metric space X contains a sequence of long intervals coarsely, then
[X ]<ω contains a coarse disjoint union of any sequence of finite metric spaces.
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Example 5.3 Ametric space X is said to be geodesic if for every x, y ∈ X there exists a
isometric embeddingγ : [0, dX (x, y)] → X such thatγ (0) = x andγ (dX (x, y)) = y.
It is easy to see that every unbounded geodesic metric space contains a sequence of
long intervals coarsely. Thus, if an unbounded geodesic metric space can be coarsely
embedded into ametric space X , then X contains a sequence of long intervals coarsely.
Every box space of a finitely generated residually finite infinite group (see [29, Defi-
nition 11.24] for definition) also contains a sequence of long intervals coarsely.

Recall that a Banach space (X , ‖ · ‖) is uniformly convex if, for every 0 < ε � 2
there exists δ > 0 so that for any two vectors with ‖x‖ = ‖y‖ = 1, the condition
‖x − y‖ � ε implies that ‖(x + y)/2‖ � 1− δ. Lafforgue [23] constructed a sequence
{Xk}k∈N of expander graphs such that no uniformly convex Banach space contains
{Xk}k∈N coarsely. Since every Hilbert space is a uniformly convex Banach space, this
and Theorem 5.2 yield the following.

Corollary 5.4 Let X be ametric space containing a sequence of long intervals coarsely.
Then [X ]<ω is not coarsely embeddable into any uniformly convex Banach space. In
particular, [X ]<ω is not CE.

To prove Theorem 5.2, we will apply the following lemmas:

Lemma 5.5 Let X be a metric space containing a sequence {Ik}k∈N of long intervals
coarsely. Then X contains a coarse disjoint union of a sequence of long intervals.

Proof Let us fix a coarse embedding {ik : Ik → X : k ∈ N}. Let ρ− : R�0 → R�0 be
a non-decreasing function such that limt→∞ ρ−(t) = ∞ and for every k ∈ N and for
every x, x ′ ∈ Ik , we have ρ−(dIk (x, x

′)) � dX (ik(x), ik(x ′)).
By induction on n, we find kn ∈ N and a subinterval Jn ⊆ Ikn satisfying diam Jn =

n and, for every m < n, we have km < kn and dist (ikm (Jm), ikn (Jn)) � n. Indeed, let
k1 = 1 and J1 = I1, and assume that Jm ⊆ Ikm has been defined for m < n. Since
limt→∞ ρ−(t) = ∞, there is tn ∈ R�0 satisfying diam N (

⋃
m<n ikm (Jm), n) <

ρ−(tn). Since diam Ik → ∞, we can take kn ∈ N satisfying diam Ikn > 3max{n, tn}.
Thenwe have diam i−1

kn
(N (

⋃
m<n ikm (Jm), n)) � tn . Thus there is a closed subinterval

Jn ⊆ Ikn of diameter n such that Jn ∩ i−1
kn

(N (
⋃

m<n ikm (Jm), n)) = ∅, and hence
ikn (Jn) ∩ N (

⋃
m<n ikm (Jm), n) = ∅.

Then the sequence {Jn}n∈N and the coarse embedding {ikn �Jn : Jn → X : n ∈ N}
are as required. 
�
Lemma 5.6 For every r > 0 andm ∈ N there exists M > 0 such that the product space
[−r , r ]m with the maximum metric can be isometrically embedded into [[0, M]]<ω.

Proof For every r > 0 and m ∈ N, let M = 4mr +m + r and define φ : [−r , r ]m →
[[0, M]]<ω by

φ(x) = { j(4r + 1) + x j : j ∈ {1, 2, . . . ,m}}, x = (x1, x2, . . . , xm) ∈ [−r , r ]m .

For x = (x1, x2, . . . , xm), y = (y1, y2, . . . , ym) ∈ [−r , r ]m and i, j ∈ {1, 2, . . . ,m},
wehave |xi−yi | � 2r and |i(4r+1)+xi−( j(4r+1)+y j )| � 4r+1−|xi−y j | � 2r+1
whenever i �= j . Thus dH(φ(x), φ(y)) = max {|x j − y j | : j ∈ {1, 2, . . . ,m}}, which
shows that φ is isometric. 
�
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Lemma 5.7 Everyfinitemetric space X canbe isometrically embedded into [−diam X ,

diam X ]X with the maximum metric.

Proof Fix x0 ∈ X . Then the Kuratowski embedding [22] ψ : X → [−diam X ,

diam X ]X definedbyψ(x) = (dX (x, z)−dX (x0, z))z∈X , x ∈ X , shows the lemma. 
�

By Lemmas 5.6 and 5.7, we have the following.

Corollary 5.8 For every finite metric space X, there exists M > 0 such that X can be
isometrically embedded into [[0, M]]<ω.

Proof of Theorem 5.2 Let X be a metric space containing a sequence of long intervals
coarsely and {Xk}k∈N a sequence of finite metric spaces. By Lemma 5.5, X contains
a coarse disjoint union of a sequence {In}n∈N of long intervals coarsely. Take a coarse
embedding {in : In → X : n ∈ N} such that dist (im(Im), in(In)) → ∞ asm, n → ∞.
For each n ∈ N, let in : [In]<ω → [X ]<ω be the map defined by in(A) = in(A) for
A ∈ [In]<ω. By the same reason as in Proposition 2.1, we have that {in : [In]<ω →
[X ]<ω : n ∈ N} is a coarse embedding. By Corollary 5.8 and the fact that diam In →
∞, we can take a strictly increasing sequence {nk}k∈N in N and isometric embeddings
φk : Xk → [Ink ]<ω, k ∈ N. Since

dist
(
(ink ◦φk)(Xk), (inm ◦ φm)(Xm)

)
� dist

(
ink (Ink ), inm (Inm )

)

for k,m ∈ N, the coarse embedding {ink ◦ φk : Xk → [X ]<ω : k ∈ N} is as
required. 
�

Note that, if a metric space X contains a sequence of long intervals coarsely, then
asdim X > 0. In the next section, we show that the converse does not hold in general.

6 Ametric space of positive asymptotic dimension which does not
contain a sequence of long intervals coarsely

Let X be a metric space and R ∈ R�0. A finite sequence {xi }mi=0 of points in X is
called an R-path of length m connecting x0 and xm if d(xi−1, xi ) � R for every
i ∈ {1, . . . ,m}. The space X is called R-connected if, for every x, y ∈ X , there
exists an R-path of finite length connecting x and y. Note that, for a metric space X ,
asdim X > 0 if and only if there exists R ∈ R�0 such that, for every S ∈ R�0, there
exists an R-connected subset A of X satisfying diam A � S.

In this section, we give an example of an unbounded 1-connected locally finite
metric space which does not contain a sequence of long intervals coarsely. Before
providing the example, let us recall a standard construction. A weighted non-directed
graph is a triple w = (V , E, w) where (V , E) is a non-directed graph and w is a
weight function, i.e., a mapw : E → R�0. For the sake of simplicity, wewritew(x, y)
instead of w({x, y}), for every {x, y} ∈ E . If w = (V , E, w) is a weighted graph
and (V , E) is connected (i.e., for every pair of points there exists a path connecting

123



T. Weighill et al.

them), we can define the weighted path metric on V as follows: for every x, y ∈ V ,

dw(x, y)

= inf

{ m∑

i=0

w(xi , xi+1) : ∀i ∈ {1, . . . ,m}, {xi−1, xi } ∈ E, x0 = x, xm = y

}
.

In the sequel, we identify the graph w with its vertex set V .

Example 6.1 We construct an unbounded 1-connected locally finite metric space 

which does not contain a sequence of long intervals coarsely.
In order to define, we first need to define some special subspaces(m), wherem ∈

N \ {1}. Fix then m ∈ N \ {1}. For every i ∈ {0, . . . ,m − 1} and k ∈ {0, . . . ,m − 1}i,
let 

m,i
k

= {xm,i
k,0

, . . . , xm,i
k,m

} be the weighted complete graph of m + 1 vertices with

the weight function w
m,i
k

defined as follows: for every 0 � j1 < j2 � m,

w
m,i
k

(
xm,i
k, j1

, xm,i
k, j2

) =
{
m − i if j2 = j1 + 1,

m − i + 1 otherwise,

where we let {0, . . . ,m − 1}0 = {ε} with the empty word ε. Moreover, let

(m) =
( m−1⊔

i=0

⊔

k∈{0,...,m−1}i

m,i
k

)/

≈

with respect to the equivalence relation ≈ defined as follows: for every i ∈ {0, . . . ,
m − 2} and (k0, . . . , ki ) ∈ {0, . . . ,m − 1}i+1,

xm,i+1
k0,...,ki ,0

≈ xm,i
k0,...,ki

, and xm,i+1
k0,...,ki ,m

≈ xm,i
k0,...,ki+1.

Note that the equivalence≈ agrees with the weights of the edges sincem � 2. Finally,
define the non-directed graph  = (⊔

m∈N \ {1} (m)
)
/∼=, where ∼= is the equivalence

relation defined as follows: for every m ∈ N \ {1}, xm,0
m

∼= xm+1,0
0 . By gluing together

the weight functions of the single pieces, also the edges of the non-directed connected
graph  can be endowed with a weight function, and so we can equip  with its
weighted path metric. With that choice,  is a locally finite, unbounded metric space.
Moreover, one can easily check that it is 1-connected; as an illustrative example,
consider the following chain of elements connecting x3,00 and x3,01

x3,00 ≈ x3,10,0 ≈ x3,20,0,0 → x3,20,0,1 → x3,20,0,2 → x3,20,0,3 ≈ x3,10,1 ≈ x3,20,1,0 →
· · · → x3,20,2,3 ≈ x3,10,3 ≈ x3,01

where → indicates a jump of length 1. For the sake of simplicity, in the sequel we
identify all (m), m,i

k
and xm,i

k, j
with their images in , respectively.
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For m ∈ N \ {1}, i ∈ {0, . . . ,m − 1} and k ∈ {0, . . . ,m − 1}i, set

Um,i
k

= {
xm, j
l

: i � j � m − 1, l ∈ {0, . . . ,m − 1} j+1, l�{0,1,...,i−1} = k
} ∪ {

xm,i
k,m

}
,

where k ∈ {0, . . . ,m − 1}i is also considered as the map k : {0, 1, . . . , i − 1} →
{0, . . . ,m − 1}. Then Um,i

k
coincides with the set

⋃ {

m, j
l

: i � j � m − 1, l ∈ {0, . . . ,m − 1} j, l�{0,...,i} = k
}

in , and

diamUm,i
k

< 2
m−i+1∑

j=1

j < (m − i + 2)2. (6.1)

We also observe that, if k, k′ ∈ {0, . . . ,m − 1}i and Um,i
k

∩ Um,i
k′ = ∅, then

dist
(
Um,i
k

,Um,i
k′

)
� m + 1 − i . Note that Um,0

ε coincides with (m) and Um,i−1
k

=
⋃m−1

j=1 Um,i
k, j

for every i ∈ {1, . . . ,m − 1} and k ∈ {0, . . . ,m − 1}i−1.

We want to prove that asdim  = 1. Since  is 1-connected and unbounded,
asdim  > 0. In order to show that asdim  � 1, fix an arbitrary R ∈ N. We are
using a different but equivalent definition of asymptotic dimension, namely, we want
to construct a uniformly bounded cover U of  such that, for every x ∈ , |{U ∈ U :
B(x, R) ∩U �= ∅}| � 2 (see, for example, [3, Theorem 2.1.2]). LetU0 = ⋃2R

i=2 (i).
Then the cover

U = {U0} ∪ {
Um,m−2R
k

: m > 2R, k ∈ {0, . . . ,m − 1}m−2R}

satisfies the desired properties. In fact, |{U ∈ U : B(x, R) ∩ U �= ∅}| � 2 for every
x ∈ , and, by (6.1), U is uniformly bounded.

Finally, we want to show that  does not contain a sequence {Im}m∈N of long
intervals coarsely. Suppose, by contradiction, that there exists a coarse embedding
{ fm : Im →  : m ∈ N} with control functions ρ− and ρ+. Since  is unbounded
and limt→∞ ρ−(t) = ∞, there exists R ∈ N such that S = �ρ+(R)� � 1,
and k ∈ N such that k > S and ρ−(kR) ≥ 4(S + 2)2. Since diam Im → ∞
and limt→∞ ρ−(t) = ∞, there is l ∈ N satisfying diam

(⋃k+2
j=2 ( j)

) + S +
ρ+(kR) < ρ−(diam Il) � diam ( fl(Il)). Then we can take x, y ∈ Il satisfying
ρ+(kR) < d( fl(x), fl(y)) and fl([x, y])∩⋃k+2

j=2 ( j) = ∅. Note that |x − y| > kR
since ρ+(kR) < d( fl(x), fl(y)) � ρ+(|x − y|). Thus fl({x, x + R, . . . , x +
kR}) ⊂  \ ⋃k+2

j=2 ( j) ⊂ ⋃
m>k+2 (m) = ⋃

m>k+2
⋃

k∈{0,...,m−1}m−S U
m,m−S
k

.

Since { fl(x + j R)}kj=0 is an S-path connecting fl(x) and fl(x +kR) in \⋃k+2
j=2 ( j)

and d( f (x), f (x + kR)) � ρ−(kR) > 4(S + 2)2 > 4 diamUm,m−S
k

for every

m > k+2 and k ∈ {0, . . . ,m−1}m−S, there exist n > k+2, l ∈ {0, . . . ,m−1}n−S−1
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and j ∈ {1, . . . ,m − 2} such that

fl({x, . . . , x + kR}) ∩Un,n−S
l, j−1

�= ∅ �= fl({x, . . . , x + kR}) ∩Un,n−S
l, j+1

.

Thus, in particular, fl({x, . . . , x + kR}) entirely crossesUn,n−S
k, j

, and an S-path doing

that needs at least n + 1 − 2 = n − 1 points; more precisely, | fl({x, . . . , x + kR}) ∩
Un,n−S
k, j

| � n−1. However, this leads to a contradiction since | fl({x, . . . , x+kR})| �
k + 1 < n − 1.

Concerning Theorem 5.2, we may ask the following question.

Question 6.2 Is it true that, if a metric space X satisfies asdim X > 0, then the space
[X ]<ω contains a coarse disjoint union of any sequence of finitemetric space coarsely?

In particular, we do not know whether the following specialisation of Question 6.2
holds.

Question 6.3 For the metric space  in Example 6.1, does []<ω contain a coarse
disjoint union of any sequence of finite metric space coarsely?

Question 6.4 Let X be ametric space with bounded geometry satisfying asdim X > 0.
Does X contain a sequence of long intervals coarsely?

Appendix: Straight finite decomposition complexity implies metric
sparsification property

According to [14] and [7], every bounded geometry metric space with sFDC satisfies
MSP. In this appendix, we show that the assumption of bounded geometry can be
dropped in this fact.

Theorem 6.5 Let X be a metric space with sFDC. Then X satisfiesMSP.

Proof Let R > 0. Since X has sFDC, there exist families X1, . . . ,Xn of subsets of X
such that

{X} 24R−−→ X1
25R−−→ · · · 2n+3R−−−→ Xn

and Xn is uniformly bounded. Let

S = meshXn + 2n+3R (∗)

and fix an arbitraryμ ∈ �1(X)1,+. Set X0
0 = X , A0 = {0} andX0

0 = {Xα
0 : α ∈ A0} =

{X}. Obviously, X0
0 is R-disjoint.
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Claim 1 For every i ∈ {1, . . . , n}, there existX0
i = {X0

α : α ∈ Ai } ⊆ Xi andπi : Ai →
Ai−1 such that for every α ∈ Ai−1,

(1) X0
α = ⋃

β∈π−1
i (α)

X0
β , and

(2) there are B0
α, B1

α ⊆ Ai such that π−1
i (α) = B0

α ∪ B1
α , B

0
α ∩ B1

α = ∅ and
{X0

β : β ∈ Bl
α} is 2i+3R-disjoint for each l ∈ {0, 1}.

Proof of Claim 1 We construct X0
i and πi by induction on i . Assume that X0

i−1 =
{X0

α :α ∈ Ai−1} has been obtained. Let α ∈ Ai−1. Since X0
α ∈ Xi−1

2i+3R−−−→ Xi , there
exist X0

α,X1
α ⊆ Xi such that X0

α = ⋃
(X0

α ∪ X1
α) and Xl

α is 2i+3R-disjoint for each
l ∈ {0, 1}. We may assume X0

α ∩ X1
α = ∅ by replacing X1

α with X1
α \X0

α .
Let Ai = ⋃

α∈Ai−1
{α} × (X0

α ∪ X1
α) and define πi : Ai → Ai−1 by letting

πi ((α, X ′)) = α for (α, X ′) ∈ Ai . Set X0
β = X ′ for each β = (α, X ′) ∈ Ai ,

X0
i = {X0

β : β ∈ Ai } and Bl
α = {(α, X ′) ∈ Ai : X ′ ∈ Xl

α} for each α ∈ Ai−1 and

l ∈ {0, 1}. Then X0
i and πi satisfy (1) and (2). 
�

For each i, j ∈ {0, 1, . . . , n} with i < j , let

π
j
i = πi+1 ◦ · · · ◦ π j : A j → Ai

and let π i
i : Ai → Ai be the identity map.

Claim 2 For every k ∈ {1, . . . , n} and i ∈ {k, k + 1, . . . , n}, there exist a family
Xk
i = {Xk

α : α ∈ Ai } of subsets and a subset Zk in X such that

(1) Xk
α = ⋃

β∈π−1
i (α)

Xk
β for every α ∈ Ai−1 if i > k,

(2)
{
Xk

β :β ∈ Bl
α

}
is

(
2i+3 − ∑k

j=1 2
j+2

)
R-disjoint for every α ∈ Ai−1 and l ∈

{0, 1},
(3) meshXk

n � meshXn + ∑k
j=1 2

j+2R,

(4) Xk
k is R-disjoint,

(5)
⋃

Xk−1
k−1 ⊆ ⋃

Xk
k ∪ Zk, and

(6) μ(Zk) � 2−k−1.

Proof of Claim 2 We construct Xk
k, . . . ,X

k
n by induction on k. The families X0

0, . . . ,

X0
n taken above satisfy (1)–(4). Assume that families Xk−1

k−1, . . . ,X
k−1
n satisfying (1)–

(4) have been defined. For j ∈ {1, 2, 3, . . . , 2k+1}, let

W j
λ =

(
N

( ⋃

γ∈B0
λ

Xk−1
γ , j R

)
\ N

( ⋃

γ∈B0
λ

Xk−1
γ , ( j − 1)R

))
∩ Xk−1

λ , λ ∈ Ak−1,

Wj =
⋃

λ∈Ak−1

W j
λ .

Note that the family {W j
λ : λ ∈ Ak−1} is R-disjoint since so is Xk−1

k−1, and the family
{Wj : j ∈ {1, 2, 3, . . . , 2k+1}} is a family of pairwise disjoint subsets of X . Since
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∑2k+1

j=1 μ(Wj ) = μ
(⋃2k+1

j=1 Wj
)

� μ(X) = 1, there exists jk ∈ {1, 2, 3, . . . , 2k+1}
such that μ(Wjk ) � 2−k−1. For i ∈ {k, k + 1, . . . , n} and β ∈ Ai , let λ = π i

k−1(β)

and

Xk
β =

{
N

(
Xk−1

β , ( jk − 1)R
) ∩ Xk−1

λ if π i
k(β) ∈ B0

λ,

Xk−1
β \ N

(⋃
γ∈B0

λ
Xk−1

γ , jk R
)

if π i
k(β) ∈ B1

λ.

Note that

Xk
β ⊆ N (Xk−1

β , ( jk − 1)R) ⊆ N (Xk−1
β , 2k+1R). (∗∗)

Set Xk
i = {Xk

β : β ∈ Ai } for i ∈ {k, k + 1, . . . , n} and Zk = Wjk . Then Zk satisfies
(6).

To show (1), suppose that i > k and α ∈ Ai−1. Let λ = π i−1
k−1(α). Since π i−1

k (α) ∈
π−1
k (λ) = B0

λ ∪ B1
λ , either π i−1

k (α) ∈ B0
λ or π i−1

k (α) ∈ B1
λ . If π i−1

k (α) ∈ B0
λ , then

Xk
α = N (Xk−1

α , ( jk − 1)R) ∩ Xk−1
λ = N

( ⋃

β∈π−1
i (α)

Xk−1
β , ( jk − 1)R

)
∩ Xk−1

λ

=
⋃

β∈π−1
i (α)

N
(
Xk−1

β , ( jk − 1)R
) ∩ Xk−1

λ =
⋃

β∈π−1
i (α)

Xk
β.

If π i−1
k (α) ∈ B1

λ , then

Xk
α = Xk−1

α \ N

( ⋃

γ∈B0
λ

Xk−1
γ , jk R

)
=

⋃

β∈π−1
i (α)

Xk−1
β \ N

( ⋃

γ∈B0
λ

Xk−1
γ , jk R

)

=
⋃

β∈π−1
i (α)

Xk
β.

For α ∈ Ai−1, l ∈ {0, 1} and β, β ′ ∈ Bl
α with β �= β ′, because of (**), we have

dist
(
Xk

β, Xk
β ′

)
� dist

(
N

(
Xk−1

β , 2k+1R
)
, N

(
Xk−1

β ′ , 2k+1R
))

�
(
2i+3 −

k−1∑

j=1

2 j+2
)
R − 2 · 2k+1R =

(
2i+3 −

k∑

j=1

2 j+2
)
R,
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which shows (2). For α ∈ An , we have

diam Xk
α � diam N

(
Xk−1

α , 2k+1R
)

� meshXn +
k−1∑

j=1

2 j+2R + 2 · 2k+1R

� meshXn +
k∑

j=1

2 j+2R,

which implies (3).
To show (4), let β, β ′ ∈ Ak with β �= β ′. If πk(β) �= πk(β

′), then

dist
(
Xk

β, Xk
β ′

)
� dist

(
Xk−1

πk (β), X
k−1
πk (β

′)
)

� R.

If πk(β) = πk(β
′), β ∈ B0

α and β ′ ∈ B1
α for α = πk(β), then dist (Xk

β, Xk
β ′) � R since

Xk
β ⊆ N (Xk−1

β , ( jk − 1)R) and Xk
β ′ ∩ N

(⋃
γ∈B0

α
Xk−1

γ , jk R
) = ∅. If πk(β) = πk(β

′)
and β, β ′ ∈ Bl

α for α = πk(β) and l ∈ {0, 1}, then dist (Xk
β, Xk

β ′) � R since {Xk
γ : γ ∈

Bl
α} is (2k+3 − ∑k

j=1 2
i+2)R-disjoint by (2) and (2k+3 − ∑k

j=1 2
i+2)R = 23R > R.

To show (5), let x ∈ ⋃
Xk−1
k−1 and assume x /∈ Zk . Since x ∈ ⋃

Xk−1
k−1, there

is λ ∈ Ak−1 such that x ∈ Xk−1
λ = ⋃

β∈π−1
k (λ)

Xk−1
β . Choose β ∈ π−1

k (λ)

satisfying x ∈ Xk−1
β . Since x /∈ Zk , we have x /∈ W jk

λ . This and x ∈ Xk−1
λ

imply either x /∈ N
(⋃

γ∈B0
λ
Xk−1

γ , jk R
)
or x ∈ N

(⋃
γ∈B0

λ
Xk−1

γ , ( jk − 1)R
)
. If

x /∈ N
(⋃

γ∈B0
λ
Xk−1

γ , jk R
)
, then β ∈ B1

λ and x ∈ Xk−1
β \ N

(⋃
γ∈B0

λ
Xk−1

γ , jk R
) =

Xk
β ⊆ ⋃

Xk
k . Suppose x ∈ N

(⋃
γ∈B0

λ
Xk−1

γ , ( jk − 1)R
)
. Then there exists γ ∈ B0

λ

such that x ∈ N
(
Xk−1

γ , ( jk − 1)R
)
. This and x ∈ Xk−1

λ imply x ∈ Xk
γ ⊆ ⋃

Xk
k .

Thus the families Xk
k,X

k
k+1, . . .X

k
n satisfy (1)–(6). 
�

SinceXn
n satisfies (3) and (4) in Claim 2, meshXn

n � S (see (*) for the definition of
S), and the family Xn

n is R-disjoint. By (5), we have X = ⋃
X0
0 = ⋃

Xn
n ∪ ⋃n

k=1 Zk .
This and (6) imply 1 = μ(X) � μ

(⋃
Xn
n

) + ∑n
k=1 μ(Zk) < μ

(⋃
Xn
n

) + 2−1, and
hence μ

(⋃
Xn
n

)
> 2−1. Therefore X satisfies MSP. 
�
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