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Abstract

We study the large scale behavior of elliptic systems with stationary random coefficient
that have only slowly decaying correlations. To this aim we analyze the so-called
corrector equation, a degenerate elliptic equation posed in the probability space. In
this contribution, we use a parabolic approach and optimally quantify the time decay
of the semigroup. For the theoretical point of view, we prove an optimal decay estimate
of the gradient and flux of the corrector when spatially averaged over a scale R > 1.
For the numerical point of view, our results provide convenient tools for the analysis
of various numerical methods.

Keywords Stochastic homogenization - Correlated coefficient field - Quantitative
estimates

Contents
1 Introduction . . . . . . . . . e 1255
2 Assumptions, notations and mainresults . . . . .. ... oL oL 1259
2.1 Assumptions and nOtations . . . . . . ... ..o e e 1259
2.2 Quantitative results . . . . . . L. L e e e e e e 1264
2.3 Extension to other model of coefficient field . . . . . . ... ... ... ... ... .... 1273
3 Structure of the proof . . . . . .. 1274
3.1 Main steps and heuristic arguments . . . . . . . . ... 1274
3.2 Deterministicresults . . . . . ..o 1282
3.3 Large-scale regularity results . . . . . . . . ... 1284
3.4 Suboptimal control of the fluctuations of the time dependent flux . . . . . ... ... ... 1286
4 ProofSs . ... 1289
4.1 Proof of the deterministicresults . . . . . . . . . ... 1290
4.1.1 Proof of Lemma 1: localized energy estimates . . . . . . . . ... ... ....... 1290

B Nicolas Clozeau
nicolas.clozeau @ist.ac.at

Institute of Science and Technology Austria (ISTA), Am Campus 1,
3400 Klosterneuburg, Austria

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s40072-022-00254-w&domain=pdf
http://orcid.org/0000-0001-9511-3144

Stoch PDE: Anal Comp (2023) 11:1254-1378 1255

4.2 Proof of the large scale regularity results . . . . . . .. ... ... L. 1291
4.2.1 Proof of Lemma 4: pointwise estimates on the dual problem . . . . . .. ... ... 1292

4.2.2 Proof of Lemma 5: control of averages . . . . . . . . ... .. ... ... 1301

4.3 Proof of the suboptimal control of fluctuations of the time dependent flux . . . . ... .. 1302
4.3.1 Proof of Lemmas 6 and 7: control of the functional derivatives . . . . . . ... ... 1302

432 Proofof Lemma8 . ... ... ... ... 1310

4.3.3 Proof of Proposition 1: suboptimal fluctuation estimates . . . . . . ... ... ... 1313

44 Proofof themainresults . . . ... ... .. .. ... .. L L 1330
4.4.1 Proof of Theorem 1: fluctuations of the time dependent flux . . . . . ... ... .. 1330

4.4.2 Proof of Corollary 1: decay of the semigroup . . . . . . ... ... .. ....... 1352

4.4.3 Proof of Corollary 2: bounds on the flux and gradient of correctors . . . . . ... .. 1353

4.4.4 Proof of Corollary 3: growth of the extended corrector (¢, o). . . . . . . ... ... 1359

4.4.5 Proof of Corollary 5: sub-systematic error . . . . . . . . . . . ... ... ... .. 1362

4.4.6 Proof of Corollary 6: spectral resolution . . . . . ... .. ... ... ........ 1364
Probabilistictools . . . . . ... L 1365
Large-scale regularity theory for parabolic system . . . . . . . ... .. ... ... ... ... 1366
Caccioppoli’sinequality . . . . . . . . ... 1373
Proof of Theorem 1 under a functional inequality with oscillation . . . . . . ... ... ... ... 1374
References . . . . . . . . . . . L e 1377

1 Introduction

Elliptic systems with random coefficients were first considered in the 1970’s by Kozlov
in[25] and by Papanicolaou and Varadhan in [27] in the context of qualitative stochastic
homogenization. They proved that if the law of the coefficient field is stationary and
ergodic, then for all f € LZ(R" )d , the solution (ug)g~q of

~V-a(:)Vu, =V - finR?,

converges, as ¢ tends to 0, weakly in Hl(Rd) ={ve Hlloc(Rd)|Vv € L2(R%)} to the
solution unom of the homogenized problem

—V - apomVithom =V - f in Rd~

The homogenized coefficients apon are characterized in the direction e by the corrector
¢, defined as the unique (up to an additive constant) sub-linear distributional solution
of

~V-a(Vée +e) =0inRY, 1.1)
via the formula
anome = (a(Vee +e)), (1.2)

where (-) denotes the expectation. The corrector equation (1.1) is a key object for
the homogenization theory of elliptic systems since its solution captures the spatial
oscillations of (u.)¢~ induced by the heterogeneity of the coefficient field a. This
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can be expressed in terms of a two-scale expansion

d
ugsc ‘= Uhom + € Z(bei(g)aiuhom, (1.3)

i=1

which allows to reconstruct the oscillation (at first order in €) of (Vu,).~¢ in the sense
that (Vu, — Vugsc)£>0 tends to 0 strongly in L2(R?) as ¢ tends to 0. This estimate is
a drastic reduction of complexity since upom is the solution of a constant-coefficient
equation and (¢, );c[1,4] does not depend on f.

The optimal quantification of those qualitative results is a much more recent and
active research field. The first non-perturbative results were obtained in the case of
discrete equations with independent and identically distributed coefficient, by Gloria
and Otto in [20, 23] and by Gloria, Neukamm and Otto in [15, 16], who studied the
corrector equation (1.1) and proved optimal error estimates (in the approximation of
the homogenized matrix apom by the representative volume element method) as well as
optimal variance estimates on the corrector and optimal estimate in ¢ of the two-scale
expansion (1.3). Second, the continuum case has been studied by Gloria and Otto in
[17, 18, 22] for more general model of coefficient fields which satisfy concentration
of measure properties via functional inequalities including coefficients with fat tails.
The continuum case has also been studied by Armstrong and Smart in [7], Armstrong,
Mourrat and Kuusi in [3-5], Gloria and Otto in [21], in the case where the coefficient
fields are randomly distributed according to a stationary ensemble of a finite range
of dependance. In [7], the notion of large-scale regularity for the random operator
—V.aV isintroduced (this notion of regularity first started with the work of Avellaneda
and Lin in [8] for periodic coefficients). It constitutes by now a very powerful tool
to the study of linear elliptic system and can be summarized by saying that on large-
scales (say, scale much larger than the correlation length), the heterogeneous operator
—V - aV “inherits” (a suitable version of) the regularity theory for the homogenized
operator —V - apom V. The “large-scale” is characterized by a random minimal scale,
for which an optimal moment bound is established, using a sensitivity calculus of
Malliavin type in [17, 18] or the assumption of a finite range of dependence in [3-7,
21].

In the present work, we derive optimal estimates by following the ideas of the papers
[15,16,21] and [5, Sec.9] where the authors considered the semigroup associated with
the corrector problem (1.1), namely the solution u«, of the parabolic system

f— . = 1 d
{a,ue V-aVu, =0 in (0, +00) x R, (14)

ue(0) =V-a(e,

for a given unit vector e € RY. The relationship between the semigroup u, and the
corrector ¢, is the following formal integral formula

+00
be =/ ue(t, )dr. (1.5)
0
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Indeed, provided we havet ligrn u.(t, ) = 0, integrating the Eq. (1.4) in time yields
——+00

400
—V~ae—VoaV/ u.(t,)dr =0,
0

and implies that f0+°° u.(t,-)dt is a solution of the corrector equation (1.1) so that
(1.5) follows by uniqueness. This theoretical relationship allow us to transfer optimal
estimates on u, into optimal estimates on the corrector ¢.. The semigroup u, is also
of numerical interest and can be used as a very convenient tool for the study of
numerical method for approximating the correctors and the homogenized matrix apom.
As examples, we present three situations where optimal estimates of u, are used in
the context of numerical methods.

(i) First, the study of the representative volume element method, where the method
consists of replacing the corrector equation (1.1) by an equation posed in a large
box Qy =[5, £)4 for L > 1,

—V-ar(Vér +e)=0inQ,,

with periodic boundary conditions, for a good choice of periodic realization ay .
We refer to [16] for an analysis via a semigroup approach.

(ii) Second, the semigroup u, has been used more recently in [1] for approximating
¢. via exponential regularization, that is we replace the corrector equation (1.1)
by

ue(T)—V-a(Voerr+e) =0 inQy,
e, R =0 on dQg,

for R > 1 and T > 1. Optimal estimates on u, are used to control the bias (or
the systematic error).

(ii1) Finally, we can derive the optimal convergence rate in the massive term approxima-
tionasin[16,21], and we propose a proof in Corollary 5 of the present contribution.
Such optimal estimates have been recently used in [26]. The authors proposed an
algorithm for computing the solution of —V -aVu = V . g, with a compactly sup-
ported dipole density g, knowing only the medium « in a box Q; . Despite those
results are obtained for a stationary ensemble of a finite range of dependence, an
extension in the case of correlated medium is left for a future investigation.

The first result in the vein of this article is the optimal decay estimate in time of
u, and of its gradient in the case of discrete elliptic equation satisfying a spectral
gap inequality proved by Gloria, Neukamm and Otto in [16]. In the case of finite
range of dependance, similar results are obtained by Gloria and Otto in [21] and
Armstrong, Kuusi and Mourrat in [5]. Their analysis strongly relies on the fast decay
of correlations, and does not treat coefficients with fat tails. The aim of this contribution
is to provide an extension of those results to more correlated coefficient fields such as
Gaussian correlated coefficient fields with fat tails. Our quantitative analysis is based
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on functional inequalities: We assume that the ensemble (-) satisfies a multi-scale
logarithmic Sobolev inequality (as introduced in [10, 11]), that is, there exist p > 0
and an integrable weight 7 such that for all random variables F with finite second
moment, the following inequality holds

<F2(a) log F2(a)> - <F2(a)> <10g F2(a)>

—+00
51</ z—dn(z)/ |a§C;F(a)|2dxde>. (1.6)
P \J1 RS T

In the inequality above, BJECEF denotes the functional derivative of F with respect to
changes of the coefficient field a localized in the ball of radius £ > 1 centered at
x € R?, which corresponds to the L!(B¢(x)) norm of the Gateau derivative of F
with respect to the coefficient field a. Loosely speaking, it measures how sensitively
F depends on the coefficient field. As an example of a class of coefficient field, the
assumption (1.6) allow us to consider Gaussian type coefficient fields with slowly
decaying correlations: In the case when a = A(g), with A Lipschitz, g a vector-
valued centered Gaussian whose covariance function ¢ : x € R? — (g(x) ® g(0))
satisfies |c(x)| < y(]x|) for some non-increasing Lipschitz function y : Rt — R¥,
then (1.6) holds with the weight 7 (£) = |y’ (£)] (see [11, Theorem 3.1 (ii)]). This class
includes for instance log-normal random coefficients, that is of the type

b1 e—R(g@)—m)

a(x) = —c n e*/c(g(x)fm) Id,

where b, ¢ > 0 and k, x, m € R. We point out that this contribution is not restricted
to the Gaussian setting, and other type of coefficients can be considered as soon as
such an estimate of the type (1.6) is satisfied (see for instance Sect. 2.3 for possible
extensions).

Our approach is more in the vein of the series of work [16-18, 21] than in [3-7].
More precisely, as in [16], we use a sensitivity calculus and functional inequalities,
albeit in the much weaker form of multiscale logarithmic Sobolev inequality of [10, 11]
asin[17, 18]. Asin [17,21] however, our starting point is to prove fluctuation bounds

on the time dependent flux ¢(z,-) := a(-) (f(f Vu,(s,-)ds + e) after averaging in

scales r < 4/7. Yet, since functional inequalities cannot be easily iterated, one cannot
rely on the same approach as for coefficients with a finite range of dependence. To
this aim, as in [17], we rely on large-scale regularity, this time in the parabolic setting
(in a few words, on large-scales, say scale much larger than the correlation length, the
heterogeneous linear parabolic operator d; — V - aV “inherits” a suitable version of
the regularity theory for the homogenized linear parabolic operator d; — V - apom V),
capitalizing on the bounds on the minimal radius proved in [18]. We obtain optimal
decay estimates in time of the semigroup u,, in terms of scaling, both for mildly
and strongly correlated coefficient fields, with good stochastic integrability (stretched
exponential moments). The decay of the semigroup gives an alternative proof of the
bounds on the correctors recently obtained in [17, Theorem 1] and yields other results
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of interest in stochastic homogenization, extending the results of [16, 21] for this
setting.

The paper is organized as follows: In Sect. 2.1 we introduce notations and make the
assumptions on the coefficient field precise. In Sect. 2.2 we state our main result and
its consequences. Section 3 describes the strategy of the proof and list the auxiliary
results needed in the proof of the main theorem. The results are proved in Sect. 4.

2 Assumptions, notations and main results

We decide in this paper to use scalar notations but the analysis remains true for systems.
Also, we use the abbreviations “r.h.s” and “L.h.s” for right hand side and left hand side
respectively.

2.1 Assumptions and notations

Assumptions on the coefficient field. We fix the dimension d > 2 and we consider
a coefficient field a : RY — RY*4 of the form,

a(x) := A(g(x)), 2.0

for a given Gaussian field g and a given Lipschitz map A : R¥ — R?*¢  for some
k > 1, which takes values in the set of uniformly elliptic and bounded matrices. More
precisely we assume that there exists 0 < A < 1 (fixed once for all) such that for all
s € RFand £ € RY

MEP <&-A()E and |A(s)E] < IE], 2.2)

and that g : RY — R is a stationary Gaussian field on R? of zero mean on some
probability space (2, A, (-)), characterized by its covariance function ¢ : x € R?
(g(0) ® g(x)). The ensemble (-) satisfies the standard stationarity and ergodicity
assumptions, namely

(i) () is invariant by the action of (R4, +): for all B € A and for all z € RY,
(Ip+;) = (1) where B + z := {g(- + 2)|g € B},

(ii) (-) is ergodic for the action of (R4, +): for all B € A which satisfies B+ z = B
for all z € RY, then (1) € {0, 1}.

We assume that there exists a smooth non-increasing function y such that for all
x e R?

le@)] = y(xD. 2.3)

In this context, the following multiscale logarithmic Sobolev inequality holds for all
square integrable functional F of a (see [11, Theorem 3.1,(ii)]): there exists p > 0
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such that

Ent(F (@) := (F2(@) log(F(@))) - (F2(@)) (log(F*(@)))

+oo
l</ z—dn(z)/ |a§°;F(a)|2dxde>, (2.4)
P \J1 R

IA

where for all x € R? and ¢ € [1, 00)

F héa) — F
BicﬂzF := sup 4 lim sup @+ hoa) (a)’ sup |8al <1, §a = 0 outside By (x) ¢ ,
’ h—0 h Be(x)

(2.5)
and where the weight 7 satisfies
() = ly' (O]

In this contribution, we specialize to algebraic decay and assume that there exists
B > 0 such that for all £ € [1, c0)

y@) =+~ (2.6)

In the particular case where 8 > d, which implies that c is integrable, (-) satisfies the
standard logarithmic Sobolev inequality (see [11, Theorem 3.1,(i)]), namely

Ent(F(a)) < 1 </ |8§°3F(a)|2dx>.
P \JRE T

Let us briefly comment on our quantitative assumption (2.4). Functional inequalities
allow to quantify the ergodicity assumption, in the sense that we obtain a rate of
convergence in the Birkhoff ergodic theorem, which ensures that for all stationary
random variables F' (meaning for all x € R?, F(a, -+x) = F(a(-+x), -)) with finite
second moment, we have

lim F(a,x)dx = (F(a,0)) almost surely. 2.7

r—+00 B,

In order to understand the effect of (2.4), it is instructive to apply it to the spatial
average F,(a) = fBr a(x)dx of the coefficient field itself. Indeed, for this particular

choice, the functional derivative is given by 8§°‘E F(a) = fBe ) r~41p, (y)dy and by
plugging the derivative into (2.4) we obtain the following rate of convergence for (2.7):
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1 +00 2
Ent(F,(a)) < — / s 704) < / r—dnB,(y)dy> dx de
P J1 R4 \JBy(x)

(2.6) r 400
< r_d/ ed—ﬂ—ldu/ 1 Pae
1 r

<rPlgog +r 7 log(r)pa +r 1 poa.

Note that when 8 > d, we recover the central limit theorem scaling r_%. The interest
of multi-scale logarithmic Sobolev inequalities is that they entail fluctuation bounds
for nonlinear functionals of a, and therefore constitute a powerful tool for establishing
quantitative estimates on the semigroup u, defined in (1.4).

General notations. For / c R4 open and p € [1,4o00], we denote by L” ()
the Lebesgue space on ¢/ with exponent p, that is, the set of measurable functions
f U — RY satisfying

P
I fllLran == (/u If(x)l”dx) < 400,
and where for p = +o00
I fllLo @) := inf{C > O]| f(x)| < C for almost all x € U}.

The vector space of functions on R which belongs to L” (/) whenever I/ is bounded
is denoted by LI (R?). If || < +oo and f € L), then we write

1
]if(x)dx = M/uf(x)dx.

For all U, we denote by H' (I{) the space of all measurable functions f : U/ — R?
in L2 (U) such that V f is in Lz(L{). We also define HllOC (Rd) the space of functions
which belongs to H!({) whenever U is bounded.

For all p € [1, 00), we denote by L‘Z ) (£2) the space of random variables X : Q — R4
satisfying

(XP)P < +oc.

If B is a Banach space, then for all p € [, 00), we denote by L?(R%, B) (resp.
Ll (R?, B)) the space of measurable functions f : RY — B such that || f(-)[5 €

LP(R?) (resp. | f()|Ig € LY (R)).

loc
For all time interval I := [#1, #2) and open subset U C R4, we define the function

space
HY, (I x U) == {u € L*(LH' @)[0-u € L*(LH™' @)}
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We say that u € H;‘;ar(l x U) is a weak solution of

oru —V-aVu=V - f inlxU,
u(t)) =V-g,

for rh.s f € L2(I x U)¢ and initial data g € LI (U)? (for some ¢ € [1, +o0]) if for
all € C(I x U)

t t
—/ /zu(t,x)BTW(t,x)dtdx+/ /ZVu(t,x)~a(x)VW(t,x)dtdx
UuJn UuJny

%)

+/ g -Vy(t,x)dtdx = —/ f@t, x)Vir(t, x)dr dx.
U uJy

For all R > 1, we define the exponential kernel ng by

L,
‘= —e R,
NR R
and the Gaussian kernel gg by | o
&R = Fefﬁ.

For all measurable functions f and all r > 0, we denote by f, the convolution with
the Gaussian kernel g,, namely

Jri=fxgr = / Fgr(- = y)dy.
Rd

We say that a random field X : © x R? — R is stationary if we have for all x € RY
X(a, -+ x) = X(a(- + x), -) almost surely. (2.8)

For all R > 0 and (s, x) € Rt we write B (x) := {y € R?||x — y| < R} for the
ball of radius R centered at x and Cg(s, x) := (s — R?, s) x Bg(x) for the parabolic
cylinder centered at (s, x) and of radius R (for (s, x) = (0, 0), we do not write the
dependance on (s, x)). We use the short-hand notation <, . 4, for < C for a constant
C which depends only on the parameters (¢;);c[1,]-

We write for all (a, b) € R, a v b = max{a, b} and a A b = min{a, b}.

Homogenization theory. We denote by ¢.(-,a) € HlloC (R?) the corrector, in the
direction of a unit vector e of R?, as the unique distributional solution in RY of, for
almost all realization of a

—V.-a(Vg.+e)=0
with

lim sup% (71[3 |¢e(x)|2dx>2 =0and [ ¢.(x)dx =0. (2.9)
R

R—+00 Bi
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For the existence of correctors, we refer to [18, Lemma 1].
For all T > 1, we denote by ¢, r the massive corrector, defined as the Lax-Milgram

solution in H}uoc(Rd) (V€ HIOC(R")| SUPyerd Jp, () 1W 17+ IVYI? < 00}, to

1
T9er =V -a(Veer +€) =0 in RY. (2.10)

For the existence and uniqueness of the massive correctors, we refer to [22]. Likewise,
we denote by ¢ and q‘):’T the solutions of (2.9) and (2.10) with a replaced by a*, the

transposed field of a. We denote by u, € Hulgc the semigroup associated with the

corrector problem (2.9), defined as the weak solution of

J— . = 1 d
{a,ue V-aVu, =0 in (0, +00) x RY, 2.11)

ue(0) =V-a(e,

with

uloc

sup sup ][ [(TVu(T, x), VTu(T, x))|*dx
T>0 p>/T /Br
2

B { € OBl ()

‘/ (Vu(s, x), u(s x))ds

dx <+oo}.

For existence and uniqueness of u,, we refer to [21, Lemma 1].
We also introduce the associated fluxes

ge :=a(Veo, +e), (2.12)
forall T > 1
ge,r = a(Voe,1 +€), (2.13)
and forallr > 0
'
ge(t, ) :=a(") (/O Vite(s, -)ds + e) , (2.14)

as well as the associated time dependent corrector, for all + > 0

t
¢6(ta ) = / ME(S7 )dS (215)
0

We introduce the flux corrector o = (07, j.k),j.x)e[1,4] @ the unique distributional
solution in R? of, for almost all realization of a

V.oi=¢q, and — Aocj i =0j(ex-qe;) — k(e - qe;), (2.16)
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with

1
1 2
lim sup — <][ |oi(x)|2dx) =0 and / o;(x)dx = 0,
R—+o00 R Br B

where (V -07); = Zzzo 0o, j.x and 0; denotes the partial derivative with respect to
the single coordinate x;. For existence and uniqueness, we refer to [18, Lemma 1].
Finally, for all T > 1, we denote by o7 = (GT.,i.,j,k)(i,j,k)e[[l,d]]3 the massive flux

corrector, defined as the Lax-Milgram solution in Hllll oc (Rd) to

%UT,i,j,k — Aot jk = 0j(ek qe;, 1) — Ik(€j - Ge;,T)- (2.17)
For the existence and uniqueness of the massive flux corrector, we refer to [22].

The quantities u., Ve, V0o, ge, ¢o.7 and g, 7 are stationary in the sense of (2.8),
which implies that the distribution of their convolution with some smooth function f,
under the stationary ensemble (-), does not depend on the space variable. Thus, in the
following, we do not distinguish between F'xf(0) and Fxf in our notation, for all
stationary random fields F.

2.2 Quantitative results

Our first main result is split in two quantitative estimates on averages of the time
dependent flux (2.14). First, we show that the fluctuations of (g.),(7) on scale r €
[1, v/T] decays as the central limit theorem scaling 7% times some growth in time
which depends on the correlation (in particular, in the case 8 > d, we get exactly
the central limit theorem scaling). Second, we show that the fluctuations of particular
averages go(r>)x fy, for all » > 1 and f, which behaves like f{z Vg /5ds, has some
growth in r depending on the correlation. The first result is a key estimate to obtain
the optimal decay in time of the semigroup u., whereas the second is needed to get
the optimal growth of the correctors stated in Corollary 3. We prove those estimates
for stretched exponential moments.

Theorem 1 (Fluctuations of averages of the time dependent flux) Let T > 1 and e be
a unit vector of R,

e Foralll <r < VT, we have

1((qe)r (T), V(de)r (T)) — (((ge)r (T), V(ge)r (T)) |

< Coan pr T pp(T)(1 + log>(XLy), (2.18)
with
T g <d,
1p(T) := 1\ log>(T) iff=d, (2.19)
1 ifB>d.
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e Forallr > 1 and function f, € C})(Rd) which satisfies for all x € R?

r2 r2
£l S Ix| /1 sT'g s(x)ds and |V fr(x)| S Ix? /1 s72g 5 (x)ds,

(2.20)
we have
1@e(r?), V@D f; = (60D, V@) )1
< Cadip(r)xa.p(r), (2.21)
with
(r+1)1*§ forp <2andd > 2,
yap(r) = L D Elog(r+2) forp<2andd =2,
’ log%(r+2) forB=2andd >2o0rB >2andd =2,
1 for B >2andd > 2.
2.22)

The random variable C, 4 5.g(r) depends on d, A, B and satisfies: for all @ <

1 1 7T there exists some constant C < oo depending on d, A, B and o such that
7+2ﬁ%,

sup (exp(£C 4, () < 2. (2.23)

r>0

Theorem 1 implies the following optimal decay in time of the semigroup u, (defined
in (2.11)) and of its gradient. This result is in the spirit of [16, Theorem 1] established
in the discrete setting and extends [21, Corollary 4] and [5, Theorem 9.1] established
in the case where the coefficients are randomly distributed according to a stationary
ensemble of finite range of dependence to the Gaussian setting.

Corollary 1 (Decay of the semigroup)There exists a constant ¢ < oo depending on A
and d such that forall T > 1, R > VT and unit vector e € R4

1

2
(/Rd NR(D)|we(T, y), VT Vuo (T, y))lzdy> < Cuarp(Tng(T), (2.24)

with forall T > 1

Tk ifp <d.
ng(T) = | log>(T)T~2~% iff=d, (2.25)
o3 ifp>d.
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and for some random variable C, 4 5 g(T) which depends on d, A, B and satisfies: for

alla < 14_2;[,“ there exists some constant C < 00 depending ond, A, B and o such
2T4BAd
that

sup <exp(%Cf"d’)hﬁ(T))> <2.
T>0

In particular for all x € R?

1
(IVueT. )P) Saa T 4np(1). 2:26)

Remark 1 We comment on the scalings in 7 in the results of Theorem 1 and Corollary 1.

Scalings in Corollary 1 The time decay ng(T') of u,, respectively T-% ng(T) of Vue,
is optimal and can be easily inferred in the case of small ellipticity contrast. Indeed,
let us consider a coefficient field a® with small ellipticity contrast, namely

a® =1d+8a for s<<lI. (2.27)

The first order approximation in the regime 6 | 0 of u, is given by u, = §u + 0o(5)
where

— = . d
{aru Au=0 in(0,+00) x RY, (2.28)

u(0) =V-a(e.
2

Using the heat kernel I' : (7, x) € Rt x R? - ;‘,eiﬁ , we have the explicit
(4rnT)2

formula
u(T,x) = / VI(T,x —y)-a(y)edy. (2.29)
Rd
It follows from (2.5) that for all z € R and ¢ € [1, 00)

U (T, x) =/ IVI(T,x —y) ® e|dy. (2.30)
B((2)

Hence, by the multiscale logarithmic Sobolev inequality in form of (A.1), we have the
following control of the moments of u: for all p > 1

1

1 +00 2 2
(@, 0Py < p (/ 10 (/ [VI(T, x — y>|dy> dz dE)
1 R4 B¢ (2)

forall p>1.

We then obtain the decay by splitting the integral into two parts:
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(i) For £ < /T, we use the Jensen inequality and the identity Jra = Jga fBz (o dx:

JT P 3
(/ () (/ VI (T, x —y)|dy) dzdﬂ)
1 R4 By (2)
JT > 1
<4 (/ edn(z)de> (/ |VF(T,x—y)|2dy>
1 R4

Sa.p np(T).

(i1) For ¢ > JT , we use the Minkowski inequality in L2 (Rd) (exchanging the order
of intagration in the z and y variables) combined with Fubini’s theorem:

+o00 2 %
(/ 0 (0) (/ VI (T, x —y)|dy) dzd£>
vT R4 \ JBy(z)
+oo 4 ) %
s/Rd (/ﬁ ¢ n(2>4dﬂsz<z><y)|vr<T,x I dzcw) dy

1
+00 2
= |B1I/ IVI(T, x — y)|dy (/ n(ﬁ)d€>
R T

Sd.p np(T).
A similar computation gives
_ 1 1
(Iva(T, 0)1P)7 Sap /PT 20p(T). (2.31)

Scalings in Theorem 1. First, the decay r% wq(T) in (2.18) is optimal and can be
inferred as well in the case of small ellipticity contrast. Indeed, we verify this by an
explicit computation as previously, considering a coefficient field in the form of (2.27).
We fix 1 < r < +/T. The first order approximation in the regime 8 | 0 of the time
depend flux is given by g, = 8¢ + 0(8) with

T
q(T,"):= / Viu(s, -)ds +e. (2.32)
0

Using I'(T, ) = (4n)’%gm and the semigroup property g ;*gr = g /= as well
as (2.29) and (2.32), we have

T
_ 2.29),(2.32 _d
q,(T,) (229,232 (4m)~2 / V (Vg jasxa(-)exg,)ds + exg,
0
T
= @4m) 2 / V(Vg jgipzra(-)e)ds + exg,
0
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T
@29 / Vii(4s + r2, )ds + exg,. (2.33)
0

1
p>1}

< /OT <|Vﬁ(4s +r2,0) — <Vﬁ(4s +r2 0)> |f’>% ds

Consequently, using (2.31) and r < +/T, we get for all p > 1

. T
(17, (T) — (g,(D) |P)7 = <'/ Vi(ds +r2,0) — <Vﬁ(4s 2, 0)>ds
0

T
1
Sd.p ﬁ/o (s + ,,2)7 ng(s + r2)ds
d
Sap Npring(T),

where g (T) is defined in (2.19).

Second, the scaling x4 g(r) in (2.21) is optimal except for 8 < 2 and d = 2. Indeed,
we verify this by an explicit computation as previously. We assume for simplicity the
more particular form of the averaging function

2

fr 2/1‘ Vgﬁd‘f,

which satisfies (2.20). In the regimes 8 > 2, d > 2 and 8 < 2, d > 2, we argue as

in (2.33) to get g(rH)*f, — (q(rH)*f;) = fer for2 VZ2i(s + 1, -)ds dr, and so for all
p=1

1
[7>p
r2 r2 1
5/ / <V2E(4s+r,0)|1’>pdsdr,

1 0

1
and we then conclude using (| V2#(s 4+ 7, 0)|7)? Sap /P (s+7)"'ng(s+1) (Which
is obtained with similar arguments than the ones for (2.31)). Note that, for 8 < 2
1

<|§(72)*fr - <§(r2)*fr> |p>% = <‘/lr2 /Or2 V2i(4s + 1, 0)ds dt

and d = 2, we obtain r ’g and thus the logarithmic contribution in (2.21) in this
case is not optimal. For the regimes 8 > 2, d =2, 8 =2,d >2and B =d = 2,
this is more subtle even in the small ellipticity contrast regime. We have to bound the
fluctuations more carefully using the logarithmic Sobolev inequality, noticing that we

have for all (x, z) € R? x R?
. 7'2 7'2
oG0S, — [0 f ) = / / / V(s +7.y) ®edy).
Be(z) |/1 0
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For more details, we refer to the estimates of the first 1L.h.s term of (4.133) and
(4.142), which are exactly the ones needed since we may check that y € RY

flrz forz V3D (s + 1, y) ® edy satisfies (4.125).

Due to the computations done above, the logarithmic correction in (2.18) is not
optimal. In fact, this correction is here for technical reasons and mostly a consequence
of the logarithm contribution in (3.38). However, in practice, it has no consequences
in the proof of the optimal decay in time of Vu, and also in the proof to obtain the
optimal growth of the correctors and its gradient (see Corollary 2 and 3) for which
only the regime 7'~ r? is needed.

Theorem 1 and Corollary 1 imply the following four results that are of interest in
stochastic homogenization. The first one yields bounds on the gradient and flux of
the extended corrector (¢,, o), as well as the massive correctors (¢, 1, or), which
gives an alternative proof of [17, Theorem 1]. Thanks to the decay (2.24), the idea
of the proof is clear: Since u.(T, -) T?Oo 0 and f0+°° Vu,(t,-)dt is well defined in

L120c (Rd s L%) (£2)), we have by integrating the equation (2.11) in time

+o0
—V~ae—V-a/ Vu,(t,)dt =0,
0

and we then recognize the corrector equation (2.9). By uniqueness, we then conclude
that

400
Vg, = / Vu,(t, ) dt. (2.34)
0

Formula (2.34) combined with (2.24) then allow us to prove bounds on the gradient
of correctors as well as on the flux.

Corollary 2 (Bounds on the flux and the gradient of correctors) We have for all r > 1,
T > 1 and unit vector e € R4

[((ge)r, (‘Ie,T)r) - ((qe)rs (Qe,T)r)H +(V(®e)r, Vor)|

H(V(@e.1)r, VOT)| < Cardii p(r)mm, > (1), (2.35)

with some random variable C, 43 p(r) which depends on d, ), B and satisfies: for

1 there exists some constant C < oo depending ond, A, B and o such

alla < 5
3d+

1
2t BAd

that

sup (exp(£C2 1, () =2,

r>0
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and
PP ifB <d,
7.(r)={ rilog™'(r) ifp=d,
rd ifB >d.

. .. .. . _d
In particular, for B > d, the quantities decay as the central limit theorem scaling r ™~ 2.

Corollary 2 combined with Theorem 1 implies the following growth on the extended
corrector (¢,, o).

Corollary 3 We have for all unit vector e € R? and x € R?

1
(e 0) — (e, )10 F (x) < Cua,p(X)Ea,5(1x]), (2.36)
with

(x| + D=5 forp <2,

1
£4.5(|x]) := logz(|x|+2) forp=2,d>20rp >2,d=2, (2.37)
log(|x| +2) forB=d =2,
1 for B >2,d>2,

and some random variable C, 4 5 g(x) which depends on d, B and satisfies: for all

o < gd” there exists some constant C < oo depending on d, A, B and a such

1.3
2t Bra
that

sup <exp(%Czd7A’ﬁ(x))> <2.

xeRd
Remark 2 The choice of the convolution with the Gaussian in (2.35) and (2.36) is not

crucial. Indeed, for all » > 1 and f, := r’df(;) with f € W% (R?) (for some
o > 0), we may deduce from (2.35) and (2.36) that

_1
=< Cl,*,d,k,ﬁ(r)”* . (7)7

‘ / Y () fr(ndy
]Rd

where i can be replaced by one of the quantities which appears in (2.35), as well as
for all x € RY

(e 0) — @exf.ox IOPxf)? (x) < C2n,d, 0 p(X)6a,p(1x1).

The two random variables Cy 4+ 4,3,8(r) and C2 . 4.5 g(x) depend on f and have the
same stochastic integrability as in Corollaries 2 and 3. For more details, we refer to
[5, Remark 4.28].
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From Corollary 3, we obtain the following quantitative convergence of the two-scale
expansion.

Corollary 4 (Convergence rate of the two-scale expansion) Let g € H' (RY) such that
§a(|-DVg € L2(RY), andforalle > 0 let vy and vhom be the Lax—Milgram solutions,
in H'(R?) := {v € H] (R)|Vv € L2 R?)}/R, of

=V-a(;)Vve =V -g and —V -apomVopom =V -g,

with apom defined in (1.2). Consider the two-scale expansion error

d
Ze ' = Ve — (Vhom,e + € Z(ﬁe[(é)aivhom,s)s

i=1

where Vpom. ¢ is a simple moving average of Vnom at scale €, that is Viom,e = (Vhom)e (0).
Then

1

2 2
( / |Vz8<x)|2dx> sc*,d,x,ﬁ,g(s)esd,ﬂ(s1)(/ 55,ﬂ<|x|)|Vg(x>|2dx> :
R4 R4

where &, g is defined in (2.37) and for some random variable C, 4. p.,(€) which

depends ond, X, B, g and satisfies: for all @ < , there exists some constant C

1
3

1y 3d+2

2T Brd

depending on d, A, B, g and o such that

sup <exp(%Cﬁ"d%ﬁ,g(e))> <2.

e>0

We emphasize that the results of Corollaries 3 and 4 are already contained in [17]. The
main differences are in the way of averaging and the stochastic integrability, slightly
better in [17] but still sub-optimal.

Remark 3 The need for local averages at scale & of vy is due to the fact that the
corrector estimate (2.37) only holds for averages of (¢,, o) under minimal regularity
assumption on a. However, from De Giorgi—-Nash—Moser theory in the case of scalar
equations and from the classical Schauder theory in the case of systems with Holder
continuous realization of the coefficient field a (which can be ensured by additional
assumptions on the covariance function c, see for instance [24, Lemma 3.1]), we may
improve the estimate (2.37) into a pointwise estimate. Therefore, in both cases, there
is no need to consider local averages of vpom at scales ¢.

For a proof of Corollary 4 based on the results of Corollary 3, we refer the reader
to [17]. The second consequence of Corollary 1 is a new optimal control of the sub-
systematic error, extending the bound obtained in [16, Lemma 8] in the case of discrete
elliptic equations and the one in [21, Theorem 3] for a finite range of dependence. This
corollary is of numerical interest for approximating the homogenized matrix apom
defined in (1.2).
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Corollary 5 (Sub-systematic error) Let (P, T)ic[1.4] be defined in (2.10). For all
(i,n) € [1,d] x N, we define the Richardson extrapolation of ¢., T with respect
toT by

n+l1 _ 1 non n
{d)iii,T =732 e 2T — ¢el.’T) foralln > 1,
¢e- T = ¢£’i»T’
[

and likewise for ¢Z,T' We define the approximation (a7)nen of the homogenized
coefficients apom by: forall (i, j,n) € [1,d]*> x N

ej - hei = (VoI +e) - a(Vel 1 +ep). (2.38)
We have the following estimates of the sub-systematic errors: for all d > 2 and
n > B
3 |
(IVer 7 = Voul?) S T2 np(r, (2.39)
and
(@t — anom| S Tg(T), (2.40)

where ng is as in (2.25).

Finally, Corollary 5 implies the following bound on the bottom of the spectrum of
—V - aV projected on V - a(0)e and extends [21, Corollary 5], [16, Corollary 1] to
correlated fields. Let us recall that stationarity allows us to define a differential calculus
in probability through the correspondence for stationary fields: for all stationary fields
¥ Q x R?Y — R we define for all i € [1,d]:

Y@ +he)0)—-y@0 . v hei) — ¥ (a,0)
h h—0 h

Diy(0) = }}IL%
= V[W(ﬂl, 0)9

and we set DY = (Dil/f(O))ie[[Ld]]. We define the Hilbert space H' := {y €
L%_)(Q)| (|Dw|2) < —+o00}. In the case when the coefficients a are symmetric, the

operator L := —D - a(0)D defines a quadratic form on H!. We denote by L its
Friedrichs extension on L%_)(Q). Since L is a self-adjoint non-negative operator, by

the spectral theorem it admits a spectral resolution: for all ® € L%) (€2), there exists a
unique measure vg such that for all g € L®°(R™)

+00
(8(£)O, ©) 2/0 gM)dve (A). (2.41)
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Corollary 6 (Spectral resolution) Let assume that the map A defined in (2.1) takes
values in the set of symmetric matrices and assume that © := D - a(0Q)e is in L%_) ()

for some unit vector e € R, We denote by vg the spectral measure, defined in (2.41),
of the operator —D - a(0) - D associated to the vector ®. We have

</ﬂd\}®(§)>§n§(u_l) forall 0<p <1,
0

where ng is as in (2.25).

2.3 Extension to other model of coefficient field

The approach we develop here is not limited to the Gaussian setting. For coefficient
field a for which the law satisfies multiscale functional inequalities with oscillation,
similar result to the ones presented in this paper hold. More precisely, assume that
there exists p > 0 such that for all square integrable functional F of a, we have

+00
Ent(F(a))§l</ zdn(Z)/ |8§S§F(a)|2dxdz>, (2.42)
P \J1 RS

with, for some C > Oand 8 > 0

Lo

n(l) =e T (2.43)

and for all (x, £) € R? x [I, o)

OFF (@) :=sup{F (@) = F(a"la' = d" =aonRN\Be(x)}.  (2:44)

1

Then, with the notations ug(T) = 1, ng(T) =T 274, m.(r) = r? and Eap(lx]) =
log%(|x| +2)ifd =2 and §; g(|x|) = 1if d > 3, the results of Sect. 2.2 hold with
a random variable C, (possibly depending on d, A, 8, g, x, r and T') with stretched
exponential moments for some exponent « (depending on d and ) uniform in x, r
and T when it depends on this parameters.

Multiscale logarithm Sobolev inequality of type (2.42) are satisfied, for instance,
by random inclusions with random radii and random tessellations of Poisson points
or the random parking measure. For more precise details, we refer to [10, 11]. For
completeness and to see the differences compared to the Gaussian setting, we provide
in Appendix 4, a proof of Theorem 1 under the assumption (2.42), when u, is real
valued and a satisfy a regularity assumption. The proofs of the general case may be
extended by following the arguments of Appendix 4 and Sect. 4.

_d
3
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3 Structure of the proof

Let us now describe the strategy of the proof of Theorem 1, together with a flow of
auxiliary results. In the rest of the paper, for notational convenience, we do not write
the dependence of all quantities on the unit vector e, fixed once for all.

3.1 Main steps and heuristic arguments

General strategy of the proof. The proof uses two important quantities: forall 7 € R}

1

2
=Wt </ 135 NI Vult, y)|2dy> for any r > /1, 3.1
R4
and

Q5(y) i=q,(t,y) — {g,(t,y)) foranyr <+/randy e R, (3.2)

and their relationship. On the one hand, using the estimate [21, Lemma 6], we have
a deterministic relationship between (3.1) and averages in space and in r of (3.2),
recalled in Lemma 3. On the other hand, using sensitivity estimates (see Lemma 6
and Proposition 1) and the multiscale logarithmic Sobolev inequality (2.4), we can
control moments of (3.2) by moments of (3.1). The main difficulty is that the estimates
are coupled in an intricate way, which does not allow to buckle easily. We overcome
this difficulty by, first deriving nearly-optimal estimates in scaling in 7, ¢ of moments
of (3.2) from a sub-optimal deterministic bound in ¢ of (3.1), which is itself based
on deterministic energy estimates (see Lemma 1). Second, from the nearly-optimal
moment bounds of (3.2), we improve the decay in ¢ of the moments of (3.1), which
allow us to deduce the optimal scaling in r, ¢ of (3.2), which leads to Theorem 1. We
then finally obtain from Theorem 1 and Lemma 3 the optimal decay in time of the
moments of (3.1), which leads to Corollary 1. In this contribution, our main effort is to
derive the sensitivity estimates and the control of moments of (3.2). In the following,
we focus on the main ideas of the proof of (2.18). For (2.21), the ideas are similar and
a few words on the differences are given at the end of this section.

Sensitivity estimates The proof of the sensitivity estimates combined two different
types of arguments.

1. Deterministic arguments There are two main ingredients. The first ingredient
is the classical L? theory of parabolic systems in form of localized energy type
estimates, see Lemmas 1 and 2. The second ingredient is the large-scale regu-
larity theory for parabolic systems developed in [9] that we recall and extend in
Appendix 2. This provides, in particular, a large-scale C%! estimate: forallx € R?,
there exists a stationary random variable r,(x) > 1 such that for all t+ € R and
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weak solution v of, for R > r,(x), ;v — V-aVv =V - g in Cr(t, x), we have

]l Vs, y)ds dy Sd,x][ Vs, v)ds dy
Cry) (t,X) Cr(t,x)

20
+ sup (—)
pelrs(x),R] \ P 3-3)

f

These properties can be used provided r, has good moment bounds, which have
already been established in [17] in our context.

dsdy.

g(s, y) —][ g(s’, 2)ds" dz
Cp(t,x)

P

2. Stochastic arguments Moment bounds on ¢, (T') — (g, (T)) will be obtained from
the multiscale logarithmic Sobolev inequality (2.4), and more precisely in its ver-
sion of Proposition 2 allowing a control of high moments: forall 7 > 1,r < JT
and p > 1,

1
+oo X % »
(lg:(T) — (g (D) 1) < VP (e | 1% g (T)Pdxde) ) .
1 R4
(3.4)

To use (3.4), we have to estimate the sensitivity of ¢,(7) with respect to the
coefficient field a, namely the quantity [p, |8§f}éq,(T)|2dx for any ¢ > 1. The
method used here is inspired by the series of articles [12, 15, 17, 18] which treats
the case of elliptic systems and proceeds by duality. The results are summarized in
Lemma 6 for the computation of B)Efteqr (T) and in Proposition 1 for the sensitivity
calculus and the control of moments.

The localized energy estimates of the deterministic part are classical and rely only on
L2 theory for parabolic systems. The contribution of this paper is more on the stochastic
part. We now describe the main ideas and we perform heuristic computations leading
to (2.18). For simplicity, we do this in a simpler case with two additional assumptions:

(i) We assume that the solution u« of (2.11) is real-valued and a is symmetric. In that
case, we get the uniform bound of Vu:

IVudt, Yoo gay San ™' forall £ >0, (3.5)

see [5, Lemma 9.2] for a proof. The (sub-optimal) deterministic bound (3.5) is our
starting point to prove the sensitivity estimate.
(ii) We assume that V - ge € L®(R%) and
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This assumption allow us to avoid the singularity at + = 0 and to use the localized
energy estimate in the form: forall 7 > 1, R > +/T and z € R?

T
/][ |Vu(t, x)|*dxdr <g; 1, (3.7)
0 JBr

see for instance [21, Lemma 2] for a proof.
We proceed in three steps.

(I) The first step identifies the functional derivative of each components 8;“6 qr(T)-ex,

defined in (2.5) for T > 1 and r < /7. Formally, we have for all (x, ¢) €
RY x [1, 00),

qr(T) - e | dy. (3-8)

8 g (T) - ex = /
B (x)

Using %(y)a = &y and the chain rule, we compute

da(y)

P T
——q,(T) - ex = gr(y)ex - e+ g-(V)ex - /0 Vu(t, y)dt

da(y)
r 9
+/ gr(2ex -a(z) </ \Y u(t,z)dt)dz, (3.9)
Rd o da(y)

with from (2.11)

da(y)

%(y)u(O) =V-Sye.

{ ar;a%(y)u —V.-aV2y=v. 8y Vu in (0, +00) x R, (3.10)

The first two r.h.s terms of (3.9) are directly controlled, in L2 (Rd), via (3.5) and
(3.7), whereas the control of the last term is more technical. The idea is to rewrite
this term by duality. Introducing the solution v" = (v} )x[1,4] Of the correspond-
ing dual problem of (2.11) with final time 7', that is the backward parabolic system

T AP LA vATY A v A _ d
8,Tvk +V.a*Vu, =V -agre on(—oo,T) x RY, G.11)
v (T) =0,

we rewrite
L

/ gr(@ex - a(z) (/ Vv u(t,z)dt) dz

R¢ o da(y)

T
= V[0, y) ®e+/0 Vu(t, y) ® Vol (¢, y)dt. (3.12)
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ey

Consequently, recalling (3.8), the crucial terms of aiftzqr(T) - er are

Mi(T, x,€) := / Vol (0,y) ® e‘ dy

Be(x)

)
Be(x)

The rigorous computations are given in Lemma 6.

T
/ Vu(t, y) ® Yoy (1, y)di
0

dy.  (3.13)

In the second step, we deduce the control of moments of g, (7)) — (g,(T)) from
the formula of Bic)zq,(T), for7 >land1 <r < /T combined with the estimate
(3.4). More precisely, at this stage, we are only able to reach a sub-optimal bound,
with a log(T') correction in (2.18). This additional contribution is due to the,
purely deterministic, sub-optimal bound (3.5), as this will clearly appear in the
computations below. In the following, we provide the idea of the control of the
main term (3.13), for all £ > 1 and k = 1 and we write M and v? for M; and
vlT, respectively. As in Remark 1, we have to distinguish between the two regimes

E<ﬁand€zﬁ.

Regime ¢ < +/T. In this regime, we make use of L2-type estimates. We start with
the first r.h.s term of (3.13). We use the plain energy estimate:

/Rd Vol (¢, y)[2dy <a. /Rd Zydy <r7? forallr < T,  (3.14)

applied for r = 0 to get, using in addition Jensen’s inequality and f]Rid fB[( ) dx <y
Ed fRd’

2
/(/ |VvT(0,y)®e|dy) dx <y €374, (3.15)
R4 By(x)

We now turn to the estimate of the second r.h.s term of (3.13). We start by split-
ting the time integral into the contributions in (0, 1) and [1, T]. In (0, 1), we
make use of Cauchy—Schwarz’s inequality, the energy estimate (3.7), the estimate
Jra JB, oy A% Sa ¢4 4 and the plain energy estimate (3.14) to obtain

2

L, ) @
R4 By(x)
1 1
5/// |Vu(t,y)|2dydt// IVoT (¢, y)Pdy di dx
R Jo JBux) 0 JBix)

3.7 1
<o b / / / Vo7 (¢, y)Pdy di dx
R4 JO By(x)

(3.14)
Sas 0244, (3.16)

1
/ Vu(t,y) ® Vol (1, y)dt
0

@ Springer



1278 Stoch PDE: Anal Comp (2023) 11:1254-1378

In[1, T, we make use of Jensen’s inequality, the estimate [ fBi(x) dx <4 04 Jras

the deterministic bound (3.5) and Minkowski’s inequality in L2(R?) as well as the
plain energy estimate (3.14) to obtain, for all £ > 1,

/Rd (/Bl(x)
(3.5) T 2
Sdox W/ (/ tlIVvT(t,x)ldt) dx
R4 1
T 1oy?
< ¢H / 1! (/ |VvT(t,x)|2dx) dt
1 R4

Zas P og>(T)r ™. (3.17)

2

T
/ Vu(r, y) ® Vol (¢, y)de dy> dx
1

Therefore, the combination of (3.15), (3.16) and (3.17) yields
/ MET, x, £)dx Sg, 0299~ 4+ logX(T)), (3.18)
R4

and gives the contribution in (3.4)

JT
/ E_dn(ﬁ)/ MA(T, x, £)dx d¢
1 R4

(2'2’(3'18) 2 —d VT d—1-B4p < 2 —d, 2
San (L+log™(T))r ¢ de Sp (1 +log™(T)r " up(T),
1

(3.19)

where g (T) is defined in (2.19).

Regime ¢ > /T Here, the bound (3.18) is of no use since £ — £~ (¢) fRd M?
(T, x, £)dx needs to be integrable at infinity. This is why we treat this regime a
different way and we rather use L'-type estimates. We start with the first r.h.s
term of (3.13). This term is more subtle to control in this regime, even with the
two additional assumptions (3.5) and (3.6). We present here the argument in the
homogeneous case a = Id. In that case, we may express Vvl in terms of the
Duhamel formula:

T—t
vl (t, x) = —/ V2T (s, )*g,(x)ds forall (£, x) € (—o0, T) x R?,
0
(3.20)
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where we recall that I denotes the heat kernel. Then, using Minkowski’s inequality
in L2(R%), we obtain

2 2
/ (/ |WT(0,y)®e|dy) dx Sq 04 (/ |VvT(0,y>|dy> :
R4 \JBy(x) RY

Finally, noticing that I'(s,:) = (471)_% 8. /35> using the semigroup property
8 /as*8r = & Jayz and |8 /ol ray Sa (4s + r?)~1, we get from (3.20)

dy

T
d
Vol (0, y)|dy = (47)"2 v? d
/Rdlv(y)ly (47) /Rd‘/o 8 a2 ()ds
T
So [ s as S togt1 + 5,
0

and we conclude that

2
/ (/ |VUT(0,y)®€|dy) drx <4 t410g>(1 + L). (3.21)
RY \JBy(x) '

In the heterogeneous case, we replace the use of the heat kernel by appealing to
large-scale regularity, in form of estimate (3.3), to get a pointwise bound of local
averages of VT, see Lemma 4, and we get,

2
/ (/ |VUT(t,y)|dy> dx < Ctlog?(1 + &) forallt € (—oo, T,
R4 Be(x)

(3.22)
with C satisfying stretched exponential moments. We refer to the estimate of the
first 1.h.s term of (4.75) for more details. We now turn to the estimate of the second
r.h.s term of (3.13). As before, we split the time integral into the two contributions
in (0, 1) and [1, T']. In (0, 1), we make use of Minkowski’s inequality in L2(RY)
combined with the identity [ps = [ga fp (. dz, Cauchy-Schwarz’s inequality,

(3.7) applied with R = r and T = 1 and [21, Lemma 2] applied to the equation
(3.11) in form of

1
/ ][ V07 (1, y) Py de < / WG -9y, (3.23)
0 JB,(z) R4

to get

Jo U

1 2
Sa 04 (/Rd/o IVu(t,y)IIVvT(t,y)ldtdy>

2

1
/ Vu(t,y) @ Vo' (¢, y)dt dy> dx
0
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1 1 2
1 2 1 2
< (/ (/7[ |w<z,y>|2dydz) (/7[ |VvT<z,y>|2dydz) dz)
R4 0 JB,(2) 0 JB,(2)
1

31,623 s 2 J
ISR /Rd (/Rd n(y —2)g; (y)dy) dz < €. (3.24)

In [1, T'], we exchange the order of integration in the x and ¢ variables, using
Minkowski’s inequality in L? (Rd), which we combine with (3.5) and (3.22) to get
forall ¢ > 1

2

L ) o
R4 Be(x)
T 2 %
< / 1! (/ (/ |VvT(t,y)|dy> dx> dr
1 R4 \JBg(x)

(322) d 1002 2 ¢
< Ctdlog(T)log? (1 + &), (3.25)

T
/ Vu(t,y) ® Vol (¢, y)dr
1

The combination of (3.22) applied with ¢ = 0, (3.24) and (3.25) yields

/ MA(T, x, €)dx Sa s 64(1+ ClogX(T) log*(1 + £)), (3.26)
]Rd
and gives the contribution in (3.4), using that » < +/7 in the last line

+00 +0o0
/ e*"n(m/ MA(T, x, £)dx d¢ glogz(T)/ P+ Clog? (£))de
JT R JT

<p log ()T~ 2(1 + Clog?(¥L))

<p log(N)r ™ ud(T)(1 + Clog? (L)),
(3.27)

Let us now talk about the main difficulties and changes which occur in the general
case, that is when we do not assume (3.5) and (3.6).

(i) When the assumption (3.6) is not satisfied, u is now singular at r = 0 and
thus the second r.h.s term of (3.13) is not well defined in the Lebesgue sense.
In order to handle this singular part, we have to treat a different way the
contribution in (0, 1) of the time integral of the third r.h.s term of (3.9). This is
done by using the localized energy estimates directly on the equation (3.10).
As a consequence, we do not obtain an explicit formula for B)EC; qr(T) but rather
a bound, see Lemmas 6 and 7.
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(i) When u is vector-valued, (3.5) fails in general and has to be replaced by:
][ |Vu(r, y)|*dy <72 forall R > /1. (3.28)
Br

This estimate is however not sufficient for our propose since we see in (3.13)
that we need to bound the average of Vu over all balls B, of radius ¢ > 1.
We have to appeal to large-scale regularity theory in form of estimate (3.3) to
obtain the improvement

d
]i()lvu(t,y)lzdy S ((r*zx) ) 1Z<ﬁ+1lzzﬁ> 1, (3.29)
(X

see Lemma 5. Equipped with (3.29), we may control the second r.h.s term of
(3.13) as in the scalar case. The only main change is that we cannot use the
plain energy estimate (3.14) for the defining equation (3.11) as we did in (3.17).
Instead, we prove a new lemma which states a pointwise bound (depending
on the form of the r.h.s of (3.11)) on fB |VUT(I y)|?dy for all x € R?

and /T —t > r4(x), see Lemma 4. The sub optimal estimate of moments of
qr(T) — (qr(T)) is summarized in Proposition 1.

(IIT) In the final step, we remove the log(7") contribution which appears in the previous
step. To this aim, we need a little more decay in time of the averages of Vu than
the one obtained in (3.29), since the log(7") contribution clearly comes from this
deterministic sub-optimal bound. The idea is to use the L>-L! estimate of Lemma 3
which essentially says, by stationarity, that for all R > /7, x € R and p > 1

4

<<][ 20 y>|2dy) >
Bgr(x)

gt ][][ 4 1gr(s) — (g () 17)P dr ds.

This gives, using the sub-optimal moment bounds of ¢,.(T) — (g-(T)) of the
previous step that,

][ IVu(t, y)[Pdy < log* ()t 'ng(H)Du(x) forall R > V1, (3.30)
B (x)

with ng defined in (2.25) and where D, (x) is a random variable with stretched
exponential moment. By interpolating (3.29) and (3.30) we deduce for all ¢ > 0
and £ > 1
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d
7 (X)
]i()m(t,y)ﬁdy < (( E VI) ]l£<ﬁ+]l£z«ﬁ>
(X

log® (1)1~ 03" (1)DF (x). (3.31)

This improvement allow us to prove the optimal estimates of Theorem 1. The
price to pay in this step is a small loss of stochastic integrability due to the random
variable D?*. Note that, the exponent o that we get in (2.23), is neither optimal
for B > d (since [21] indicates that we expect nearly-Gaussian moments), nor for
0 < B<<1 (since by [12] we can obtain nearly Gaussian moments).

IV) The proof of (2.21) follows the same ideas and is even easier since we do not need
to begin with a sub-optimal estimate as we did for (2.18). We use Lemma 7 for
the estimate of Biczq (r?)« f,, the pointwise bound (3.39) for local average of Vv” ?

and the decay (3.31) of averages of Vu.

We finally mention that in the case of fast decay of correlations, that is for 8 > d, the
proof is much simpler and only the regime £ < /T has to be considered.

We now state the lemmas needed in the proof of Theorem 1. The first section lists
the deterministic PDE ingredients, the second section the results derived from the
large-scale regularity theory, and finally the third section the sub-optimal control of
the fluctuations of the time dependent flux ¢, (-, -).

3.2 Deterministic results

This section displays the deterministic PDE ingredients needed in the proof of Theo-
rem 1 and Corollary 1. We start with two classical results from standard L? regularity
theory of parabolic systems. The first one is the localized energy type estimates for
parabolic systems.

Lemma 1 (Localized energy estimates) Let v be the weak solution of the parabolic
system

3, v—V-aVuv=V.f in(0,+00) x R?,
v(0) =V -q,
withq € L, (RY) and f : R* x RY — R? such that for all (x, €) € R? x [1, 00)

1

T 2
T eR* .—>/ f(s,)ds isin L (R?) and (/ |f(.,y)|2dy) is in L}, (RT).
0 By (x)

There exists a universal constant ¢ < oo such that the three following estimates hold,
Ll

recalling that ng := R™%e” r;
(i) Assume that f = 0. We have for all T > 0, R > /T and x € R?

T
(/ (2 (190, [ Vet )
R4 0

2 2
dy)
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%
Sa ( /R 1 nR<y;">|q<y)|2dy) : (332)
(ii) Assume that g = 0. We have for all R > 1 and x € R?¢
1
1 2 2
(/ nr(25) ‘/ Vu(s, y)ds dy)
R4 0
1
(3.33)

1 2 7
Sd (/ nk(¥)‘/ f(s,y)ds dy)
R4 0
1 1 1 v %
) /(/ ”R<’c*>|f(s,y>|2dy) ds dr.
0 =1 J; R4

(iii) Assume that g and f are supported in By(x) for some x € RY and £ € [1, 00).

Then we have

lx— ! ? :
/ e 2t ][ / Vu(s, y)ds| dydz
RY\ By (x) Bi(2) 1/0

i 1
< ( / |q<y>|2dy) +( / / £ s y)ds
By(x) By(x) 1J0
1 1 i
+/ —/ (/ If(s,y)lzdy) ds dt.
o 1—1J; Bi(x)

1

1

2 2
dy) (3.34)

We then state a technical lemma needed in order to obtain pointwise estimates in time.

For a proof, we refer to [5, Lemma 8.2].

Lemma2 Fixr > 0, (s,x) € Rt and g € L>(RY?. Assume that v is a weak

solution of
0;v—V-aVv=V.g in(s —4r2,s) X By (x),

then we have

N
sup ][ IVo(t, ) Pdtdy Sax f IVu(s', y)|°ds’ dy
B, (x) By (x)

te(s—r2,s) s—4r?

+][ lg()|*dy.
Bay(x)

The same holds for the operator 0; +V -aV on (s, s + 4r?) x By, (x) using the time

reflexion t — —t.
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We conclude this section by the relationship between spatial averages of u(T, -) and
averages of g, — (g,) over scales r < /T This lemma allow us to deduce Corollary 1
from Theorem 1. We refer the reader to [21, Lemma 6] for the original proof of this
result.

Lemma3 (L?>—L! estimate) Let u defined in (2.11). There exists a universal constant
¢ < oo such that for all T > 0 and R > /T

1
2
(/R nR(I@(T y), VTVu(T, y>>|2dy)

g ‘ V dy dr d
Sdoa ﬁ][l fo <$) /RdnﬁR(;)Iqr(t,y)—(qr(t,y)>| ydrdt,

where ng := R~ e_% and q(-, -) is defined in (2.14).

3.3 Large-scale regularity results

We state in this section two estimates, needed in the proof of Theorem 1, which are
obtained from the large-scale regularity theory recalled in the “Appendix 2. We start
with a lemma which gives a pointwise bound on a local average of the solution of
the dual problem (3.11), depending on the behavior of the r.h.s. This constitutes the
parabolic version of Lemmas 2, 3 and 4 of [17] established for elliptic systems.

Lemma4 (Pointwise estimates on the dual problem) Let f] € Cg (Rd ), € be a unit

vector of R? and v, satisfy, in the weak sense, for some r > 1, the parabolic backward
1

system

d;v, +V-aVu, =V -afye in (—o00,0) x R?, (335)
v-(0) =0, )
with f, which satisfies one of the two following assumptions:
o fr:=r"0f () such that for all x € R4
/1] S ! d Vi)l < (3.36)
X ——— an X —_— .
P e+ 1y P (a4 1y
e Forallx € R?
OIS Jp— d
X an
T Y x DY (x| + et
V0] S A (337)
PN e+ DFT T (D '

! for the well-posedness, we refer to [13].
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We have, for all x € R4
1. If (3.36) holds, then

1

2 4 x|
0 2 log(1 + =
][ V1, )2dy | < <r*( )y 1) e rd) forall =1 > 2r.(x).
By (r) (x) r (x| +r)

(3.38)
2. If (3.37) holds, then .

2
][ Yoy (1, ) 2dy
Br*(x)(x)

d rlog(1 + |x|) 1
< 2
~ T (O)< T A I

) forall /—t > 2ry(x). (3.39)

Let us briefly comment on Lemma 4.

1. The bound (3.38) is needed to replace the plain energy estimate for the solution
vT of (3.11), in form of (3.14), that we used in the heuristic argument to obtain
(3.18). In the homogeneous case, i.e a = Id, and in the case where f1 = g1, the
bound (3.38) takes the more natural form:

IV (r, )] < (Jx| +r)"¢ forall (r, x) € R_ x RY. (3.40)

Indeed, (3.40) is easy to see using the explicit formula involving the heat kernel
I':

0
Vo, (t,x) = —/ VzF(s — 1, )xgr(x)ds forall (r,x) € R_ x RY.
t

Thus, using that for all s > ¢, ['(s — ¢,-) = (4n)_%gm, the semigroup

v

property g a=n*8r = § N/zeremn: and the estimate, for all x € R?, ¢~ 72+~ <

(1+ rzljfﬂ)*%*z, we have for all (¢, x) € R_ x R4

lx2

0 0
d —
Vv (r,x)|§/ IV2g (x>|ds§|x|2/ (r? s —1)"27% 2eoids
r p i 44(s—1) [

0
< |x|2/ (|x|2+s—z+r2)—%—2ds
t

< (x| 4+m)72

2
The same way, if we have the more precise structure f, = [ lr Vg /5 (-)ds (which
satisfies the assumption (3.37)), the bound (3.39) takes the more natural form:

[V, (t, x)| S forall (7, x) € R_ x R?.

1
([ + 07 " (xl + DT
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Therefore, since the bounds (3.38) and (3.39) are natural in the homogeneous case
and we know from homogenization theory that on large-scales the heterogeneous
parabolic operator 9; — V - aV inherits (in form on the C%! estimate (B.3)) the
regularity theory of the homogenized operator d; — V -anom V, it is natural to expect
that the two estimates (3.38) and (3.39) hold in the heterogeneous case once we
fix the scale (characterized by the minimal radius r,). Note that the logarithmic
contributions in (3.38) and (3.39) are due to the fact that we have less structure on
the r.h.s of (3.35) than the two we took above. We also point out that the logarithmic
contribution in (3.39) may be removed (see for instance Lemmas 3 and 4 of [17]
for elliptic systems). However, since it is enough for its application in this article,
we prefer to keep it this way and provide simple arguments for (3.39) rather than
going trough additional technical difficulties.

2. We may deduce the results of Lemmas 3 and 4 of [17] from (3.38) by sending
t | —oo. Indeed, one may prove, from the localized energy of Lemma 1 that
v(2,-) l_) Uy in LIZOC(Rd) with V - aVu, = V - af,.e and then pass to the limit

t{—0o0

in (3.38).

The next lemma allows us to control spatial averages of Vu at scale R < +/T, and is
a consequence of Corollary 7. Combined with the energy estimate (3.32), it implies
in particular the estimate (3.29) needed in the proof of Theorem 1.

Lemma 5 (Control of averages) Let u be defined in (2.11). Assume that there exists an
increasing function f and a decreasing function g such that for all T > 1 and for all
x € RY there exists a constant C(x, T) < ~00 for which

][ IVu(T, y)Pdy < C(x, T) f(T)g(T). (3.41)
B /7 (x)

Then we have forall T > 1, x € RYand R < T

d
]i o \Vu(T, y)*dy < (LRX) v 1) Cx, ) f(T)g(%),

T
with C(x, T) := max {C(x, 7), ][T C(x, s)ds}.
2

3.4 Suboptimal control of the fluctuations of the time dependent flux

In this section, we state the suboptimal moment bounds of ¢,(T) — (g,(T)) with
the auxiliary lemmas needed in the proof. We prove that it displays the central limit
theorem scaling r_%, a growth in 7" which depends on the parameter 8 defined in
(2.6) and a log(T) correction (which makes it suboptimal and will be removed later).
We first state the main result of this section.
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Proposition 1 (Sub-optimal fluctuation estimates) Let q (-, -) defined in (2.14) and fix
y <l.ForalT >1,1 frgﬁandpe[l,oo)

1 d
(19-(T) = (@r (D) 1PYP Saspy P27~ 2 log(T) 1o (LY up(T),  (3.42)

with for any y > 0

il g <d 1 d+1
up(T) =\ log3(T) if p=d, and ay:= (5 + m<1 + y]l,s:d)).
1 ifp>d.

The proof of Proposition 1 follows the strategy presented in Sect. 3.1 and falls by
combining the following lemma (which states an estimate on the functional derivative
of averages of the flux ¢,(T) for T > 1 and r < JT ) with the logarithmic Sobolev
inequality (2.4). This makes rigorous the computation done in (3.9).

Lemma 6 (Functional derivative) Let ¢ (-, -) be defined in (2.14). There exists a uni-
versal constant ¢ < 0o such that forall T > 1,r > 0, x € RY and ¢ € [1, 00), we
have

T
& (dy + / / Vu(s, y)ds
Bg()ﬁ) 0

1
+/ IVvT(l,y)|<l+‘/ Vu(s, y)ds
By(x) 0
+ fr,@(x)]lg<ﬁ + gr,l(x)]lgzﬁ

&) dy

d
) Y (3.43)

10 0 (7] Sas /

By (x)

T
+/ / Vu(e, IV’ (2. y)ldedy,
Be(x) J1
where vT = (va Jke[[1,d] is a weak solution of the backward parabolic system

T T _ a
{a,vk +V atVug =V -agrex on(-00, T) x RY, (3.44)

v (T) =0,

with

1

d k2l . 5 2
Foolx) = €4 /Rf ]i()ugr(y),w (Ly)Pdydz) . (3.45)
?\Z
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and

1

600 =Tt O + 1o [ (f w0 o0pa) Tomowa
RN\Bay JBe(y)
1
+ / (][ IVUT(Lz)lzdz>ZTx,z(nr*(y))(y)dy) (3.46)
By Brin )

1
4 _ =zl 2
+ Loer, 7+ (0) (/ e ][ Vol (1, y)|2dy dZ>
R4 By(z)

as well as forall y € R? and p > 0
2 3

1
Tee(p)(y) = (/ np(z—y) (1 + / Vu(t, z)dt
By (x) 0

1 1 3
+/ —/ (/ np(z — y)|Vu(s,Z)|2dz> dsdt. (3.47)
o 1—1tJ; By (x)

The estimate (3.43) has to be compared with the heuristic computations in (3.9) and
(3.13) done in Sect. 3.1. Note that the splitting in (3.43) between £ < VT andt > T
reflects the two different strategies done in Sect. 3.1 in this two regimes, using L>-type
estimates in the first case rather than L!-type estimates in the second case.

In prevision of the proof of (2.21), we estimate in the following lemma the functional
derivative of averages of the flux ¢(T) f, for T > 1 and r < +/T, where f, satisfies
(2.20).

Lemma7 Let q(-,-) be defined in (2.14) and for all r > 0 we consider f, € C,l (RY)
satisfying, for all y € R?

r2 - -
A0 = [ G with 1015 bleg 0 (349

There exists a universal constant ¢ < oo such that for all r > 2, x € RY and
£ e [1,00), we have

r2
Ifr(y)ldy+/ / Vu(s, y)ds| | fr () dy
B((x) 0

1
+/ v (1, y) <1+‘/ Vu(s, y)ds >dy
By(x) 0

r2
2
Ky 000 + Gro () + / Vutt, VIV ¢, y)ldidy,
Be(x) J1
(3.49)

EA TG TARS /

By (x)
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where v"’ = (v,ﬁz) ke[[1.d] i the weak solution of the backward parabolic system

8fv,£2 +V- al*Vv,Z2 =V -afre; on(—o0,r?) x R4,
ok (3.50)
v (r7) =0,
with
r2 1
Ky o) 1= Lom,s / ST, () O)ds
1
[log,(30)]
Floar [ TeDO + Y 2T 0(0pni1)(0) (3.51)
n=0

+/ (][ |fr(z)|2dz> i 7§c,e(17e)()’)dY> .
RA\By \J B (y)

and Gy ¢ as well as Ty ¢ are defined in (3.46) (for T = r?) and (3.47) respectively.

We finally state the following bound on g, (-, -), for » < 1. It is only needed for
technical reasons since, in view of the application of Lemma 3, r is allowed to be
arbitrary close to 0.

Lemma 8 Let q(-, -) be defined in (2.14). For allr € (0, 1) and x € R4, there exists
a random variable C,(r, x) such that for all JT > % we have

d
1g-(T, ) < (1 + 7~ log(XL))C, (r, %), (3.52)
with for all y > 0,
1 2, BAd 1
sup exp ( =C, (r,x)>>§2 and 1, = ——lgzg + ——1p—y,
(r,x)€R+><Rd< (C v d p# 14+y P
(3.53)

for some constant C < 0o depending ond, A and y.

4 Proofs

We give in the section the all proofs of the results stated in the Sects. 3.2, 3.3 and 3.4.
For notational convenience, we shall assume that the results of Lemmas 1 and 3 hold
for the universal constant ¢ = 1. In the general case, it suffices to change the kernels
gr and 7, from line to line (by allowing a constant in the exponential). We also drop
the dependance on d, A and B in the inequalities.
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4.1 Proof of the deterministic results
4.1.1 Proof of Lemma 1: localized energy estimates

We only provide the arguments for (3.33) and (3.34), the proof of (3.32) can be found
in [21, Lemma 1]. Without loss of generality, we may assume that x = 0.

Step 1. Proof of (3.33) We set for all r € [0, 1], w(z, ) := fot v(s, -)ds and we note
that w is a weak solution of

dw—V-aVw="V- [] f(s,)ds on (0, 1] x RY,
w(0) = 0.

The idea of the proof is to use the estimate (3.32) by expressing w with help of the

Duhamel formula. We denote by S the semigroup associated to the operator —V -aV,

namely (S(#));cr+ is a family of operators such that for all Schwartz distributions ¢

onR?, 7 := S(-)¢ is the unique weak solution of

{a,z—v.avzzo on (0, 1] x R4,
z2(0) =¢.

We express Vw(l, -) with help of S in form of the Duhamel formula, that is

1 t
Vw(l,-):/ V(S(l—t)V-/ f(s,.)ds>dt.
0 0

Thus, we write for all R > 1, using the triangle inequality and f(; f(s,)ds =
fol S(s,)ds — fll f (s, -)ds in the last line

1

(/ nR(y)IVw(l,y)Izdy>2
Rd
1 t 2 2
= </ nr(y) ‘/ Vv (S(l )\ / f (s, y)ds) dr dy)
R4 0 0
1 1 2 %
< (/ () l/ v (su — v / f(s,y)ds) a dy)
R4 0 0
1 1 2 2
+ (/ nR(Y) '/ v (S(l —nv / f(s,y)ds) dr dy) . @D
R4 0 t

For the first r.h.s term of (4.1), we use (3.32) for T = 1 in form of

1 1 2 2
(/ nr(y) ‘/ \% <S(1 -1V / f (s, y)ds) dr dy)
R4 0 0
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1 2 2
5(/ rm(y)‘/ [ (s, y)ds dy) :
R4 0

which gives the first r.h.s term of (3.33). For the second r.h.s term of (4.1), we use
(332)for T =1 —1t with t € (0, 1), this time in the pointwise way, combined with
the Minkowski inequality in L?(R?, ngdx) (exchanging the order of integration in the
y and s variables) to get

1

2

dy)
1

1 1
(/ ﬂR(y)'/ V<S(1—I)V-/ f(S,y)dS> dr
R4 0 t
2 2
dy) dr

1 1
5/ (/ nR(y)‘V(S(l—rw-/ f(w)ds)
0 R4 t
33 1 | 2\ 2
< / 1—</ nr(y) / f(s, y)ds ) dr
o =1 \Jprde '
1 1 1 %
2
5/0 I_—I/t </Rd77R(}’)|f(S,y)| dy) ds dr,

which gives the second r.h.s term of (3.33).

2

ly—z| 1 Iz

Step 2. Proof of (3.34) Since, for all (y, z) € By x R¥\By, wehave e™ @@ < ec et
we deduce from (3.32), (3.33) (applied with R = ¢) and the fact that f and ¢ are
compactly supported in By:

2
dy

2|

e 2ct

1
/Vv(s,y)ds
Be(z) 1/0

_ 2l
< et (/ |q(y>|2dy+/
By By

1
/ S (s, y)ds
0

2
dy)

which yields (3.34) by integrating over R?\Bj.

4.2 Proof of the large scale regularity results

We provide the proofs of Lemmas 4 and 5. Our main tool here in the large-scale
regularity theory for parabolic system recalled in Appendix 2.
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4.2.1 Proof of Lemma 4: pointwise estimates on the dual problem

We prove Lemma 4 in two steps. The first step is devoted to prove (3.38) and we do it in
two substeps. First, we treat the particular case where f;- is compactly supported in the
ball B, for some r > 1. We prove that (3.38) holds without the logarithmic correction.
Second, we treat the general case by decomposing R? into dyadic annuli (Bg)en,
defined by By := By, \Byx-1, for k > 1 and By := B,, and writing f, = ZZ':O(O) I Xks
where (xx)ken is a partition of unity according to the decomposition (By)ren. We
then apply the result of the compactly supported case for each k € N. The second step
is devoted to prove (3.39) and this is done by using the results of the first step. This
extends Lemmas 2, 3 and 4 of [17] from the elliptic to the parabolic setting.

Step 1. Proof of (3.38) We split the proof into two substeps.

Substep 1.1 We prove that under the assumptions

fr is supported in B, and ré sup | fr(x)] + a1 sup [V ()| <1, (4.2)

xeR4 xeRd

we have for all x € R? and «/—¢ > 2r, (x)

d
CRD)
r
Vo (s, IPdy ) S ~——2—. (4.3)
(ﬁwx) ' (x| + r)d

The estimate (4.3) will come from the following four relations and estimates:
1. Forall (f,x) € R_ x R4

—t
Vv,(t,x):/ Vw, (s, x)ds, “4.4)
0

with w, is the weak solution of

3w, —V-aVw, =0 in (0, +00) x RY, @5)
wr(0) = =V -af,e. ’
2. The plain energy estimate: for all r € R_
/ IV, (1, x)[Pdx < r 9. (4.6)
R4

3. The large-scale regularity estimate: for all (1, x) € R_ x R? such that |x| >
4(re(x) vr)

d
w 4.7)

IV, (1, y)I2dy < .
]ér*(mx) ' (x| +r)2

@ Springer



Stoch PDE: Anal Comp (2023) 11:1254-1378 1293

4. The large-scale 0! estimates: for all x € R4, /=1 > 2ry(x) and r > ry(x):

e For/—t <r,

0
f |er<t,y)|2dy§][ ][ [V, (s, y)[*dy ds + 724, (4.8)
Br*(x)(x) t B\/fy(x)

e For /—t >r,

1

Argument for (4.4) A direct computation shows that (f,x) € R_ x R >
fo_t wy(s, x)ds is aweak solution of (3.35). Indeed, forevery ¢ € C2°((—o0, 0) xRY),
we first have by applying Fubini’s theorem

0 —t
—/ / B,w(t,x)/ wy (s, x)ds dr dx
Rd J—oc0 0
+o0 -8
:—/ / w,(s,x)/ oy (t, x)dt ds dx.
R4 JO —00

Then, noticing that [~ 8, (t,x)dt = —d; [~ ¥ (t, x)dt, we obtain from (4.5)

+00 —S
—/ / wr(s,x)/ o: (¢, x)dr ds dx
R4 JO —o0

+00 -5
= / / wy (s, x)0dg ¥(t, x)dt ds dx
R4 JO 00

t+r2
IV, (t, y)[?dy < f f IV, (s, y)I2dyds 4+ 2. (4.9)
(x) t By (x)

s (x)

0
“s _ / / a(x) f, (002 - Vi (1, x)dr dx
R4 J—o0

+00 -5
+/ / Vw,(s, x) -a(x)V W (t, x)dt ds dx.
R4 JO —00

Finally, applying once more Fubini’s theorem in the last integral yields

0 —t
—/ / 8[w(t,x)/ wy (s, x)ds dr dx
Rd J—o00 0

0
= —/d/ a(x) fr(x)e - Vir (¢, x)dr dx
R4 J—o0

0 —t
+/ / V/ wy (s, x)ds - a(x)Vy(t, x)dt dx,
R4 J—c0 0

@ Springer



1294 Stoch PDE: Anal Comp (2023) 11:1254-1378

which shows that (£, x) € R_ x RY > foﬂ w, (s, x)ds is a weak solution of (3.35).
Thus, by uniqueness, forallt € R_, v, (¢, -) = foft wy (s, -)ds and (4.4) follows.

Argument for (4.6) We have, by using the formula (4.4) combined with the localized
energy estimate (3.32) applied to the equation (4.5) and the support condition (4.2) of
fr,forall (, x) e R_ x R?

_ 2
(4.4) !
(= IVt I :/ - —x)/ Vu, .| d
/Rd ny=(y y)|*dy NG ; y)| dy
(3.32) ,
S /Rd ny=(y = 01f(I~dy
@2)
S r’z"/ ny=(y —x)dy, (4.10)
B,

which gives (4.6) by integrating the estimate over x € R¥.

Argument for (4.7) We first prove by a duality argument that for all R > 2(r,(0) vV r)
andt € R_

O d
/Rd Vo, (1, y)[dy < (r*rL v 1) R, 4.11)
\Bgr

Let h € C®(R?) supported in R/\Bg. Lett € R_, s € [0, —¢] and k* be the weak
solution of the backward parabolic system (corresponding to the dual system of (3.35)
with final time s),

s .a¥ S - d
{8rk +V-a*Vk* =0 on (—00,s) x R?, (4.12)

k(s) =V -h.
For all T € (—o0, 5), we have, by testing (4.12) with w,
/Rd wy (T, )3k (T, y)dy — /Rd VE (t,y) - a(y)Vw, (7, y)dy =0,
and by testing (4.5) with k°
/Rd k*(t, )z wy(t, y)dy + /Rd VK (t,y) - a(y)Vw,(z, y)dy = 0.

By summing the two identities above, integrating in time over t € [0, s) and noticing
that from the initial conditions of w, and k* we have

N N
/ / W, (7, )3k (z, y)dr dy + / / K (z, )drw, (7, y)de dy
R4 JO R4 JO

@ Springer



Stoch PDE: Anal Comp (2023) 11:1254-1378 1295

= [/ w, (T, YK (T, y)dy} =—/ VE* (0, y) - a(y) fr(y)edy—
R4 0 R4

/ V(5. y) - h(»)dy,
Rd

we get

/ Va1, y) - h(y)dy = — / VK0, y) - a(y) £, (¥)2 dy.
Rd R‘[

It follows by integrating over s € [0, —¢], using the formula (4.4) combined with the
Cauchy—Schwarz inequality and (4.2) that
1

2 2
< <][ dy) . (4.13)
B,

The r.h.s of (4.13) is then dominated as follows. First, we set v(z, -) := fo_t k% (0, y)ds
and by noticing that for all s € (0, —¢), £°(0, -) = k%(—s, -), we have

—t
/ VE*(0, y)ds
0

‘ / h(y) - Vo (2. y)dy
Rd

90+ V- -a*Vi=V-h in(—o0,0) x R?,
5(0) = 0.

Second, we denote by v the weak solution of

{a,v+v-a*vv=1(w,o)v-h in R+ .14)

=0 inRT x R4,

v is an extension of v in the sense that Vu(s, -) = Vu(s, -) aslong as s < 0. Now, since
h = 01in Bg, we have by using the estimate JCBr < (F*rﬁ v 1) fB O’ Lemma 2 and

the large-scale C%! estimate (B.4) (recalling that R > 2(r,(0) V r)):

: :
(][ dy) =<][ IVi(t,y)Izdy)
r B,
©  \* :
5(”‘ v1> (7[ |w<t,y)|2dy)
r By 0yvr
O \?
(")
r
14 (O)Vr)?
f f IVD(s. ) dy ds
t Bagry (0)vr)
d 2 1
(B.4) 0 4/ r+R 2
< (Mw) (7[ |Vv(s,y)|2dyds) .
r t Br

(4.15)

2

—t
/ VE*(0, y)ds
0

A

1
2
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Now, using the plain energy estimate (for which the proof is identical as (4.6)): for
alls e R_

/ Vs, )Py < / () Py,
Rd Rd

and since 7 = 0 in RT x R?, we get

(i) for/—t > R

t+R? 1+R?
][ ][ |VU(s, y)|*dy ds =][ ][ [Vi(s, y)[*dy ds
t Bgr t Bgr

SR /R 1) dy. (4.16)

(i) for R > /¢

t+R? 0
7[ ][ |W<s,y)|2dyds=R*2/][ IVi(s, y)>dy ds
t Br t Bgr

2

s(g) R / Ih(y)Pdy
]Rd

<R /]R ) 1h(y) P dy. (4.17)

The combination of (4.13), (4.15), (4.16) and (4.17) yields

d 1
‘/ h<y>~wr(r,y>dy‘5(V*(O)w)zR"i (/ |h(y>|2dy)2,
R4 r R4

which gives (4.11) by the arbitrariness of 4.
We now prove (4.7). Let R := %|x| and assume that R > 2(r(x) V r). Without loss
of generality, we may assume that R > 2r,(0). Indeed, otherwise, we deduce from
the %-Lipschitz property of r,(x) in form of

|x| |x|
RO =)+ 2 = @)=z 75

and

r*(O)Zr*(x)_% = %r*(o)zr*(X),

as well as (4.6) that

rd (0)

IV, (£, y)Pdy < r—d(x)/ Vo, (2, y)Pdy $ ———.
]ir*(z\)()() ' ¥ Rd ' (|x| + r)d
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Now, we observe that Bg(x) C R?\Bg. Indeed for all y € Bg(x), the triangle
inequality yields

Iyl = lly —x[—|x|[ =2R — R =R,

so that y ¢ Bg. We then argue once again by extension and we consider v, the weak
solution of

{ 3.0, +V-aVo, = L_o o)V -afre  in R @.18)

T, =0 inRT x RY,

for which v, (s, ) = v, (s, -) as long as s < 0. It then follows from Lemma 2 applied
to the equation (4.18) and the large-scale CO! estimate (B.4) (noticing that Bg(x) C
Rd\BR and (4.2) implies f, = 0on Bg(x)): forallt € R_

][ IV, (¢, y)[*dy = ][ VT, (t, y)[2dy
Br*(x)(x)

Br* (x) (x)

t+4r2 (x)
< 7[ ][ IV, (s, y)[*ds dy
Ji BZr* (x) (x)

(B4) [t+R?
< ][ ][ VT, (s, y)|>ds dy. (4.19)
t Bgr(x)

Now, since v, (s, ) = v,(s,-) aslong as s < 0 and v, (s, ) = 0 for s > 0, we have
from (4.11):

(i) For /—t > R,

t+R? 1+R?
][ f VU, (s, y)[*ds dy = f ][ IV, (s, y)|2ds dy
t Br(x) t Br(x)

t+R?
< R*d][ / (Y, (s, ) Pds dy
1 Rd\BR

4.11) d
< (wm) R, (4.20)

~
r

(i1) For R > /—t,

t+R?2 0
][ 7[ |Wr(s,y)|2dsdy=R‘2/ f IV, (s, y)|?ds dy
t JBR(x) t Br(x)

2 .0
Nt
<R (—) ][ / |V, (s, y)|*ds dy
R ¢t JRA\Bg

4.11) 0 d
< (le) R, 4.21)

~
r
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The combination of (4.19), (4.20) and (4.21) concludes the argument for (4.7) since
x| > 2r implies that R = 1|x| > L(t{x| +r).

Argument for (4.8) and (4.9) It follows directly from the combination of Lemma 2, the
large-scale C%! estimate (B.3), the Poincaré inequality in B o(x) and the assumption
4.2): forr > ry(x)

(1) if o/—t < r, we use (B.3) up to the scale /—¢ in form of

t++4r2(x)
][ [V, y)Pdy < f ][ [V, (s, y)I*ds dy
Br*(x) (x) t B2r* (x) (x)

+ 7[ FACHIRY
BZr*(x)(x)

(B.3),(4.2) 0
< ][][ |V, (s, y)|*ds dy
t BP(X)

/—t 2 _
+  sup <— ][ [ fr(y)e
re(X)<p<s/—t o By (x)

2
— ][ fr(x)edz| dy +r~
B, (x)
4.2) 0
< ][ ][ IV, (s, y)|?ds dy
t JB 5

2
42 (v —f) 4

r

0
s][ 7[ Vo, (s, y)[*ds dy + 2%,
t JB k)

which gives (4.8).
(i) If /—t > r, we use (B.3) up to the scale r and we obtain the same way (4.9).

Argument for (4.3) from (4.6), (4.7), (4.8) and (4.9) The case |x| > 4(ry(x) vV r) is
done via (4.7). It remains to treat the case |x| < 4(r.(x) V r) and we distinguish two
sub-cases:

(1) Assumethatr,(x) > r, whichmeans that |x| < 4r,(x). We have by the %-Lipschitz
continuity property of r

re(x) 2 r(0), (4.22)
and

1 ro 2re(x) 1
re(0) z () — gl¥l = 3 + *3 - gz +Ixl. (4.23)
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Thus, from (4.6) we deduce that forall r € R_

][ Vo, (2, y) 1Py S rd(x) / IV, (¢, y)|*dy
r*(\')(x) R4

(4.22) d
2 - (0)/ Vo, (1, y)Pdy

(4.6)24.23) ,.il (0) '
~ (x4

(2) Assume that r,(x) < r which means that [x| < 4r. For all \/—t > 2r.(x), we

have

(1) If /—t <r,we use (4.8) and the plain energy estimate (4.10) to obtain

][ Vo, (2, y)[*dy < ]L ][ v (s, y)*dy ds +r 2
Br*(x)(x) B\/*(X)

“-10) —2d 2d
< or / n =y —x)dy+r"
B
d
< e O
- ~ (x| + )2

(i) If /—t = r, we use (4.9) and the plain energy estimate (4.6) to get

/.

|V, (¢, y)[*dy <][ f IV, (s, y)|*dy ds + 2
(x) B, (x)

S 1)

r —_—.
- ~ (x| + )

73 (X)

This concludes the proof of (4.3).

Substep 1.2 We prove (3.38) without the support condition (4.2) on f;.. We decompose
the r.h.s of (3.35) according to a family of dyadic annuli (By)cn, defined by By :=
Bok, \Byk-1, for all k > 1 and By := B,. Namely, we set for all k € N, f; x := fr x>
where (xx)reN is a partition of unity according to the decomposition (Bj)kenN, and we
denote by v, ; the weak solution of (3.35) with r.h.s V - af, re. By uniqueness, we
have Vv, = Z,’:ﬁg Vv, x. Hence, we get by the triangle inequality

1
“+o00

2 2
][ Vo, )Py ) <) ][ Vo (e, y)Pdy )
Br*(x)(x) k=0 Br*(x)(x)
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Thanks to (3.36), f  satisfies (4.2) with radius 24~ !r, thus, by (4.3), we have for all
k> 0and /—1 > 2ry(x)

d
i (’*(O)vl)
f Vo, k(e ) Pdy | < 2
Br*(x)(x)

([ + 2T

We deduce, setting N, := [log (1 + @)—‘

1 i (r*(O) v 1)

2k—1
][ IV (t, y>|2dy Z -
Br*(x)(x)

Ml L oknd
part (x| + 2%r)

V(O) 4 +00
5(* vl) (xl+r) 7N 770 Y7 27k

k=N,+1

which gives (3.38).

Step 2. Proof of (3.39) We use the same type of decomposition as in Substep 1.2:

we have Vv, = ZZ;OS Vu, x where this time, for all k > 1, By := Bt \Byx-1 and

Bp := B1. We then split the proof into two steps.

Substep 2.1 We argue in favor of the first alternative in (3.39), that is when the r.h.s is
d

7
%. From the assumption (3.37) used in form of | f,- (x)| 4+ (|x| +

DIV S W’ we note that %f,,k satisfies (4.2) with radius 2% Thus by (4.3),
we have for all k > 0 and /—1 > 2r,(x)

equal to

(Ix| +28)4

d
(s
2 < 2
V@ IFdy ) S ———5ra—
Br*(x)(x)

We then conclude exactly as in Substep 1.2.
Substep 2.2 We argue in favor of the second alternative in (3.39), that is when the
d

3
r.h.sis equal to %. From the assumption (3.37) used in form of | f,- (x)| + (|x| +
DIV @) < W we note that 5 f; ;. satisfies (4.2) with radius 2%, Thus by

(4.3), we have for all k > 0 and /—t > 2r,(x)

d
3ok (_r*<,9> v 1)7

2
Vot WPy | S —— .
(7{3%)@) ' (x| +26¢
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We then conclude by the same decomposition as in Substep 1.2: setting N :=
[log, (1 + [x])

d
400 2k (V*(O) Vi 1)

1
: z
Vot )Py | <
(Jér*(x)(x) ' Z |_x| + 2k)d
g N +00
<ri(0) ((|x| +1)™ sz + Z 2(1—d)k> ’

k=0 k=N+1

which concludes the proof since

N +o00 1
2 <Jx|+1 and =k <~
z 2 A G

4.2.2 Proof of Lemma 5: control of averages

We treat separately the two regimes: the non-generic case R < r,(x) and the generic
case R > ry(x).

1. We start with the non-generic case R < r,(x). We distinguish two sub-cases.

(i) In the case where \/g < 2r.(x), we have, using (3.41) and R < JT

JT\!
][ V(T y)2dy 5(—) ][ V(T y)dy
B (x) r ) B e

(3.41) d
< (le)) Cx. T)f(T)g(T).

(i1) Inthe case where \/g > 2r4(x), we combine, by noticing that 0, u —V-aVu =
0 on (%, T) xB \/7(x), Lemma 2 and the large-scale CO-1 estimate (B.4) to
7

obtain

Iy (X)

f IVu(T, y)I*dy < ) IVu(T, y)[*dy
Br(x) By (o) (%)

N

[Vu(s, y)|2ds dy

) Corye () (T, x)

(B.
< (’*“”) ][ ][ Vu(s. y)Pds dy

\/—(X)

d T
§<r*(x)> ][ ][ IVu(s, y)|2ds dy
R T /B
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(3.41)
< (r*(x)) F(Dgk) ][ C(x. 5)ds.

2. We now consider the generic case R > r,(x) and, without loss of generality, we
may assume that /7 > 2+/2R since otherwise fBR < fo and the conclusion
T

follows from (3.41). We have 0;u — V -aVu = 0on (0, T) x B 7 and r(x) <

2R < \/; so that from Lemma 2 and the large-scale CO%lestimate (B.4) we deduce

T
][ |Vu(T, y)|*dy s][ ][ |Vu(s, y)[*dy ds
Br(x) T—4R? Bor

T
5]6 ][ [Vu(s, y)|*dyds < C(x, T) f(T)g(%).
5 B

4.3 Proof of the suboptimal control of fluctuations of the time dependent flux

We provide in this section the proofs of Lemmas 6, 7, 8 and Proposition 1 of Sect. 3.4.

4.3.1 Proof of Lemmas 6 and 7: control of the functional derivatives

We prove Lemmas 6 and 7 independently. For heuristic arguments, we refer to I) in
Sect. 3.1.

Proof of Lemma 6 1t is enough to prove (3.43) for the quantities ¢, (T') - e, for all
r > 0,T > 1and k € [1,d]. In particular, we only treat the case k = 1, since
the other contributions are controlled the same way. For notational convenience, we
simply write v7 for v’ .

Letx e R h e 0,1, T >1,r >0,£ €[1, 00) and §a be compactly supported in
B/ (x) such that SUP B, (x) |6a(y)| < 1. We compute the finite difference

gr(a+héa,T)-e1 —qr(a,T) el
h

=/ gr(y)er - da(y)edy
R4
T
+/ gr(y)er ~8a(y)</ Vu(a +h8a,t,y)dt>dy
R4 0

T
+/ / gr(er - a(y)Ve'u(t, y)dy dr, (4.24)
0 R4

§hg (T) - ey ==

u(a+héa,t,)—u(a,t,-)
h

where 8"u(z, -) == is the weak solution of

(4.25)

3:8"u —V -aVshu =V - 8aVu(a + héa, -, -) on (0, +00) x R,
8"u(0,) =V -8a(-)e.
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The first r.h.s term of (4.24) gives directly the first r.h.s terms of (3.43). For the second
r.h.s term of (4.24), we easily derive from the localized energy estimates (3.33) and
(3.34) applied to the equation (4.25) combined with (3.32) with a replaced by a + héa
(which control the norm of the r.h.s of (4.25)) that

T
/ gr(y)ey - 8a(y)</ Vu(a + héa, t, y)dt)dy
R4 0

T
— dgr(y)m-éa(y)(/o Vu(t,y)dt)dy.

0 JR
We thus obtain the second second r.h.s term of (3.43). We now focus on the third r.h.s

term of (4.24). We split the time integral into the singular part ¢+ < 1 and the regular
partt > 1

T
//gr(y)e1-a(y)Vﬁhu(t,y)dydt
0 R4

1
=/ gr(ei -a(y)</ Vﬁhu(t,y)dt)dy
R4 0

T
+/1 /Rd grMer -a(y)V8 u(r, y)dydr. (4.26)

We now split the rest of the proof into two steps, treating the two r.h.s terms of (4.26)
separately.

Step 1. First r.h.s term of (4.26). We prove that
lim sup

1
/ e (e -a(y)( / vshu(t, y)dt)dy‘
hl0 R4 0

1

d |x—z| 2

<1 e(/ = <y>|2dydz>
t<vT Rd Bz

+1,o 77k, (nr)(0), (4.27)

where 7 ¢(n,) is defined in (3.47). We argue differently between the two regimes

Z<«/Tand€z«/7.

Regime ¢ < /7. Using that [pg = [ fs, () and by splitting R¢ into By(x) and
R?\By(x), we have

1
‘ / gr<y)e1-a<y>( / vahu(t,y)dt>dy‘
R4 0
1
S/][ /vahu(r,y)dz
RY JBy(z) | /0O

gr(y)dydz
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/Bz(X) ]{9@ (2)
)

(=: If

1
+ / 7[ / Vs'u(t, y)dt
RA\By(x) /Be(2) | J0

(= 13) (4.28)

1
/ Vo' u(t, y)di| g (y)dy dz

0

gr(y)dydz.

We now show that

1
X —Z j
I+t < z‘z‘(/ e—%][ Igr(y)|2dydz> . (4.29)
R4 By(2)

Since the arguments are similar we only give the details for Ize. By Cauchy—-Schwarz’s

inequality, we have
1
/ V8hu(s, y)ds

lx—z| 2 %
]22 < (/ EW][ dy dz)
RY\By(x) By(z) 1 /0
1
_lz=zl 2 2
/ 5 ][ & ()Pdydz) . 430)
R4\By(x) B¢ (2)

It remains to estimate the first r.h.s factor of (4.30). First, by the localized energy

2
estimate (3.34) applied to the Eq. (4.25) and (fBZ(x) |8a(y)e|2dy) < Z%, we obtain

lx—z] 2
</ e 2t ][ dy dz>
R7\By (x) Be(2)
N
() )
By(x)

1 1 3
1 2
+/ —/ (/ |8a(y)Vu(a+h8a,s,y)|2dy) ds dr. 4.31)
o 1—1J; By (x)

Second, by the localized energy estimate (3.32) applied to the equation (2.11) with a

2 1

1
/ Vs'u(s, y)ds
0

(SN

1
<t / Sa(y)Vu(a + héa, s, y)ds
0

ly—x|
replaced by a + hda and for R = £ > 1, we obtain (since Ip, () (y) < e T

(he

o

1 2 N3
/ Vu(a + héa,t, y)dt dy) <z, (4.32)
0
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and

1

1 1 1
1 3
/ —/ (/ IVu(a+h5a,s,y)|2dy> ds dt
o I=1Ji \UBiw

1 1 1
53%/ _/ s~ lds dr
o 1—1/;
' _log(z
:4%/ 108 4y < o4 (4.33)
0 1—1t

Finally the combination of (4.30), (4.31), (4.32) and (4.33) yields (4.29). It then follows

from (4.28) that
1
’ / gr<y>e1-a<y)< / vshu(r,y)dt>dy'
R4 0

d _lx=z| 2 %
< ez e~ 2 lgrOM|“dydz ) . (4.34)
R4 B(2)

Regime ¢ > /T. Using Cauchy—Schwarz’s inequality and by dominating the Gaus-
sian kernel g, by the exponential kernel ,, we have
2\
dy) .

1
‘/ g,<y>e1-a(y>(/ va"u(ny)dr)dy‘s(/ 1 ()
R4 0 R4
(4.35)

with, by applying the localized energy estimates (3.32) and (3.33) to (4.25) for R = r

1
</ nr(y)‘/ V(Shu(t,y)dt
R4 0
+</ 0 (»)|8a(y)|?
Rd
+/ —/ (/ Tlr(y)|3a(Y)|2|Vu(a+h8a,s,y)|2dy> dsdt),
o L—t/; R4

Now, since da is supported in By (x), the localized energy estimates (3.33) and (3.34)
applied to the Eq. (4.25) with R = ¢ combined with (4.32) and (4.33) yield

-/Bl(x)

t —d
+t2(£\/ 1) / |Vu(a + héa, t,y) —Vu(a’t’y)|2dy Shzéd,
¢ Be(®)

1
/ V§'u(t, y)dr
0

1

2\ 2
dy) S ( /]R lnr<y)|6a(y>|2dy>

1

2 \:2
dy> (436)

1
/ Vu(a + héa, t, y)dt
0

2

1
/ Vu(a + héa, t,y) — Vu(a,t, y)dt| dy
0

(4.37)
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which allow us to pass to the limit when % |, 0 in (4.35) and (4.36), and obtain

lim sup
h}0

1
/Rd gr(yei ~a(y)</0 véhu(t, y)dt>dy‘ S Zx,e(n7)(0).

This concludes the argument for (4.27).

Step 2. Second r.h.s term of (4.26). We prove that

lim sup
n}0

T
5/ / |Vu(e, Vol (¢, y)|dr dy
Be(x) J1

1
+/ |WT(1,y>|(1+'/ W(s,wds)dy
By (x) 0

d _ k=]
+gr’€(X)]leZﬁ+]l€<ﬁE2</Rde 2cl ][];

T
/ / gr(er -a(y)Vehu(r, y)dy dr
1 R4

(4.38)

1

2
|VvT<1,y>|2dydz) .
0(2)

Recall that v” denotes the weak solution of the dual system associated with (4.25),
which reads

T . ¥ T: . - d
{Brv +V.a*Vv V -agre; on(—o0,T) x RY, (4.39)

vI(T) = 0.

We reformulate the 1.h.s of (4.38) with help of the dual system (4.39). We have by
testing the Eq. (4.39) with 8" and integrating in time

T T
//5hu(t,y)8sz(t,y)dydt—/ / Vs'u(t, y) - a*(y)Vol (1, y)dy dr
1 R4 1 R4
T
== / /R L grer - a()Vs'u(, y)dydr, (4.40)
1
and also, by testing (4.25) with v”
T T
/ / o7 (1. )8 ue, y)dy dr + / / Vol (1, y) - a()V8"u(t, y)dy dr
1 R4 1 R4

T
=—/ / Vol (¢, y) - 8a(y)Vu(a + hda, t, y)dy dr. (4.41)
1 R4

Consequently, by summing (4.40) and (4.41), using an integration by part in time and
the fact that v7 (T, -) = 0, we get

T
/ / gr(er -a(y)Ve'u(r, y)dy dr
1 R4
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=/ §Mu(1, yyo' (1, y)dy
R4
T
—/ / VvT(t, y) - da(y)Vu(a + héa, t, y)dydr. (4.42)
1 R4

Moreover, from (4.37) we can pass to the limit when 4 | 0 in the second r.h.s term of
(4.42), namely

T
//VUT(t,y)-8a(y)Vu(a+h8a,t,y)dydt—>
1 JRd )
T
/ / Vol (@, y) - 8a(y)Vu(, y)dy dt,
1 R4

and obtain the first r.h.s term of (4.38). It remains to control the first r.h.s term of
(4.42). To this aim, we integrate in time the Eq. (4.25) between 0 and 1:

1 1
shu(1,y—v- a/ v§hu(t, ydr =V - 8a/ Vu(a + hé, t,)dt + V - sae,
0 0
which provides by testing with v’ (1, -)

1
/ahua,y)vT(l,y)dy:/ VUT<1,y)-5a<y>(/ Vu(a+haa,r,y)dr>dy
]Rd ]Rd 0
1
—/ VUT(l,y)~a(y)</ V(Shu(t,y)dt)dy (4.43)
R4 0
—/ Vol (1, y) - 8a(y) e dy.
Rd

The first and the third r.h.s terms of (4.43) combined with (4.37) give the second
r.h.s term of (4.38). The second r.h.s term of (4.43) is then dominated in two ways,
depending on the regime in £.

Regime ¢ > /T For the generic case £ > r,(0), we use the identity = Jga fBz o)
and we split the integral into the two contributions fRd \Bus and fBu in form of

1
‘/ VUT(I,y)~a(y)</ V(Shu(t,y)dt)dy'
R4 0
1
5/ ][ |VvT(1,z)|‘/ Vé'u(t, z)dt
Re JBy(y) 0
1
z(/ +/ )][ IVUT(LZ)I‘/ Vou(r, z)de
R4\By, B4y Be(y) 0

dzdy

dzdy.
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For the far-field contribution |y| > 4¢, we use of Cauchy—Schwarz’s inequality and
the computations done in (4.36) as well as (4.37) to get

1
limsup/ ][ |VvT(l,z)|‘/ vshu(t, z)d
h{0 R4\By¢ JBy(y) 0

T 2 %
§/ <][ [Vv© (1, 2)| dz) Tr0(ne)(y)dy.
RY\By¢ Be(y)

For the near-field contribution |y| < 4¢, we first note that from the assumption ¢ >
r+(0) we have forall y € R4

dzdy

B..(»w()NBsg #¥ =y eBy. (4.44)

Indeed, from the %—Lipschitz regularity property of r,, if there exists z € B, () (y)NBs¢
then [y| < [y — 2zl + 2] < re(y) +5¢ < r(0) + B +5¢ < 60 + 2 and thus [y| <
%Z < 7¢. Therefore, using the property (B.18) combined with Cauchy—Schwarz’s
inequality, we get

1

/ ][ |VvT(1,Z)|’/ vs'u(t, 7)dt
Ba¢ JBe(y) 0
1

5/ Vol (1, 2)] / V§"u(r, z)dt
Bsy 0

(B.18) 1
< / ][ |VUT(1,Z)|’/ Vhu(r, z)dr
RY JB,, (1) () 0

1
@.44) 2
< (][ |VUT(1,Z)|2dZ) (][
B¢ Br.(y) () Br.n ()

and we finally end up with, using (4.36) as well as (4.37)

limsup/ ][ Vol (1, 2)|
hl0 By /Be(y)

1
2
5/ (f IVUT(LZ)Ide) T 0 (Mry(y) (y)dy.
B7e Bry(y») ()

For the non-generic regime £ < r,(0), we use the estimate (4.34) which clearly holds

dzdy

dz

]lBsz (Z)dZ dy

1 2 \1
/ V& u(r, z)de dz) dy,
0

1
/ V" u(t, z)dr|dz dy
0

d
by replacing g, with v7 (1, -) and we bound E% by 12 (0).

Regime ¢ < +/T. We use the estimate (4.34) which clearly holds by replacing g, with
T
v (1, ). O

We now turn to the proof of Lemma 7.
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Proof of Lemma 7 We keep the notations of the previous proof and we give only the
argument for g (r2)* f, - ey. First, equality (4.24) holds and take the form

2

5"q(r2)*fr-el=/ fr(y)e1-8a(y)edy+/ frer - da(y) (/ Vu(t,y)dt) dy
R4 R4 0

r2
+/0 /Rd fr(Mer -a(y)Ve u(z, y)dy dr. (4.45)

The first two r.h.s terms of (4.45) give directly the first two r.h.s terms of (3.49),
respectively. As in (4.26), we make the decomposition

r2 1
/ / frer-a(y)Vé'u(t, y)dydt = / fr(yer -a(y) (/ V§u(t, y)dt> dy
0 R4 R4 0

r2
+ /1 /R frer - a() V8 u(, y)dy dr
(4.46)

Control of the second r.h.s term of (4.46) This term is controlled the same way as
we did in Step 2 of the proof of Lemma 6 and provides the third, the fifth and the sixth
r.h.s term of (3.49).

Control of the first r.h.s term of (4.46) It remains to argue that the first r.h.s term of
(4.46) is dominated by the fourth r.h.s term of (3.49). We distinguish the two regimes
¢>randl <r.

Regime ¢ > r. We use the assumption (3.48) in form of, for all y € R, | £ ()] <
2
JT 5728 /5-()ds and (4.36) applied with r = /5 to get

1
[, rmer-ao ([ vstua.yar) o

1
l
< lim sup/ / 85 () ‘/ V8" u(t, y)de|d
hw 1 Re “ VS 0

< /1 T, () (O)ds.

lim sup
J0

Regime ¢ < r. We first note that from the assumption (3.48) we have, for all y € R¢

Iyl r 1

r < _1_7 1 22 < ’
OIS 'y'/ H T S e A e
(4.47)
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We now make use of the identity [ps = [pa fBz(y) to get

1
‘ / fr(y)el-am(/ vahu(r,ymt)dy'
R4 0
1
5/][ Ifr(z)l‘/ Vsu(r, 2)dt
RY JBy(y) 0

We then split the integral into the far-field contribution |y| > 2¢ and the near-field
contribution |y| < 2£. For the near-field contribution, we make use of a dyadic decom-
position and (4.47) in form of | £, (y)| < (Jy| + 1)~¢*! to get

1

/][ |fr<z>|‘/ Vhu(r, 2)dt
Bae /Be(y) 0
1

5/ |fr(y)|'/ V& u(r, y)de
Bz, 0

1
5/ /V(Shu(t,y)dt
B

0
[log,(30)]

1
+ Y / |fr<y)|‘/ Vé'u(t, y)de
=0 B,nt1\Bo 0

(4.47)
<
B

[log>(30)] 2\ 2
vy (4 dy
n=0 B2n+1

which gives the first term in the second r.h.s term of (3.51) by passing to the lim sup
and combining (4.36), applied both with R = 1 and R = 27+ with (4.37). For the
far-field contribution, we make use of Cauchy—Schwarz’s inequality in form of

1
/ ][ Ifr(z)l‘/ Vshu(t, z)dr
R4\Byy /By (y) 0
! 2 \1
5/ (f |fr<z)|2dz) ][ dz ) dy,
R9\By, Be(y) Be(y)

and we get the second term in the second r.h.s term of (3.51) by passing to the lim sup
and combining (4.36), applied with R = £, with (4.37). ]

dzdy.

dzdy

dy

dy

dy

1
/ V(Shu(t,y)dt dy
0

1
/ V& u(r, y)d

0

dzdy

1
/ V§'u(t, z)dt

0

4.3.2 Proof of Lemma 8

We split the proof into two steps. In the first step, we prove a deterministic bound on
qr(T, x), using the energy estimates of Lemma 1 and the control of averages of Vu
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deduced from Lemma 5. The deterministic bound will depend on a random variable
built from an average of r,. In the second step, we prove that the random constant has
stretched exponential moments, using the moment bound (B.1) on r,.

Step 1. Proof that for all » < min{1, v/7} and x € R?

d d
g (T, 0| S 14773 10g(‘/77) (1 + 74 (0) +/ m)rs (ry +x)dy> .
R

(4.48)

A\Bj (x)

Without loss of generality, we may assume that x = 0. We use the definition (2.14)
of g, (T) followed by the triangle inequality, the domination of the Gaussian kernel
g by the exponential kernel 7, and the continuous embedding L>(R?, ,dx) <
LY (R4, 5,dx) to obtain

2.14) T
lgr (M) < / gr(y)dy+/ gr () ’/ Vu(s, y)ds|dy
R4 R4 0

2

-
/ Vu(s, y)ds
0

2

/ Vu(s, y)ds
0

T
51+/ nr(y) /Vu(s,y)ds
RrRd r2
T
/ Vu(s, y)ds

2 3
S+ (/ nr(y) dy) +/ - ()
]Rd R4 2

For the first r.h.s term of (4.49), we use the energy estimate (3.32) in form of

/ nr(y)
Rd

For the second r.h.s term of (4.49), we write with [py = [pa fBr( - and Cauchy—

Schwarz’s inequality,
T
/ Vu(s, y)ds
72

/nr(y)
Rd
N
5/ (][ nr(y)dy) ][
R4 By (x) By (x)

Using the energy estimate (3.32) applied to the equation (2.11) in form of, for all
T>0

dy + / nr(y)
Rd

dy

dy.

(4.49)

2 \?
dy| <1,

2

/ Vu(s, y)ds
0

dy

T
/ Vu(s, y)ds

2

2 2
dy) dx. (4.50)

3
f \Vu(T, y)*dy | <171,
B /7 (x)
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we deduce from Minkowski’s inequality in L?>(B,(x)) and Lemma 5 applied with
R=1,f=1landg:T e R" > T, that, since r < 1

T
<][ / Vu(s, y)ds
B, (x) [Jr

1

N . |
_d 2
ay) <r / (/ IVu(s, y)l dy) ds
r2 Bi(x)

d
<$rIrE () log(L).

~

2

Consequently (4.50) turns into

T
/nr(y)/ Vu(s, y)ds
R4 r

2
It remains to show that

d /T ¢ 2
dy < r 4 log*T) / rE () (][ n?(y)dy) dx.
Rd B, (x)

1
/ rf(x)(][ nf(y)dy>2dx <14rE0)+ / mCrd r)dr.
R4 B, (x) RY\B,
4.51)

For this, we decompose R4 into B, and RY \B; to the effect of

, ) , :
/ rE () (][ n%(y)dy) dx = / rE () (f n%(y)dy) dx
R4 B, (x) r B, (x)

1

d 2
+ / rf(x) (f n%(y)dy) dx.
R4\B, B, (x)

(4.52)

The first r.h.s term of (4.52) is controlled by, using the %-Lipschitz regularity of r, in
form of sup, g 74(x) S 74(0) +7 S 74(0) + 1 and Cauchy—Schwarz’s inequality

1 1
J é(x)(][ n?(y)cW)z‘b‘5(’“?(0)“)’g (/ "f(y)dyygré(o)“
B, B, (1) e

For the second r.h.s term of (4.52), we note that for all x € R? \B; and y € B, (x) we
have 1, (y) < n,(x), so that

1
d 2 d
[, rw (f nf(y)dy) a5 [
RI\B, B, (x) R7\B,

d
= / rZ (rx)n; (x)dx.
R4\B;
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This concludes the proof of (4.51) and the argument for (4.48).

d
Step 2. We prove (3.52). It remains to show that C,(r,x) = 1 + r2(0) +
d

fRd\Bl @ M (y)rZ (ry + x)dy has the desired stretched exponential moment (3.53).
From the moment bound (B.1) of r, and the equivalence between algebraic moments
and exponential moments (see Lemma 9), we have? for any y > 0

(o) <

Therefore,

=

d
pPrlgerg + p 471, g forall p e[l,00) and yeRd (4.53)

d d p %
<<1+rﬁ 0 + / mowE (ry+x>dy) >
RI\B (x)
Ry
<1 —|—<r*2 (0)> +

(4.53) 14 L1y
Sy 1+ (p2Pridlgra + p? Vlld:ﬁ)(lJr/dm(y)dy),
R

dp "
m(y)<r*2 (ry +X)> dy
R4\B (x)

which gives (3.52) by applying once again Lemma 9.

4.3.3 Proof of Proposition 1: suboptimal fluctuation estimates

We split the proof into three steps. In the first two steps we control fRd |8§C; qr(T)|?dx,

using the bound on 8f° "¢qr(T) proved in Lemma 6, treating separately the two regimes

¢ < /T and ¢ > \/_ . In the last step we deduce the desired moment bound (3.42)
from the multiscale logarithmic Sobolev inequality, in form of (A.1), and the moment
bound (B.1) on r,.. We start with preliminary estimates.

Step 0. Preliminary First, we will use several times the following sub-optimal deter-
ministic decay in time of averages of Vu:

d
/ |Vu(r, y)|Pdy < ¢ ((r*y) v 1) ]lkﬁ—i—llbﬁ) 172 forallt € (0, T).
By (x) -

(4.54)

This estimate is a direct consequence of the combination of the localized energy
estimate (3.32) applied to (2.11) with R = /t and Lemma 5 applied with f = 1,
g:t € R" > 72 and R = ¢. The estimate (4.54) is our starting point, as the role
that (3.5) played in the heuristic arguments of Sect. 3.1.

d 1
2 In the case B = d, Lemma 9 gives ((logr(*r%)p) P < p. This implies the loss in p in (4.53) that we
choose to write in terms of powers of p for simplicity.
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Second, we will use several times the following large-scale regularity result: for all
t € (—oo, T]and x € R?

log?(1 + &1

_d 2
(x| +r)2d +r 774r*(x)(x) +g2,(x),

][ Vo' (¢, y)Pdy < rd(0)
Br*(.x)(x)

(4.55)

where we recall that v is defined in (3.44). This estimate is a consequence of the
localized energy estimate (3.32) and the large-scale regularity estimate (3.38). Indeed,
we first notice that v! = Ty (- — T, Nie[1,q] With Ux the weak solution of (3.35) for
e = ¢ and f, = g,. In addition, from the identity (4.4) we get

T—t
vol (1, x) = / Vw(s, x)ds forall (z,x) € (—oo, T] x RY, (4.56)
0
with w = (wk)ke[[l,d]] and wy, solves (4.5) with f, = g, and e = ei. Therefore, in the
regime /T — t > 2r,(x), we use (3.38) (where we bound (”‘T(m v 1)4 < 2r,(0) since

r > 1) in form of

d 2 x|

log=(1 + =+
][ Vo (1 y)Pdy =) ][ Vit — T,y < et )
Br*(X)(x) k=1 Br*(.x)(x) (|x| + r)

Intheregime 2r,(x) > /T — t, we use the formula (4.56) combined with the localized
energy estimate (3.32) applied with R = 2r,(x) in form of

][ Vol (1, y)Pdy §][
By () Bory () (X)

5/ Moo (x — g2 (y)dy.
Rd

2

T—t
/ Vw(s, y)ds| dy
0

Finally the r.h.s is dominated via
/ Moo (¥ — y)g7 (P)dy = / Mo, 0 (x — Y)g7 (y)dy
R4 By (x)
b
+ / Mar, 0 (x — Y)g7 (ydy,
RAB 4| (x)
2
with

/ Moo (X — M2 (Mdy < g3,(x) / M) (Mdy < g3.(x),
B |x| X R
2
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and

/ M. (o) (x — ¥)gr(dy < V’dmr*(x)(x)/ g1, (MY S i, ().
RA\B |y (x) RS V2

s
We now turn to the proof of (3.42). In the following, p € [1, 0co) denotes an arbitrary
stochastic integrability exponent.

Step 1. Regime ¢ < /T Proof that for all £ € [1,v/T) and y < 1

/ 1080 (DPax S 5 (14108 (1) +1og? (D)) Car. 6 (4.57)
R
with
1

1 _d_
sup (CL(r, )7 < o p* P gz + p? L py.

r,e>1

This estimate corresponds to (3.18) in the heuristic arguments of Sect. 3.1. We split
this step into two parts. The first part is devoted to the control of the first four r.h.s
terms of (3.43) and the second part is devoted to the control of the last term.

Substep 1.1 Proof that for all £ € [1, V/T)

T
/ (/ / Vu(t, y)dt
R4 \JBg(x) /0

< 02 (1 +1og? (1) </d rf(rx)glz(x)dX>2> : (4.58)
R

2
8&r (y)dy) dx

and

2
¢ / (/ gr<y>dy) dr + e
R4 Be(x)
1 2
/ (/ |VUT(1,y>|(1+/ Vu(s,y)ds)dy) dx (4.59)
R4 By (x) 0

_lx=z| _
+/ / c ][ 8P + Vo7 (1, y)Pdy dzdx S 644,
R4 JRR4 B¢ (2)

The estimate of the second l.h.s term of (4.59) corresponds to (3.15) in the heuristic
arguments of Sect. 3.1

2
Argument for (4.58) Since r < /T, we split fOT into [ + fr€ and we apply the
triangle inequality followed by Jensen’s inequality, the identity [pq fBz( o = Jga as
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well as Cauchy—Schwarz’s inequality to the effect of

T
(/ (/ /Vu(t,y)dt
R4 By(x) /O
r2
<l / / Vu(t, y)dr
R4 |JO
T 3
n Vu(t, y)de| d / Z(»dy)d
(L L e w)( ] )]

2
For the first r.h.s term of (4.60), we dominate the Gaussian kernel g, by the exponential
kernel 17, and we use the localized energy estimate (3.32) applied to (2.11) in form of

J.

S

2 3
gr(y)dy) dX>

1

2 (y)dy (4.60)

2

1

2 2

/ Vu(t, y)dt
0
2

2
/m(y)/ Vu(t, y)dt
R4 0

For the second r.h.s term of (4.60), since £ < +/T, we have by Minkowski’s inequality
in L2 (B¢(x)) and the decay estimate (4.54)

2 T % 2
/ dy < ( / ( / |w<z,y>|2dy) dr)
Be(x) r2 Be(x)

(4.54)
S () v O o2 (YT,

2 (y)dy

1
‘63,
dy < rz.

(ST

4.61)

T
/ Vu(t, y)dt
r2

so that we finally get, using in the last line the Lipschitz property of r, in form of

d d
supyep, o (ZF2 V1) S (2 v 1) combined with the identity [ iy (p) dr =
X

fRd and change of variables x — -
2
a [ gy
B (x)

T
(/ [ v
R4 JBy(x) |12

e ([ ool [ gouvar)
o(x

1

< pd _d JT 7y (rx) d 5 2
S 2 1log(R7) i T\/l gr(dx | .

1
2
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Estimate (4.58) then follows in combination with the previous estimate, (4.60) and
(4.61) as well as r*((f”‘) V1 S re(rx).

Argument for (4.59) On the one hand, we have from Cauchy—Schwarz’s inequality,
the identity fRd me) = fRd and fRd g2(y)dy < rd:

2

5 1
/ (/ gr(y)dy> +</ |vUT(1,y)|<1+/ Vu(s,y)ds) dY) dx
R4 \JBg(x) Be(x) ’
] 2
5520-’,,—‘14_/ (/ IVvT(lgy)|2dy></ 1+ / Vu(s, y)ds dy)dx.
R4 By (x) Be()

0
(4.62)

Then, using the localized energy estimate (3.32) applied to (2.11) with R = ¢ and the
plain energy estimate fRd Vol (1, y)|2dy < r~4 (the proof is identical as for (4.6))

we get
/ (/ |VvT<1,y)|2dy)
R4 By(x)
1
</ 1+ / Vu(s, y)ds
B(()C) 0

dy) dx
(3.32)

< zd// Vol (1, y)|Pdy dx < €474, (4.63)
R4 JBy(x)

2

On the other hand, by noticing that from Fubini—Tonelli’s theorem, we have for all
measurable functions f : R? — Rt

//6_% f(y)dydzdx
R4 JRd Bi(2)

_ _lx—z]
I/ f(y)/ 14 d]lB[(y)(Z)/ e 2t dxdzdy
R4 R4 R

< / f(dy,
]R"

we get, recalling that [p, Vol (1, y)[2dy <r79,

lx—z]
//e*w][ 22 + Vo7 (1, y)Pdy dz dx
R4 JRA Be(z)

s /R L& +IVT (L yPdy < efr (4.64)
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The combination of (4.62), (4.63) and (4.64) give the desired (4.59).
Substep 1.2 Proof that for all £ € [1, JT )

2

T
/(// |Vu(t,y)||VvT(t,y)|dydt) dx
R4 1 JBi(x)

_ log?(Jx| + 1)
< 2d,.=d 1552 (T4 (0 / d
< og*(T)re (0) Rd"*(”) R

/ﬂd / 4 (rx)g3(x)d (4.65)
—+ e (|x|+1)2d X + Rdr* rx)gs(x)dx. .

For heuristic arguments which lead to (4.65), we refer to (3.17) in Sect. 3.1.
Let N = [logz(T)]. We start by decomposing the time interval [1, T'] into dyadic

intervals [2/, 2/+!] for j € [1, N — 1]. By the triangle inequality, Cauchy—Schwarz’s
inequality and the decay estimate (4.54)

T 2 3
(/ (/ / |W(z,y>||VvT<t,y)|dydt) dx)
RY \J1 JBe(x)
N-1 2j+1 2
/ ( / |Vu(t,y)||VvT(T,y)|dydt) dx
j RY \J2/ By (x)

=

=

j=0

N—1 Qi+l Qi1 3
=S (LOL [ veespwa)( [ [ valepayar)ar
o \Ure N2 I 2 JBuw)

(4.66)

. 1
2J+1 2

@sy N1, 2
< Z 271 / (re(x) vz)d/ / Vol (1, y)Pdydr | . (4.67)
= Rd 2 B

In addition, by the %—Lipschitz property of 7 in form of 7, (x) V€ < infyep, (x) 75 (¥) VE
and supyep () 7+ (V) V € < ri(x) V € as well as the identity Jra fBg(x) dx = [ga
and the property (B.18), we have for all j € [0, N — 1]

1
2J+l1

2
(/ (r*(x)ve)d/ / |VUT(t,y)|2dydtdx)
R 2J By (x)

1

4 2J+1 2
552(// (r*(x)vE)d|VvT(t,x)|2dtdx>
R4 J2J
1

(B.18) 2/+! 2
< ¢z // ][ (re() v O VT (2, y)>dy dr dx
R4 J2J Br*(x)(x)
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. 1
2J+1 2

< s </ (r*(x)v@d/ ][ |VUT(t,y)|2dydtdx) . (4.68)
R4 2J Br*(x)(x)

Then, using the large-scale estimate (4.55) we have

2J+1

f Vo (5. y)2dy ds
2/ Br*(x)(x)

logz(l + @)

ok (rf O+

+ g 0 () + &3, (x)) . (4.69)

Therefore, from (4.68), (4.69) and the change of variables x ’;“, we get

2J+1 %
(/ (r*(x)vz)d/ / |VUT(t,y)|2dydtdx)
R 2J By (x)

10g2(|x| + 1 (4.70)

iod _df 4 d
S22£2r 2 <r*(0)/l%d(r*(rx)v£) (|x|+1)2d

1

+ / (e (0) V O 4y, () dx + / (r*<rx>vadg%<x>dx>2,
]Rd R‘l

which gives the estimate (4.65) by plugging (4.70) into (4.67) and using 94, x)(x) S
rf (x)(Jx] + D724 as well as r*gfx) V 1 < re(x). This concludes the argument for the
first item of (4.58). Finally, we recall (4.53):

dp ;& 74 1+
(re (0)? <) pPrlgry+ p " 1g—q foranyy > 0. 4.71)

Applying (4.71) directly on the random variables involved in (4.58) and (4.65) yields
the second item of (4.58).

Step 2. Regime ¢ > /T . Proof that for all £ € [\/T , 00)

/]R | 0% g, (T)2dx < €4((24(0) + Dy 1 (r, ) Iog?(T) + Dy 2(r) log>(¥L)),  (4.72)

s

with for any y > 0

1 d+1 1
(DY (. 0)7 Sy (PP Lgzq + p? DTy (1 + logh(L)) and

1 _d_
sup(DY ()7 <,y p P Lpzq + p? T 5y, 4.73)

r>1
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This estimate corresponds to (3.26) in the heuristic arguments of Sect. 3.1. We split
this step into two parts. The first one is devoted to the control of the first four r.h.s
terms of (3.43) and the second one is devoted to the control of the last r.h.s term.

Substep 2.1 Proof that for all £ € [/T, o)

2
/ </ gr(y)dy> dx < ¢4 and
RY \JBe(x)
T
/ </ /Vu(t,y)dt
R4 By(x) [J0O

as well as

2
gr(y>dy) dx < 09D, () log? (L), (4.74)

2

1
/ (/ |VUT(1,y)|<1+‘/ Vu(s,y)ds)dy) dx
R4 \JB(x) 0

+ / G2 ,(x)dx < 9D, 1 (r, 0), (4.75)
Rd

where we recall that G, ¢ is defined in (3.46). The estimate of the first 1.h.s of (4.75)
corresponds to (3.21) in the heuristic arguments of Sect. 3.1.

Argument for (4.74) For the first item, we use Young’s inequality in form of

2
2 2 2 d
/R ) ( /B " gr(y)dy> dx = 1188, 1P gy < 18I o 1B 12 ) S €

For the second item, we use for all x € RY, fBg(X) grdy < Jfpagr(Mdy S
1, Cauchy-Schwarz’s inequality applied in form of ( fB@(x) FOegrMdy)? <
fB[(X) gr(y)dy fBz(x) |f(y)|2gr (y)dy and the identity fRd JEB((X) = fRd’ to get

T

/(/ /Vu(t,y)dt
R4 \JBy(x) |J0
T

5// /Vu(t,y)dt
R4 By(x) /O

T 2

5zd/ /Vu(t,y)dt
Rd

gr(y)dy.
0
2
Then, since r < /T, we split the integral fOT into [; + fg and we use the localized

2 2
Jy” vute e g (dy S 1,

2
8&r (y)dy) dx

2
gr(y)dydx

energy estimate (3.32) applied to (2.11) in form of fRd
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to obtain

2
gr(y)dy
2
gr(y)dy

T
/ Vu(t, y)dt
0

L
2
5/ / Vu(t, y)dt
R4 |JO
T
+/ / Vu(t, y)dt
R4 r2

(3.32) T
< 1+/ / Vu(t, y)di
Rd ,,2

Finally, using that [0 = [ga fBr(x) dx and for all x € R\B,, SUPyep, (x) & (V) S

gr(x), in form of
2
gdy < ][ ][
r r(X)

T
/ / Vu(t, y)dt
]Rd r2
+/ gr(x)
R4\B, B, (x)

and Minkowski’s inequality in L%(B,(x)) as well as the decay estimate (4.54) (where
we use that, since r > 1, @ V1 < ry(x)), we deduce

T
/ /Vu(t,y)dt
Rd r2
T 1 2
5][ (/ <][ |Vu(t,y)|2dy> dt) dx
B, r2 B, (x)
T i 2
+/ g (%) (/ (7[ |Vu(t,y)|2dy) dr) dx
R4\B, r2 B, (x)

(4.54)

< <f rd (x)dx + / rf(rx)gl(x)dx> log?(¥L). (4.77)
B, RY\B,

2
gr(y)dy

2
gr(y)dy. (4.76)

2
dydx

T
/ Vu(t, y)dt
r2

T
/ Vu(t, y)dt
.

2

2

dydx,

2
gr(y)dy

Finally, applying (4.71) on the random variable involved in (4.77) yields (4.74) with
the second item in (4.73).

Argument for (4.75) We start with the first Lh.s term. We distinguish between the
generic case £ > r,(0) and the non-generic case £ < r,(0).

Regime ¢ > r,(0). We split the integral into the far-field contribution |x| > 4¢ and
the near-field contribution |x| < 4¢£. For the far-field contribution, we write using
Cauchy-Schwarz’s inequality, the localized energy estimate (3.32) applied to (2.11)
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with R = £and T = 1, the identity fRd\BM JBoo) S 4 fRd\Bn as well as the property
(B.18)

1
/ (/ [vol (1, y)| ‘1 +/ Vu(s, y)ds dy) dx
R9\By, By(x) 0
<[ ([ wrawrae)([ e
Rd\Bu By (x) By(x)

1 2
/ Vu(s,y)dy‘ )dx
0
(3.32)

< o / / Vol (1, y)[2dy (4.78)
RI\Byp /By (x)

< 62"/ Vol (1, y)Pdy
R4\Bj3,

2

(B.18) 2d )
< ¢ / ][ |VvT (1, y)| ]le\B% (y)dy dx. 4.79)
R4 Br*(x)(x) i

By the %-Lipschitz continuity property of r, and the assumption r,(0) < £ one has
B, (xy(x) N R4 \B3y Z#0 = x € Rd\Bg. Indeed, by contradiction and recalling that
£ > ry(0),if x € Bythenr,(x) < r*(0)+|%‘ < %E sothat B, () (x) C Be+§e - B%e
and consequently B, (y)(x) N R¥\B3, = . Hence,

/ ][ Vol (1, y) T ga\g,, (v)dy dx
R JB,, (x)(x)

5/ f Vol (1, y)Pdy dx, (4.80)
RI\By J B, () (x)

and the above inequality, with help of (4.55) reduces to

2

1
/ </ |VvT(1,y)|‘1+/ Vu(s, y)ds dy) dx
RY\Byy \J/Bg(x) 0
562‘1/ ][ Vo (1, y)|?dy dx (4.81)
RI\By J By, (x)(x)
(4.55) log2(1 + &l
,S €2d l’f(O) g ( zrd)
RA\B, (Ix|+7)
+ / iy ey () + / g%,(x)dx>, (4.82)
R4\B, R4\By

For the near-field contribution |x| < 4¢, using Minkowski’s inequality in L2 (Byy),
Fubini—Tonnelli’s theorem, the property (B.18) and the assumption £ > r,(0) in form
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of (4.44), we write
1

1 2 2
(/ (/ |VvT(l,y)<l+‘/ vu(s,y)ds>dy> dx)
By By(x) 0
1
5/ (/ |vUT(1,y)|2<1+’/ Vu(s, y)ds
R4 By 0

2 2
) 1, x) (y)dx) dy

|
56%/ Vol (1, y)| (1+ ‘/ Vu(s, y)ds )dy
B.18) 1
< E?/ ][ |VUT(1,y)|<1+‘/ Vu(s,y)ds)]lgsg(y)dydx
Rd B,*(X)(x) 0

(“444) 1
< £7/ ][ |VvT(1,y)|<1+‘/ Vu(s,y)ds)dydx. (4.83)
B7e Br*(x)(x) 0

Then, from the localized energy estimate (3.32) applied to (2.11) with R = r,(x) and
1

T =1, we have
1 2 2
][ 1+ / Vu(s,y)ds| dy] <1,
Br*(x)(x) 0

consequently, by Cauchy—Schwarz’s inequality and (4.55), (4.83) turns into
1

1 2 2
(/ </ |VvT(1, y) (1 + ‘/ Vu(s, y)ds )dy) dx)
B¢ Be(x) 0
%
/ (7[ vol (1, y)|2dy) dx (4.84)
B7e Br*(x)(x)

o 4 log(1 + 11 1
set(no [ e [ gwac [ o). @)
(* By ([ +1) By 00 Bi

SES

S

Regime ¢ < r,.(0). We use the estimate (4.59) and we bound one £¢ by rf (0) and r ¢

by 1.
We now turn to the second l.h.s term of (4.75). The first term in the definition (3.46)

of G, ¢ is bounded as follows. By definition of 7 ¢(1,)(0), that we recall here

1
1 2 2
Tx,z(nr)(0)=</ nr(2) <1+ / Vu(t, z)dt )dz>
Be(x) 0
(I 1 )
+/ —/ (/ 7]r(Z)|Vu(S,Z)|2dZ> ds dr,
o 1—1J; Be(x)
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and the localized energy estimates (3.32) as well as (3.33) applied to (2.11),
Minkowski’s inequality in L?(R¢) (exchanging the order of integration in the s and x
variables) and the estimate [p, fBe ) < Jga» we have

1
/ 72,01 O)dx < ¢4 (14 / nr(y)‘ / Vu(t, y)di

Rd R4 0

1 1 1 2
+</ —/ (/ nr<y)|w<s,y>|2dy) dsdt)
o 1—=1/; RY
(3.32),(3.33) 1 _ 2
< (1 + (/ llif)dt) )ged. (4.86)
y 1=

For the other term in (3.46), we can use previous estimates. To this aim, we need
preliminary inequalities and we distinguish between the two regimes £ > r,(0) and
£ < ry(0).

2
dy

Regime ¢ > r,(0). For the far-field contribution |x| > 4¢, we make use of Cauchy—
Schwarz’s inequality in form of, for all x € R¢

1 2
2
( /R o (ﬁ ARG z>|2dz> 7},5(77@)()’)(1)’)
40 ey

< / T 00 ()dy / ][ Vol (1, 2)Pdz T e (o) (n)dy.  (4.87)
RY\Byy R7\By¢ /By (y)
Next, we have

/R Ty £ € (4.88)

Indeed, we first split the integral into two contributions

/ T etre)(n)dy = / T e ()dy + / T () (n)dy.
R4 By (x) R4\Boy (x)

On the one hand, since from the localized energy estimate (3.32) applied to (2.11) with
R = £ we have supycga Ty, ¢(1e)(y) <1+ fol %dr < 1 (we bound the integral
fBg(x) by [« in the definition (3.47) of Ty ¢ (n¢)(y)), we get

/ T e (dy < 2.
Bo(x)

On the other hand, forall y € Rd\Bzg(x) andz € By(x) wehave |z—y| > |y—x|—£€ >

|yz;x| and thus n¢(z — y) < n2¢(y — x). Therefore, the localized energy estimate (3.32)
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applied to (2.11) with R = ¢ yields

1

1 2 2
/Vu(s,z)ds dz)
0
1 1 3
+/ —/ </ |Vu(s,z)|2dz) dt
o 1—1tJ; Be(x)

d
2

1
Se2n5,(y — x).

T () (0) < 13 (3 = x) </ 1+
Be(x)

Consequently,

d 1
/ Ty e(ne)(y)dy S €2 / N3, (y — x)dy < €4,
RI\By¢(x) RY\Boy (x)

and this concludes the argument for (4.88). The combination of (4.87), (4.88) and
the estimate SUP \ cRd fRd Teo(me)(y)dx < ¢4 (which can be proved with the same
computation as (4.88) by exchanging the role of x and y) leads to

1 2
2
/ (/ (f |VvT<1,z>|2dz> Tx,m)(y)dy) dx
R4 R4\Byp By (y)

(4.87),(4.88) d T 5
S ¢ / / 7[ Vo' (1, 2)|7dz Ty ¢ (ne) (y)dy dx
R4 JRI\Bag JBe(y)

5@2‘1/ ][ Vo (1, 2)|*dz dy dx,
RY\Byy /By (y)

and we then proceed as we did from (4.78) to conclude. For the near-field con-
tribution, we make use of Minkowski’s inequality in L?(R?) and the estimate
SUP |, cRd fRd ’2;2 (M) Mdx < ¢4 (obtained the same way as (4.86)) to obtain

) 2
/ (/ (][ |VUT(1,z)lzdz)zﬂ,z(ﬂr*(y))(y)dy) dx
R? B Bri(n )
3 1 2
=< (/ (][ |VUT(1,Z)|2dZ) (/ z%g(ﬂr*()v))(y)dx> dy)
B7e BroinO) R
1 2
5£d</ (][ 'WT(I’Z)'ZdZ)Zdy> ’ (4.89)
B7e Y JBrn ()

and we then proceed as we did from (4.84).

Regime ¢ < r,(0). In this regime, we use the estimate (4.64).
To conclude, the combination of (4.82) (together with fRd\Bg g%r (x)dx < ¢~ and

1
Nar, o (1) S rd (0)]x|7), (4.85) (together with [ g, (y)dy < Tand 1, (x) S
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d
P2 T ) (x] + 17471, (4.59) and (4.64) gives (4.75) with

log?(1 + 11
D, 1(r, ) = rd(0 +rdoed/ —
16O =R O+HO |

10g(1+M) ’ dy1 e 2
+r{ 0 / T )+ (/ ¥ 4L -d-1g )
i )( B, (x| +r) x) Bnr ) (|x] ) .

rd(x)
d
+rd (0 )/ CEE (4.90)

dx+zd/ rd () |x| 7 dx
R4\By

Applying (4.71) on (4.90) followed by a polar change of coordinates and the change
of variable p — £ yields

1 (471) d+1 1
255 1
(DL \(r )7 Sy (P P lgsg + p? D5
2

~+00 7 Jog(1 + 2
/ ep (/ g(—d) “ldp +1> de
1 o (p+n)

d+1
< (p2ﬂAd1ﬂ;£d + p2(1+g)(1+)/)]lﬂ:d)log2(1 +7 fé)
2

+00 7%
/ 1P / o+ D44 dp+1]| de.
1 0

We then estimate the integral in the integrand of the r.h.s by

7¢ 7¢
(p+ 1) p?tdp < / p?~'dp +/ pldp S 1+1og(7h),
0 1
which yields the first item in (4.73).
Substep 2.2 Proof that for £ € [/T, 00)
2

T
/(// |Vu(t,y)||VvT(t,y)|dtdy) dx
RY \J1 JB(x)

< 08108 (T)(r24(0) 4 Dy 1 (r, £)), (4.91)

where we recall that D, 1(r, £) is defined in (4.90) and satisfies the first item of (4.73).
For heuristic arguments which lead to (4.91), we refer to (3.25) in Sect. 3.1.

For the proof of (4.91), we argue as previously and we distinguish between the generic
case £ > r,(0) and the non-generic case £ < r,(0). We mainly make use of previous
ideas and estimates.

Regime ¢ > r*(O).. As in Substep 1.2, we decompose the time interval [1, T'] into
dyadic intervals [2/, 2/7!] for j € [I, N — 1] and N := [log,(T)| and we write by
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the triangle inequality

2

T
/(// |Vu(r,y>||VvT(r,y)|drdy)dx
R4 1 By (x)

N-—1 9J+1 2
- /(/ / |Vu(r,y)||VvT<r,y)|dydt> dx
=0 R4 27 By (x)

(4.92)

We split the integral in the r.h.s of (4.92) into the far-field contribution |x| > 4¢
and the near-field contribution |x| < 4£. For the far-field contribution, we write for all
J € [1, N —1], using Cauchy—Schwarz’s inequality, the decay estimate (4.54) applied

for £ > «/7
2j+1 2
/ / |Vu(t, )||VoT (¢, y)|dydr | dx
RY\Byg \J2/ Be(x)

@sdh 2/t . 5
< 92 1/‘ / / Vo' (¢, y)|°dy dx dz.
2] R4\By¢ JB¢(x)

We then argue as from (4.78) to (4.79), (4.80), (4.81) and (4.82) (noticing that the
evaluation at time 1 plays no role in the estimates) and finally obtain

0j+l 2
/MB (2_ /B()|Vu(t,y>||VvT<t,y)|dydr) dx
40 Y e(x

log?(1 + &
<o (o [ EUE Dg [ )
~ * 2d *

RAB, ([x[+7) R\By

and we conclude by summing over j € [1, N — 1], which gives (4.91) for |x| > 4¢.
For the near-field contribution |x| < 4¢ we write, using Minkowski’s inequality in
L2 (B4¢), Fubini—Tonnelli’s theorem, the property (B.18) and the assumption £ > r,(0)
in form of (4.44)

2J+1 2
/ / IVu(t, y)||Vol (¢, y)|dydr | dx
By 27 Be(x)

2Jj+1 %
/ _ / (/ |W<t,y>|2|VvT<t,y)|2113[<x><y>dx) dy dr
2i R4 \J By,

L

Bl —

IA

AN
ol

2j+1
/3/2 |Vu(r, »IIVoT (2, y)|dr dy
5¢ J
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2J+l1

B.18)
< ef/][ / IVu(t, DIV (1, ) Lpg (y)de dy dx
R4 Br*(x)(x) 2

J
2J+l1

444) 4 -
< ¢z [Vu(t, y)||Vv® (¢, y)|dt dy dx. (4.93)
B7¢ /By (x) /2

j
Then, from the decay (4.54), we have
1

2Jj+1 2 ;
][ |Vu(r, y)Pdydr | <272, (4.94)
2J Br*(x)(x)

Thus, by Cauchy—Schwarz’s inequality and (4.69), (4.93) turns into

2J+1 2
/ / IVu(t, y)||Vo' (¢, y)ldydr | dx
By 2J Be(x)
2Jj+l1 ;

X 2
skt | foowTeniya) a
B¢ 2/ Br* (x) (x)

@69 4 [ 4 log(1 + 1) 1
2r2(0) — - dx+/ nz (x)dx+/ gor(x)dx |,
(”‘ B (6l +7) By B

1
and we deduce (4.91) for |x| < 4/, since an gr(x)dx <1, njr*(x)(x) <
d
r*2+l(x)(|x| + 1)~~! and by summing over j € [0, N — 1].

Regime ¢ < r,.(0). We use the estimate (4.65) which holds for £ > JT by removing
rf (rx) and rf (x) in each integral in the r.h.s (by using (4.54) for £ > VT ) and we

estimate ¢4 by rf (0) as well as r4 by 1.

Step 3. Proof of (3.42) and conclusion We have from the multiscale logarithmic
Sobolev inequality in form of (A.1):

400 S\ 7
(l-(T) = (g, () |P>55ﬁ<( /1 ) /R d|a£?‘eqr(T>|2dxdz) > ,
(4.95)

We follow the heuristic arguments done in (3.19) and (3.27) of the Sect. 3.1. We split
the integral over £ into two parts.
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(1) In the regime £ < VT we use (4.58):

1

JT , Y
<</1 z—dn(z)/Rd |a;‘j;q,(T)|2dxdz> >

(4.58) VT g p
< r—%(l + log(T) + log(JTT)) <(/ e (0)Cu(r, K)d@) >
1

1

2.6 VT 1 2
40+ 1og(T) + 10g (3D ( / (=18 (CP(r, )7 de

1
458 4

_a d
Sy (PP ga+ p 7 poa) r2 (1 4 log(T) + 10g(£))ﬂﬁ(T)» (4.96)

by the definition (2.19) of ug(7T).
(i1) In the regime ¢ > VT we use (4.71), (4.72), (4.73) and the change of variable

l— JLT and the fact that r < VT in the last line:

1

+00 g L
<</ﬁ o /Rd 9%, (T) 2dx de) >

(4.72),(2.6) +00 5 %
< log(T) ( /f Elﬂ(rfd(O)JrD*,l(r,ﬂ))dﬂ)

T

1 1
> +o00 b3
+1og(*L) <D§2(r)>1 (/ elﬁde>
: JT

2

+o00 1
< T~ 1og(T) (/ ¢1-p <(rf(0) + Dy (r, z«/?»l’}” dE)
1

1
P P
+log(*T) <Df,z(r)>
@73),47) dil 1
<, 5 Mﬂ(T)((p/S/\d ]15#+p(1+d)(1+y)]1ﬂ=d) log(T)(l—Hogz(\/TT))

_d_
+ (PP g+ 0"V 1pma) log(¥D) ). (4.97)

The combination of (4.96) and (4.97) gives the desired bound (3.42).
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4.4 Proof of the main results
4.4.1 Proof of Theorem 1: fluctuations of the time dependent flux

We only give the argument for the flux g(7T'), the computations for ¢ (7") are done
by a straightforward adaptation of the argument of this proof and the ones to prove
Lemmas 6 and 7.

Our first goal is to remove the log(7T') correction in the r.h.s of (3.42), which will
lead to (2.18). To this aim, we first use the [2-L! type estimate of Lemma 3, which

allow us to make the link between the 7~ 2 decay of the fluctuations of (¢,(T', -)), _ /7

proved in Proposition 1 and the decay in 7' of moments of (fRd nr|IVu(T, ')|2)R>ﬁ'
This yields an improvement on the decay in 7', see (4.98). With this new decay in
hand, we are able to obtain optimal estimates in scaling. The price to pay in this step
is a small loss of stochastic integrability. Our second goal is to prove estimate (2.21).
This does not require new ideas and this is done by dominating carefully the terms in
the derivative (3.49) and by using some estimates already established in the proof of
(2.18).

Proof of (2.18) We split the proof into three steps. In the following, p € [1, co) denotes
an arbitrary stochastic integrability exponent.

Step 1. Improvement of (4.54) Proof that for all x € RY, T >1lande € O, 1
/ ( \Vu(T, y)[Pdy < ¢4 (rf(x)nkﬁmbﬁ) DF(T. €, x)n; 4(T), (4.98)
Be(x) =

with

logé(T)T~'=¢%  if B <d,
ne.p(T) = | log2*(T)T~'=*%  if g =d, (4.99)
log®(T)T~1=*%  if B > d,

and for some stationary random field D, (T, ¢, -) that satisfies for any y > 0

1
sup (DT, €. 0))" <y p*7, (4.100)
(T, 0,x)eR+x[1,00)x R4

where «, as in Proposition 1. We have from Lemma 3, Minkowski’s inequality in
Lf_ )(Q) and the stationarity of g,: forall 7 > 4 and R > JT

1
5\»
<(/R nsz(y)IVu(T,y)lzdy)z>

<1 NN P
ST ][Ifo ($> /Rdnzze(y)lqr(t,y)—(qr(t,y)>|dydrdt
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T d
<! ][7 ][ﬁ ") PV dr dr (4.101)
— —_— t) — t . .
~7] ], 7 lgr () — (gr(D)] r
Then, we split the integral over [0, /1] into the two contributions 7 < l and 1 <r <
Jt
JT

(i) For r <1 we use (3.52) and the change of variable r — *~~:

][ \/—/ ( ) lgr(t) — (Clr(f))|p>% dr dt

(G5 1 z L,
< pwrTicg ][ —/ (r7+10 ﬁ)drdz
p r Vil g(%-)

< 1 1_d +00 2 1 d 1
Np"vT4(/ r(1+o(r)>r+—)
JT & VT
L3 4
Sp T2 4 log(T). (4.102)

(ii) For 1 <r < 4/t we use (3.42) and the change of variable r > @:

1 51 V7, g pidd
7][1 E/i <\_/;> (lg- @) = (gr())|P)? dr dt

(3.42)

T
71 Vi
< p® log(T)T~\—% T][—/ log?(¥L)dr dr
p" log(T) u,s()%\/;1 g (%)
\/E
o -1 2 2, 2
< p*log(T)T 2ng(T) r—“log”(r)dr
1

< P log(T)T 20y (T), (4.103)

where 7 is defined in (2.25).
The combination of (4.101), (4.102) and (4.103) yields that for all x € R4 and R >

VT

][ \Vu(T, y)Pdy < DT, R, x)log*(T)n3(T), (4.104)
Bgr(x)

fo () V(T ) Pdy

WhCrCD (T R ) log(T)T—lz(T)

has the moment bound (4.100). This implies,

from Lemma 5 applied with f : t € R} +> log’(t) and g : t € R} 1~2% that,
forall £ < /T

| 1vutr Py S a0 (BT VT )
B (x)
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T
v][T D2(s, /5, x)ds) log> ()T~ n}(T). (4.105)
2

By interpolatmg between (4.54) and the combination of (4.104) and (4.105) as well
as using that = x) Vv 1 < 2r,(x) in the last line, we finally obtain for all ¢ € (0, 1)

1—¢ &
/ Vu(T, y)2dy = ( / VT, y>|2dy) ( / VT, y)lzdy>
By(x) By (x) By(x)

(4.54),(4.105) re(x) d
d *
st << 7 Vl) Leeyr + eyt

T20ODE(T, €, x) log™ (T)T g (T)

=20 (101 + e ) DI (T, £ 002 5(T),

with 7. g defined in (4.99) and D, (T, ¢, x) := max {ﬁ*(T, €, x), DXT,JT,x)v
fZT 253 (s, /5, x)ds} which satisfies the moment bound (4.100).
2

Step 2. Equipped with (4.98), we improve the estimates (4.58) and (4.72) for the

control of (x, £) = [pa |8£°tgqr(T)|2dx (corresponding to the substeps 1 and 2 of the

proof of Lemma 1). We split this step into two parts, one for the improvement of (4.58)
and an other for (4.72), treating separately the two regimes £ < /T and £ > +/T.

Substep 2.1 Improvement of (4.58). Proof that for all ¢ > 0 and £ < /T

> . 2
/R 01%4q, (T) 2dx < ewrd(l e )+ (D280 p QN e, D) )

Jj=0

(4.106)
where
+o00 2
Eae(r, £) 2=/ rd (rx) / Dy(t, £, rx)ne p(t)dt ][ g1(y)dy dx, (4.107)
R4 1 By (x)

16

and
Fine(r, 0) = (fRd rf(x)( 2 peq e, x)dt) (4.108)

I, () | rdte@)es d e log?(1+12h
(fR (P + e Lromaco Jrd Or S by

1

2
o ﬂ;w +r g%r(y)dy>dx> :
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The estimate (4.59) is unchanged and gives the first contribution in (4.106). We improve
the estimates (4.58) and (4.65) (corresponding to the estimate of the second and last
r.h.s term of (3.43), respectively). On the one hand, noticing that from Minkwoski’s
inequality in L%(R%) and (4.98) as well as r > %, we have for all x € R?

T
/ Vu(t, y)dt

2

2 T % 2
dy < (/ (/ |W<r,y>|2dy) dt)
r2 By (x)

(4.98) +00 2
S erd(x) DEt, £, x)me.p(0)de |
1

/Bz(X)

L
6

thus we deduce from (4.60) and (4.61) that

1

T 2 2
/ Vu(t, y)dt| g (y)d)’> dx)
0

(1.0,

1
2 2
(4.60),(4.61) r
SR / (/ / Vu(t, y)dt dy)(/ gf(y)dy)dx
R4 By(x) |/r2 By (x)
“-98) d, —4 d d 2 1
< rTr 402 (/ r*(x)j,,,g(x)/ g,(y)dydx) , (4.109)
R4 By (x)
where

“+o00

16

2
Tae(x) 1= ( Df(t,ﬂ,x)ng,ﬁ(t)dt> .

Using the change of variables x + < in the last r.h.s term of (4.109), this gives the
term &, ¢(r, £) defined in (4.107). On the other hand, noticing that, by monotonicity
of 1 € R} > n p(1), forall j € N, we have

2j+l 2j+1
/ Dy (. L. x)n7 4 (0dt < nf g(27) / DX, ¢, x)dr,  (4.110)
27 ’ ' 2

J
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we deduce from (4.66) and (4.98)

(/ (// |W(r,y)||VvT<t,y)|dydr> dx)
R4 1 By(x)

g T . 271
<Y e p@)) / rd (x) / DF (1, £, x)dt 4.111)
i R4 2]

1
2J+l1

2
/ Vol (¢, y)|Pdydrdx | .
2 By

It remains to control the r.h.s integral of (4.111) by 2jr_dfj,*,g(r, £), where
Fjwe(r, £)is defined in (4.108). To this aim, we note that, by the %—Lipschitz property
of r,, we have for all (x, y) € R2d

Bix)NBry #0 = |y —x] =3(r«(x) V0. (4.112)

Indeed if there exists z € By (x) N B,,(y)(y), we have by the triangle inequality

1
y=xl=ly—z+lz=xl =nM+=r)+ly—xl+¢

and thus (4.112) holds. Then, we use the property (B.18) and the decomposition, for
all x € R, Jra = fBl(x) +fRd\Bg(x)’ to obtain

2J+1

T 2 ®.18) (2" T 2
/ Vo' (¢, y)|°dydr < / / 7[ 1B,y (2)IVV' (¢, 2)|°dzdy dt
J2i JBux) J2i JREJB ()

2J+1

5/ / ][ |VoT (¢, 2)*dz dy dr
2i Be(x) /Bry () ()

2J+1

+/ / ][ 1p, ) (2)| VT (¢, 2)[*dz dy dr. (4.113)
27 RABy (x) J By (1) ()

Next, we make use of (4.112) to bound the second r.h.s term of (4.113) with

2J+1

. /d ][ 1,0 (2)|VVT (¢, 2)|*dz dy dr
27 RABg(x) /By (3)(»)
it 4.114)

Sewvor [ el wie ey
2] Rd\BZ(x) Br*(y)(y)

The combination of (4.113) and (4.114) (where we bound (ri(x) V p)dte <
ed+erdTe(x)) as well as (4.69) (where we bound 74y, (o) (x) < ré(x)(|x| + 1)729)
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proves that the r.h.s integral of (4.111) is indeed bounded by 2/r~¢F jxe(r, ) and
this concludes the argument for (4.106).

Substep 2.2 Improvement of (4.72). Proof that for all ¢ > 0 and £ > /T
/ 10ar (T Pdx < 0! (D*,l(r, 0) + D) log* (D)
R
™= j . 2
(D280 M 0)) ) (4.115)
j=0

with D, 1 (r, €) and D, »(r) as in (4.73),

Hjwer, 0) = €H o o (r, €, RN\Bag) + r8(0)Hj 4 e (r, £, RY)

2j+l %
+ / / D2 (1, £, x)dt
B7e 2J

d
log(1+ 5y 27 ()

d
2
O T T e

+ g2 (x) | dx,  (4.116)

as well as for all open subsets I/ of R?

2J+1

Hjouer 0 U) = (/ (/ ng(t,é,x)dt>
u 2J

il
Ig,(y) | réte@es g glog?(1+ 12
+ Lpa ) Oyd——r°¢g
) </]Rd ( ¢d ly —x|d+s RA\By (x) 7 (O)r (vl r)2d y

1

., '
) rigs, (y)dy>dX) g

Iyl + D

The estimates (4.74) and (4.75) are unchanged and give respectively the EdD*,z(r)

10g2(“/77) and EdD*,l(r, £) contributions in the r.h.s of (4.115). We improve the
estimate (4.91). We argue differently between the generic case £ > r,(0) and the
non-generic case £ < r4(0).

Regime ¢ > r,(0). We have from (4.92)

2

T
/ (/ / |Vu(r,y)||VvT<r,y>|dydt) dx
R4 ANJT B
2
+00 i+ 2 1
= / / / |Vu(t, )1Vl (¢, y)|dydr | dx
im0 \/RI N2 IBe)
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We then split the argument between the far-field regime |x| > 4¢ and the near-field
regime |x| < 4¢. For the far-field regime, we use Cauchy—Schwarz’s inequality com-
bined with (4.98) (applied for £ > JT ) and (4.110) to the effect of

2Jj+1 )
/ ( / IW(t,y)IIVvT(t,yndyd;) dx
RI\Bye \ J/2J By(x)
i+ St
= / (/ / 'V”(”y”zdydf)(/ / |VUT(I,Y)|2dydt>dx
R4 27 By (x) 0j Bo(x)
(4.98),(4.110) ' i+l
S zd,,g’ﬂ(zl) / D21, €, x)dr
R4\Byp \J2/
2Jj+1
/ [VoT (¢, y)|dy dr dx. @.117)
2 By (x)

j+1
This then gives the first term of (4.116) by dominating fz’i’ ' Jo,0 IVOT (1, p)Pdy dr
using the arguments for (4.113) and (4.114). For the near-field regime, we use (4.98)
and (4.110) in form of

1

Qi 2 ? 499,110 N e I
][ Vatt s S o)) /2 D2 (1,0, x)dr | (4.118)
Brio) () j

2
which has the effect of, combined with (4.93) and Cauchy—Schwarz’s inequality

1
i+l 2

2
/ ( / |W<z,y>||VvT<z,y>|dydr) dx
B¢ 27 Be(x)

2J+l1

/7[ / Vute, WIIVYT (¢, y)lde dy dx
B7¢ J By () (x) /27
2J+l1 .

@18 ' 3
< 030 / D2, 0, x)dr
By, \J/2/

1
2J+1 b

2
(][ / Vo (¢, y)|dr dy) dx, (4.119)
Br*(x)(x) 2J

(4.93)
< ¢

[S/EW
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and yields the third term of (4.116) by using (4.69) (where we use 94, (x)(x) S
rd () (xl + 172,

Regime ¢ < r.(0). For the non-generic case £ < r.(0), we use (4.111), (4.113),
(4.114) and we bound one ¢4 by rf (0) which gives the second term of (4.116).

Step 3. Proof of (2.23). We have from the multiscale logarithmic Sobolev inequality
in form of (A.1), for all p € [1, c0)

1
1 +o0 2\ 7
(lg-(T) = (g, (1)) 1P)7 < “/_<(/1 Z_dn(Z)/Rl|8§°2q,(T)|2dxd£> >
<VPT.; Izﬁ), (4.120)
with

1

o\
I‘ﬁ;=<</l 0 n(Z)/ |8f°£qr(T)|2dxd£) > and

oo 5\
ij :=<</ﬁ e—dn(z)/R chzqr(T)lzdde> > )

We then treat separately the two terms above.

(1) In the regime ¢ < VT we use (4.106) combined with Minkowski’s inequality in
LY (Q):
()

(4.106)

1 J vro g j ’ )
Ip S 12 (/ en(e)(l+5,,g(r,e)+(227715./5(2’)?%*-5(”0) )dg)
1 :
j=0
o da \/T
eo r_jf(/ gd—l—ﬁ<1+(5f.g(r,f)>%
1

(Xt o)) Ju)

ol—

<t ﬁ(T)<1+sup(Sf£(r K))Zl’ +sup225nsﬂ(2])< Fh £ 5)>T)’ (4.121)

>1 j=0

by the definition (2.19) of ug.
(i) In the regime £ > /T we use (4.115), Minkowski’s inequality in L‘Z () and the
fact that r < ﬁ in the last line:

+00
S <( /ﬁ 7(0) (D*,l(r, 0)+ Dy () log? (L)
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+<Zzzﬁaﬁ(2])7{j*s(r 0) ) )g>’l’

(256)< mﬁ_l_ﬂ((”il(r, 0)7 +{00,0))" 102

+( °: fnep @ (1] o0 e))2")2>dg>é

Sr‘g;(T)<(/l+ooe—1—ﬂ <Dgl(r,gﬁ)))% de)%
T

+00

+sup222n8ﬁ(21)< J”*E(r z)>21> (4.122)
>

j=0

It remains to show that, for all ¢ € (0, 1)

sup (€00, 0))F + 3up222neﬁ(2f)( 0 0)7 S P 10g(U),

>1 j=0
(4.123)
and
+o0 ; 2 1
(/ 18 <Dfl(r,eﬁ)))ﬁ dZ) +log(JTT) Sup( 2(r)>T
1 ’ =t
—i—supZZ2 e, ﬁ(2/)< /p”(r €)>27 o

<p W“(l +1log?(¥L)).

This ‘is a direct consequence of the combination of (4.100), (4.71) and
7202 ne(20) S 1. O

We now turn to the proof of (2.21). The proof does not require new ideas and essentially
uses estimates previously established.
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Proof of (2.21). We use the same notations as in the previous proof. We split the proof
into two parts, treating separately the two regimes £ < r and £ > r. We start with
preliminary estimates.

Step 0. Preliminary First, we will use several times the assumption (2.20) in form of
(4.47), that we restate here:

r 1
A
(yl+ D7 (yl+ D1

NGBS forall y € RY. (4.125)

Second, we note that from (4.125), we have

1 1
/ 10 Pdy < / oy £ / ———dy
R B, (y| + D2@D revg, (y1+ 1)

1 ford >3
< >3,
~ { log(r + 1) ford =2, (4.126)

and

1
lfr()idy S 1 /—d
/Bz Sr()ldy t<r b, T+ DT y

1 1
tre ([ e [ )
="\ s, (yl+ D)d-1 BB, (V] + D7
S ey +r(1+log(t + D) Les,. (4.127)

Therefore, by arguing the same way as for (4.55), using the system (3.50) and the
estimate (3.39) instead of (3.38) (since from (4.125), (3.37) holds) as well as the
estimate (4.126), we have the following large-scale regularity estimate: for all t €
(=00, r?) and x € R4

r2log?(1 + |x|) . 1
(x| 4 1) (Ix] + 1)2@=D

+(1 +1og(r + DLg=2)nar, (1) (x) + f3.(x). (4.128)

7[ IV (¢, x)2dy < rd(0)
Br*(x)(x)

Step 1. Regime ¢ < r. Proof that foralle > 0and ¢ < r
’
/]R [ 10q (2w frPdx < (r:’ (O)(1 +1log(r + Dlg=2) + €2(1 +log(; + Dla=)
+ M*,l(r’ E) + M*,Z(r’ 6)

oo |
+ (Zzén&ﬂ(zf)/cj,,,g(r,@)2), (4.129)

j=0
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with
[log, (30)] X 2
M1 (r, €) =14+ N,y o (r, €, 1) + ( > 2Nt 2”“))
n=0

[log, ()]

+ed YT 2N, (e, 2 (4.130)
n= Llogz(E)J
+00

+ rzgd Z 2ind./\/*yg(r, l, 2n+1)’

n=_log (")

2 2
where for all p > 0, N .(r, €, p) = r(0) ( I e, p,O)ng,ﬁ(t)dr) (where D,
has the moment bound (4.100)) and

Zlog?(1 + |x]) 1
Moo (r,0) == dozd/ . A
2= O f e e+ D2 (el 2@ D

d

rye () d 2
+(1+1og(r)]1d:2)zd/ LS / £2 (x)dx
ri\B, (Ix| + 1) RI\B, o

4 rlog(l + |x|) 1 )2
72O (/B CED N

2

441 2
+ (1 +log(r)lg=2) / r*—(x)dx +( ) (X)dX>
- By, (x| + Dd+! B¢ ' 7
(4.131)
as well as
d
Kje(rs ) = Kjae(r, €, RN\Bag) + 12 (0K v e (r, £, RY)
2J+l1 %
+/ (/ Dfs(t,ﬁ,x)dt)
By, 27
(4.132)

1
+ (1 +log2(r)ly=2)

d¢  rlog(l+ |x]) 1
<” O~ D7 "+ Dt
)

T + for(x) | dx,

with for all open set I/ of R¢

2J+l1

1
| _ - 3 1, x)(y)
Ko s €, U) = (/U</2/ D (1, ¢, x)dr ) (/(—ed
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r2log(1 + |y]) 1

d+e e
re e (x)L d
—1 0
ly — x|+ mcn )7 O I+ D% " (4 12D
r{ () :
+ (1 +log(r)14=2) (|y|* 1t ff,(y)dy)dx) :

We split this step into two parts. The first part is devoted to the control of the first five
r.h.s terms of (3.49).

Substep 1.1 Proof that for all £ € [1, r)

2 2 2
/ (/ |fr<y>|dy) dx+/ (/ / Vult, y)di |fr(y>|dy) dx
R4 By(x) R4 By(x) 0
SOM A, 0), (4.133)
and
[log,(30)] 2
2 n
/IR T2, (00 + /R | Xm0 o
1 2 (4.134)
+ / (/ (][ |fr<z)|2dz) T},e(ne)(y)dY> dx
R4 R9\By, Be(y)
<l 421+ log(% + Dlym)).
as well as

2

1
/ (/ |Vv’2(1, | (1 + ‘/ Vu(s, y)ds >dy> dx
RY \JB(x) 0

+/d G} y()dx <L 0)(1 +log(r + Dlg=n) + My a(r, ). (4.135)
R

Proof of (4.133). We only give the argument for the second Lh.s term, the first one is
dominated the same way. We split the argument into the far-field regime |x| > 4¢ and
the near-field regime |x| < 4¢. For the near-field regime, we make use of a dyadic
decomposition and the estimate (4.125) in form of | £ (y)| < (Jy| + D=4+l o get

/Bzz </13£(X)
sel(f
B3y

2

/ Vu(t, y)dt
0

2

-
/ Vu(t, y)dt
0

2
Ifr(y)IdY> dx

2
Ifr(y)IdY>
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2

2
< ed(</ / Vu(r, y)de dy)
B; |/O

[log,(30)]
/ Vu(t, y)dt

/ B
2n+]\ 2n
2
)
2

(4.125) 2
: ﬂ"( /
B
/Vu(t,y)dt dy ),

.
/ Vu(t, y)de
0
[log, (30)]
+ Z 2" ][
which gives the second and third r.h.s terms of (4.130) by applying the localized energy
estimate (3.32) to the equation (2.11) and the estimate (4.98) (applied for both £ = 1
and ¢ = 2"*1) in form of
2 2
dy)
2

(/ /r Vu(t, y)dt
B; |/O
1 r2
< (/ / Vu(t, y)de dy) + </ / Vu(t, y)dt
B; /0O B 1

r2 2
< 1+r4(0) (/ D1, 1, O)ns,ﬂ(t)dt> ,
1

2

|fr(¥)Idy )

2n+1

2
dy)

and foralln e N
2

2
-
][ / Vu(t, y)dt
B2n+l 0

For the far-field contribution, we first make use of Jensen’s inequality combined
with the inequality [pa\p,, [p, ) 4% S €4 fpayp, and the decomposition [pa\p, =

fBr\Be + fRd\Br to obtain

2 2
dy <1+ r4(0) (/1 Dit, 2t O)ng,,g(t)dt) . (4.136)

2
/ (/ / Vu(t, y)dt Ifr(y)ldy) dx
R4\By, Be(x)
2
/ / Vu(r, y)d| | £ (»)2dy
RI\By
2
_z2d< " vt | 15097y
\Bz
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2

2

)

+ / / Vut, y)dt
RAB, |0

For the first r.h.s term of (4.137), we make use of a dyadic decomposition and the
estimate (4.125) in form of | £, (y)| < (|y| + 1)~*! to get

|fr()’)|2dy>. (4.137)

2 2
/ / Vu(t, y)de| 1, () dy
B, \B¢
[logy ()] B
= 2 / / Vu(, y)de| | f;(n)IPdy
Liogy ¢y | * Bt AP

@.125) [10220)] r2 2
s Y e [ vuna ay
L1og:(6)] Byt 10

which gives the fourth r.h.s term of (4.130) using (4.136). For the second r.h.s term
of (4.137), we make use of a dyadic decomposition and (4.125) in form of | ()| <
r(Jy| + 1)~ to get

2

2
-

/ / Vu(t, y)dt
RA\B, |J0

N Z /2n+1 \Byn

n=|log, (r)]

@123) +oo J
< r E 27" f
B2n+1

n=|log,(r) |

| f>(0)dy

2 2
/ Vu(t, y)dt

FACHIRE

2

2
-
/ Vu(t, y)dr
0

which finally gives fifth r.h.s of (4.130) using once more (4.136).

dy,

Proof of (4.134). The estimate of the first two Lh.s terms is an immediate consequence
of Minkowski’s inequality in L?(R¢) and the estimate (4.86) applied with r = /s,
which provides the first r.h.s contribution in (4.134). For the third 1.h.s term, we can
use previous estimates. To this aim, we use Cauchy—Schwarz’s inequality and (4.88)
as well as fRd Tee(e)(y)dx < 24 (which may be obtained by changing the role of x
and y in the proof of (4.88)) combined with the inequality f]Rd\BN fBe < fRd\Bg

to obtain
1 2
2
/ ( / (f Ifr(z)lzdz) Tx,z(m)@)dy) dx
R? \JRN\Bye \JB¢(y)

(488)
/ / ][ £ (2)Pdz T e (ne) (¥)dy dx
R4 JRI\By, J By (y)
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< ¢ / ][ (@) 2dzdy
R4\By, /B (y)

< ¢ / 1 (0)Pdy.
R7\B,

We then get (4.134) using (4.125) in form of

/ |fr(y)|2dy5/ (|y|+1)—2<d—“dy+r2/ (yl+ D~ dy
RY\B, B,\Bg RY\B,

ST+ log(h + Dlg—). (4.138)

Proof of (4.135). We start with the first Lh.s term. We distinguish between the generic
case £ > r,(0) and the non-generic case £ < r,(0).

Regime ¢ > r,(0). We split the integral into the far-field contribution |x| > 4¢ and
the near-field contribution |x| < 4£. For the far-field contribution, we make use of the
estimates (4.81) (applied with T = r2) combined with (4.128) to obtain

1 2
/ (/ |er2(1,y)|<1+’/ Vu(s,y)ds)dy) dx
R9\By By(x) 0

2log2(1 + |x) 1
< £2d<rd 0 z dx
~ «© ri\B, (x| + 1) (Jx] + 1)2E@=D

+ (1 +log(r + Dlg—) / Nar, () (0)dx + / ffr(x)dx),
R\B, R4\By

which gives the first term in (4.131) using that 94y, x)(x) < r4(x)(|x| + 1)72¢. For
the near-field contribution, we make use of the estimate (4.84) combined with (4.128)
to obtain

1
1
(/ </ |w2(1,y)|<1+/w(s,y)ds
Bae Be(x) 0

2 2
)dy) dx)
(rﬁ ©) rlog(1 + |x]) . 1

dx
By, (x[+D? (x| + D!

[N

Y4

1
+ (1 + logZ (r + 1)]1d=2)/ Mgy, () 0)dx + fzr(X)dX),
B

By,
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1 d
which gives the second term of (4.131) using that r;jr*(x)(x) <rd o () (x| +1)~9-1,

Regime ¢ < r,(0). We use Cauchy—Schwarz’s inequality, the identity [ JCBl(x) =
fRd and the localized energy estimate (3.32) to get

1
/ (/ |Vv’2(1,y)|<1+‘/ Vu(s,y)ds)dy) dx
R \JBy(x) 0
1
5/ / |W2(1,y)|2dy/ 1+ / Vu(s, y)ds
RY JBy(x) Be(x) 0

sez"/ |vur2<1,y>|2dysedrf<o>/ Vo (1, y)Pdy,
Rd Re

2

2
)dydx

and we conclude with the plain energy estimate in the equation (3.50) (for which a
proof is identical as the one for (4.6)) combined with (4.130) that

2
/Rd V™ (1, y)Pdy < /]R f:(PPdy S 1+ log(r + Dla=,

which gives the first contribution in (4.129). For the second Lh.s term of (4.135), we
argue as in (4.87) and (4.89).

Substep 1.2 Proof that for all £ € [1, r)

2 2
/(/ / |W<r,y>||Vv’2(r,y)|drdy> dx
R \JB,(x) /1

2
+00

<SS 2t @)K e 0| (4.139)
=0

We argue differently with the generic case £ > r,(0) and the non-generic case ¢ <

r+(0) and we use several previous estimates.

Regime ¢ > r,(0). We split the argument between the far-field regime |x| > 4¢ and
the near-field regime |x| < 4£. For the far-field contribution, we make use of (4.92),
(4.117) and (4.113) as well as (4.114) combined with (4.128) to obtain

r2 2
2
/W\B (/B()/1 IVute, VY (r,y>|drdy> dx
4¢ o(x

2

+oo
S Y280 @)K e (. £, RN\Bay)
Jj=0

@ Springer



1346 Stoch PDE: Anal Comp (2023) 11:1254-1378

For the near-field contribution, we make use of (4.119) combined with (4.128) which
leads to

/ (/ /|W(t Ve, y)|dzdy> dx
By Be(x)

21+1 i
D (1, ¢, x)dt
B7e
d
2
*

log(1 1
< ©- <(|)g|(++1>|§|) A G Rt D)
4_;,_] 2
ré  (x)
eI R

where we used that ;:8 2% Ne.p(27) < +o00.
Regime ¢ < r,.(0). We make use of (4.111), (4.113) and (4.114) combined with
(4.128) and we bound one £¢ by r¢(0) to obtain

2 2
/(/ / |Vu(t,y)||er2(t,y)|dtdy> dx
R4 \JBy(x) J1

+00 2
SrdO) | Y220 p QDK e (r, R

J=0

Step 2. Regime ¢ > r. Proof that for all e > 0 and £ > r

/ 191%q (rH) f|7dx < ¢ (ﬂ + M, 3(r) + Moo (r, £)

+oo | . 2
(D22 @K e, 0) ) (4.140)
j=0
with

72
Moa(r) = ( [ s oacon( ]ﬁﬁ rd (y)dy

TN
+ d dy)’d ) :
/R(I\B1 reMWsy)g 50 y) s
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The estimates (4.135) and (4.139) are unchanged. We provide the arguments for the
first two and the fourth r.h.s terms of (3.49) and we prove that

2

2
/ (/ siTx,z(nﬁ)(O)ds> dr < 42, (4.141)
R4 1

and

2
/(/ |fr(y>|dy) dx
R4 By (x)
2
L)
R4 By (x)

/ Vu(s, y)ds
0

First, (4.141) follows from Minkowski’s inequality in L?(R?) and (4.86) applied with
r = /s (noticing that the evaluation at 0 plays no role in the estimate). Secondly,
using Minkowski’s inequality in L2 (R?Y and the assumption (2.20), we have

2 r
/ (/ Ifr(y)ldy> dx+/ (/ / Vu(s, y)ds
RZ \JBy(x) R4 \JB;(x) |0
r2 r2 2
< (/ s_l/ Iylg /s (1+/ Vu(t,y)dt>dy> ,
1 R4 0

which gives (4.142) using that | y |gﬁ(y) <s 7 g@(y), the estimates (4.76) and (4.77)
with (T, r) replaced by (r%, s)

r2 r2
s_l/ Iylg ~(») / Vu(t, y)dt
/1 o V18 EO) | | y

7'2 1 V2
S s 2 / 8y () / Vu(z, y)dr
/1 R4 V2 0
2 2

Tl r d d
§/] sT2(1 +10g(7§)) (]][3[ ry (y)dy +/R”\Bl ry (y)(ﬁy)gﬂ(y)dy> ds.

2
Ifr(y)ldy> dr S M. 3(r). (4.142)

2

2
Ifr(y)ldy> dx

dy

dy (4.143)

1

s

Step 3. Proof of (2.21). We have from the logarithm Sobolev inequality in form of
(A.1), for all p € [1, c0)

1
p

1 +o0 ) 5\ 1
(lg)xfy — (gD f) 1P)? §ﬁ<( /1 10 /R d|a;?zqr<r2)*fr|2dxde> >
< VP +ID).
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with

1

7! =<</ 0 n(z)/ |8fceqr(r2)*fr|2dxd€>2> and

1

+00 \r
:=<(/ Z’drr(ﬁ)/ 8fC£q,(r2)*f,|2dde)2> )
r R4

We then treat separately the two terms above.

—_

SR

(1) In the regime ¢ < r we use (4.129) combined with Minkowski’s inequal-
ity in L€ >(Q) and the moment bound (4.71) of r, (for y = ¢) as well as

1
(fJ{ €P +1log(5 + D1g=2)de)> < xa.p(r) and 1+log(r+Dlg—2 < xa,4(r)
(where we recall that x4 g(r) is defined in (2.22)):

1} < <( / Cg1-p (rf(O)(l +log?(r + Dlg=2) + £3(1 + 1og<% + Dlg=2)
1

py L
P

+oo |
+ Mot (1, 0+ Ma2(r, 0+ (D0 25005 QDK e 1, @)2)) 2>
j=0
S PR 4 x5 () + ( /l ﬁlﬁ((Mf,l(r, o) + (M0 0)

1 3
+ Zzzna ﬁ(21)< [ e)>” >d£> .
j=0
(i1) In the regime ¢ > r we use (4.140) combined with the Minkowski inequality
LY (Q):
()

( / (18 <r2+M*,3(V) + Maa(r, 0)

+(Zzénsﬂ<2l)/cm(r 0) ) >>
< =54 </+ E_l_ﬁ<<Mi3(r,€)>; +<Mf,2(r,z)>%

+o00 i 1 %
+227n5ﬂ(2J)</cf*e(r z))”> ) .
j=0
It remains to prove that for all ¢ € (0, 1)
r 1 1
/ Zlﬁ<</\/{f’l(r,£))p +(M52(r,£)>”
1
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+o0 1
I i » d+2
+3 252N (K], . 0) )dz SpRaT G ), (4.144)
j=0

and

+o0 1 1

/ Z_l_ﬂ<(/\/li3(r,ﬂ)>p +<Mf’2(r,€)>p
= I j % 442 4 . 2

+ 325D (K7, . 0) )deswd K. (4.145)
j=0

We start with (4.144). First, using the moment bound (4.100) of D, and the defini-
tion of 1, g in (4.99) as well as (4.71) (choosing y = ¢), we have for all p > 0,

1 _d_ _d_
NEe(r, e, p))r < pPra Te@1+5:2) Therefore, by making use of the triangle inequal-
ity, we get

r 1
/ p <Mfl(r,€)>p de <14 prate@tyin)
1 ,

.
/ PA 20+ 1og(% + Dlg—)
1
d d
+edr2yde < pra Ot ED y 3 ().

Secondly, from the triangle inequality, the moment bounds (4.71) (again for y = ¢)
on r, and by splitting the first integral in the r.h.s of (4.131) in form of fRd\Bg =

fBr\BZ + fRd\B,. as well as (4.138) and (4.127), we have for all £ < r

1 d 1
Mp r7£ )l’ 5 W(1+£) (zd/ - dx
( w2 0 P BB, (x| + 2D

r2log?(1 + |x|) 1
+ Zd/ A dx)
ri\B, (x| + 1> (Ix| + 1)2@=D

1
+ (14 log*(r + 1)11d=2)ed/ —dx
s wivg, (%] + DX

1 2
+ed/ ~(0)2dx + (/ — 4 )
R, | f2r (D] 5, (Xl + DT be

1 2
+ (1 +10g(r + Dgmg) p#a 159 (/ —d )
B

L (e[ Da
2
+( / fzr(x)dx>
Bz

(4.127),(4.138)
<

~

d
pm(”s) ([2(1 + log(% + D1l4=2)

(14 24 4 pra 9y (4 4 1og?(r + D)),
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which provides

" aqgP , 42 (1) 2
[ (s o) aes B0 00,

Finally, using the same decomposition as before and in addition the moment bound
(4.100) of D, we get (up to adjusting &)

rixe j . 1 di2 Lo,
A )4 a7 TE
/1 S 28n @) (K2, . 0) ab 5 pFERG 00,
j=0

which concludes the proof of (4.144). We now turn to the proof of (4.145). First, using
the moment bound (4.71) (for y = ¢) on r, we have

oo —1-B [ A 4P 7 2 2B 4 (14e) 2
/ M0 0) de S prartTh g pia Oy ),

r

Secondly, using the triangle inequality

(Mﬁz(r,e)>%

2 2
< praltd (zf‘/ roe AR A ! dx
Jr\B, (x| +1) (Jx| + 1)2@=b

++1o (r+1)ILd:2)€d/ 7dx+£d/ | for ()| *dux
£ g, (%] + D2 R\,

rlog(1+ |x|) 1 2
i </Bu (Ix] + D A (Ix] + Da-1 dx>
e ([ ([ o))
: = By, (x| + 1)d+1 Boe 2r

27002
< p%(H»s) (/ r-log=(1 + |x|) R 1
R4\B¢

dx
(5l + D> (af+ 12D

rlog(1 + |x]) 1 2 2
d I+1 D1g= (4146
+(/B (el + 07 " (e + DT x) +1+logr+1) d—2+r) (4.146)

We then argue differently, depending on the regime of 8 and d:

(i) For B > 2, we use
27062
/ r<log (1 + |x|) A 1 d
ri\B, (x| +1)% (|x| + 1)2@=D
log(1 1 2
+</ r0g(+|;cl)/\ dldx>
B, (xI+1 (x| + D=

log2(1 log(1 2
=< r2/ o LU ixl a+ |§d|)dx +r? (/ —og( + |xd|)dx)
rA\B, (x|+1) B, (xI+1D
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<21+ log*(0)), (4.147)
to deduce, combined with (4.146)

/+oo ¢1-p <Mf’2(r, m)i

d+2

+o0
< pw““)/ P2 1082 (0) 4+ 14 72 + log(r + D1g—r)de
;

d+2
< pﬁ%t(“rs)r_ﬁ(r2 + 1+ log(r + Dy + log?(r + 1))
d+2
< piBaee, (4.148)

where we used in the last line that 8 > 2.
(i) For B <2 andd > 2, we use

21og?(1 + |x 1
/ el 2|d ) A 2(d—1)dx
rRAOB, (X[ +1) (Ix]+ 1)

rlog(1 4 |x|) 1 )2 s 5
+ / A dx ) <rolog”(€) Ae”,
( B, (xl+ D7 " (x[+ Dd-! &

which yields combined with (4.146) and a dyadic decomposition

442 +o00 1
p ﬂ-/td(l-i-s)/ E‘l‘ﬁ<Mﬁ2(r,e)>p e

|—10g2(r)-| ontl,
Z / P2 1472 4 log(r + 1)1 g—p)del
2y
+00

n+1
+ > o B2 10g?(0) 4+ 14 72 +log(r + D1g—r)de
n=[log,(r)]
[log, ()]
s ) ((2"r)2"311ﬂ<z +1p—y +rP27P (% + log(r + 1)11,1:2))
n=0
“+00
+ Y 2707 P @) + 1477 log(r 4+ Dg=2)
n= |_10g2(r)-|
< xpa(r).

(iii) Finally, for 8 < 2 and d = 2, we combine (4.146), (4.147) and (4.148) to obtain

+00 1 d40
/ ¢1-p <./\/lf’2(r, Z)>” de < p#a 1492281 {1082 + 1)) + 1 + log(r + 1).
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1352
To conclude, using the same decomposition as before and in addition the moment

bound (4.100) of D, we get (up to adjusting ¢)

too IR - o A2 o
[ s (.. 0.0) £ 0P 0.
:

j=0
O

4.4.2 Proof of Corollary 1: decay of the semigroup

We apply Lemma 3 and we make use of Minkowski’s inequality in L‘<U_ y(€2) and the
stationarity of ¢, (T, -) to the effect of: for all p € [1,00), T > 4and R > JT

S =

<</d nar (1T, y), «/TVu(T,y))IZdy>2>

1 % Vi r % !
< ][Jﬁ ($> /Rdm(%nqr(t,y)—<qr<r,y>>|dydrdt
q
%
{

<1 ][gfﬁ( r ) (t) (t) ”>%d dr

Then, we split the integral over [0, J/t] into the contributions r < land 1 < r < 4/t

(i) Forr <1 we use (3.52): forany y > 0

I LA 1
ﬁ][T E/O (ﬁ) (|61r(f)—(61r(f)>|p)”d”df
T
G52 1 . (1 /T
TITE o — 2 +log(%Ly) drd
][ﬁ \/;/0 (r og( r )) rdt

€1 1—d
SpT™ 4 log(T).

(ii) For 1 < r < /t we use Theorem 1 and the change of variable r > ‘/F: for all

1

‘< g
1 T Viry : 7
ﬁ][r E/l (ﬁ) (Ig- (1) — {qr@)I7)7 dr dt
4
(2.18) z Vi
4
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1 @ -2 2
< peng(T) r=2(1 + log=(r))dr
1
1
< peang(T),

where 71 is defined in (2.25). This concludes the argument for (2.24).

The estimate (2.26) is a direct consequence of (2.24) and the stationarity of Vu: for
allx e RYand T > 1

(2.24)
<|Vu<T,x>|2)=</Rd nm(%>|W(T,y)|2dy> S T*ln,%(T)(Cid,x,,s)sT*‘n,%(T).

4.4.3 Proof of Corollary 2: bounds on the flux and gradient of correctors

We split the proof into two steps. The first one gives a rigorous proof of the formula
(2.34). The second step prove (2.35).

Step 1. We prove the two following integral formulas
+00
V¢ = / Vu(r, -)dt, (4.149)
0
and forall T > 1
oo
Vor = / e TVu(t,-)dr. (4.150)
0

We first note that the r.h.s of (4.149) is well defined as a random variable in L%_> (),
since from (2.26) and (3.32) we have for all x € R4

oo 2\ 2 !
</ Vu(t, x)dt > < <’/ Vu(t, x)dt
0 0

We only provide the argument for (4.149), (4.150) follows the same way. To this aim,

we prove that there exists a potential ¢ € L?(Q x R?), sub-linear at infinity, such that
0+°o Vu(t, -)dt = V¢ and solving —V - a(V¢ + e) = 0 in the distributional sense on

R?. By uniqueness of V¢ defined by (2.9), it will imply (4.149).

Let ¢y € C?O(Rd ) be supported in Bg for some R > 0 and let /7 > R. We have by

testing (2.11) with ¢ and integrating in time from O to T

2 % +00 1
> +/ <|Vu(z,x)|2>2dt§1.
1

/ u(T,y)w(y)dy+/ V() -a(yedy
R4 R
T
+/d Vi (y) -a(y)/ Vu(s, y)dsdy = 0. 4.151)
R 0
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We now check that each term of (4.151) pass to the limit, almost surely, as 7 1 oo.
For the first Lh.s term of (4.151), we use the triangle inequality followed by Poincaré’s

inequality, (2.24) and (2.26):
1
2 2 2
<][ |u<T,y>|2dy> 5<][ dy> +<
Bg Bgr
2 3
+<][ u(T,y)dy—][ u(T, y)dy >
Bx B
1 1

3 2
§R<f |w<T,y>|2dy> +<7[ |u<T,y>|2dy>
Br B
X

][ u(T,y)dy—][ u(T, y)dy
BR Bf

T

1

:

1

u(T,y) — ][ u(T, z)dz ][ u(T, y)dy
Br Bﬁ

1

'

1

(224),(226) R A\’

< (= + np(T) + ][ u(T,y)dy—][ w(T, y)dy| | -
«/T Br Br

(4.152)

From the fundamental calculus theorem, the stationarity of Vu and the application of

(2.26), we also have
1 1
2\ 2 JT 2\ 2
][ u(t, y)dy —][ u(t, y)dy = / ][ Vu(t,t7) - zdzdt
Br B\/* R B
(2.26) R

< (1 — — T 7).
S ﬁ)nﬁ( ) < np(T)

Hence, since R < \/T, (4.152) turns into

1

2
<][ lu(T, y>|2dy> < np(T),
Br

and yields

2\ 2 ) 3
> < RZ||Yr|lLoo ey <][ |u(T,y)|2dy>
Br

2
@15
S RNl aynp(T).

W u(T, y)¥ (y)dy
Rd
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We have in particular,

/ u(T, y)y¥(y)dy — 0 almost surely.
R4 T o0

1

For the second L.h.s term of (4.151), we have directly using (2.26):
2>2

—+00
<‘/ w<y>-a(y>/ Vuu(s. y)ds dy
R4 T

+00 \2
< VYl ey /B /T (IVats, »)P)* ds dy
R

@20 |
S RUVY o @y T2np(T),

with T2n(T) — 0, which yields
T1oo

T—+o00

T
lim Vir(y) -a/ Vu(s, y)ds dy
Rd 0
+0oo
=/ Vi (y) ~a/ Vu(s, y)dsdy almost surely.
R4 0

To conclude, we can pass to the limit as 7 1 oo in (4.151) and obtain

+o00
/ Vi (y) -a(y)edy —I—/ Vi (y) - a(y)/ Vu(s, y)dsdy = 0 almost surely.
R4 R4 0
(4.153)

Now, since f0+°° Vu(t, -)dt is curl free and belongs to L2(S2 X Rd), there exists a

potential ¢ € L2(Q2 x RY) such that f0+ ' Vu(t,)dt = V¢ and (4.153) takes the
form

/ V) -aly) edy+/ VI (y) - a(y) Ve =0,
R4 R4

which means that —V - a(V¢ + ¢) = 0 in the distributional sense on R<. Since

0+°° Vu(t, -)dt has finite second moment, it is well known that { own the sub-linear
property. By the uniqueness of V¢ defined by (2.9), this concludes the argument for
(4.149).

Step 2. We prove (2.35) and we split the proof into three steps. For the rest of the

proof, we fix o < ﬁ and we let p € [1, 0o) be arbitrary.
§+2m

Substep 2.1 We start with the control of the flux and we only treat |g, — (g,) |, the
control of |(g7)» —((g7)r) | is obtained the same way, using (4.150) instead of (4.149).
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We use the triangle inequality combined with Theorem 1 with 7 = r2 to get

llar = @717 = {lar = @607)7 + (i@ - (@20, ) 177
+ |(a- = @)

e S
S (lar = @@, 1P) + 22 0)pe.

~

It remains to control the first r.h.s term of the above inequality. To this aim, we write by
dominating the Gaussian kernel g, by the exponential kernel n, and using Minkowski’s
inequality in Lﬁ ) (€2) as well as Jensen’s inequality

1

1 +00 P\»p
(la- = @t 1)’ s<(/ gr(x>/ w(t,x>dr>>
R4 72
+o00 4
5/2 <</Rdgr<x)|vbt<t,y)|dy) > dt
+0o0 %
5/2 <</dnr(x)|Vu(t,x)|2dx> > dr. (4.154)
r IR

It remains to control the space integral of the above inequality. We apply Lemma 5
using 2.24), f =land g : t € RT > ng(t) as well as the moment bound (B.1) of

Iy to obtain, for all » > 1

) 5\ 1d 1
(7[ [Vu(t, x)| dx) S p2Brd Tt TIng(t). (4.155)
B,

S =

S

Consequently, for all 1 > r?

1

<</ nr(x>|W<t,x)|2dx)2> s<<f |Vu(t,x)|2dx>2>
R4 B,
+<</ nr<x>|w<t,x)|2dx>2>
RI\B,

(4155 1 4 1
< p /\d+§

L
P

S =

1
17 2ng(1)

1

2B
L\
+</ nr(X)IVu(t,X)IZdX> > :
R4\B,

(4.156)
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For the second r.h.s term of the previous estimate, we decompose R?\B, into the
family of annuli (B(,;+1),\Bn,)n>1 to obtain, with (4.155)

1
2\ %
<</1 nAxNVuu,xn%u>2>
R4\B,
+00 5

2
Z<</ nr(x)|vu(t,x)|2dx) >
B(Vl+l)r\Bnr

n=1

hSTISY

IA

P

+00 7
< Ze"nd<<][ |Vu(t,x)|2dx> >
n=1 Bty

@155 4 4 1
< p2PRATE T Ing(h). 4.157)

2
P

—

We conclude by pluggmg the two above inequalities into (4.154) with the fact

f Pl 277,3 (t)dt < m, = (r). The bound on (gr), is obtained the same way since
from (4.150) we have

+00 .
(qr)r = / e Tqy(t,-)dt.
0

Substep 2.2 We prove the control of |V¢,|. We first notice that by integrating the
equation (2.11) in time and using that, by stationarity, V - (g) = 0, we have

ut,)=V-(q@,)—{g,-))) forallt=>0.

From the definition (2.15), we thus deduce that

r2
(Vo (r?), = (V (V ~/O (q(s, ) —{q(s, ~)))dS)> - (4.158)

r

By noticing that, from the semigroup property g, = g1 .xg 1 . we have for all

VRV 1
f eH (RY)

2 _ 2
I(VEf)rl =1V fﬁ,)%,l ,2|f Pl Lr (4.159)

we deduce, from (4.158), the stationarity of g,, (2.18) and (A.2) that

r2 P
(v(v-/o (q(s,~)—<q(s,~)>)dS>> >

S l=

QNW#»WY=<

@ Springer



1358 Stoch PDE: Anal Comp (2023) 11:1254-1378

@159 1 pr "7
S = <’611,(S)—<q1,(S)> > ds
r= Jo V2 V2
2.18),(A2) . [ _1 i
< par—Z—z/ Mﬂ(s)(1+1og2(%§))ds Sy P (r)pe.
0

(4.160)

We finally deduce, from (4.149), (4.154), (4.156), (4.157) and (4.160), that

1 1
(199:17)7 < (18, = (Vo020 17)" +(1(Vp 2, 17)’

(4.149),(4.160) [T° 5 5
- / / 1 (0| Vae(z, ) 2dx
r2 Rd

(4.154),(4.156),(4.157) 1 L1 ]
S Ty T (r)(p2 BT 4 pa).

S =

_1
dt + 7, 2 (r)pi

Substep 2.3 We prove the control on |V(o7),| and |Vo,|. Leti, j, k € [1, d]. Using
the Eq. (2.17), we note that (o7 ; j 1), solves

1
?(UT,i,j,k)r — AT, jk)r = €k - qe;, T — €~ ey, 7)*(0j 8r — &r).

Therefore, we may express V(o7 ; j «)r With help of the Green function Gr of the
massive Laplace operator % — Aon R4

Vor,i,j)r = VGr*((ex - qe;, T — € - qe;, 7)*(38r — Ik &r))-

Then, using that there exists a constant C which depends on d such that

+o00 s
GT=C/ e_Tgﬁds,
0

and by noticing that from the stationarity of (ex - ge;,7 — € - ge;, 7) We have

+o0
(/0 /Rd /Rd e TIVg s(0)lek - Gep.m(x — ¥)

— e qe,.7(x — ;8 (») — dgr(»)dy dx ds)

+00
Sllex - germ — €5 - e 71) 198 — 8kgr||L1(Rd)/0 e TIVe ssllp1wayds

+oo 1 s
Slex ger — € - qe71) 198 — akgr||L1(Rd)/ s72e Tds < o0,
0
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we deduce from Fubini’s theorem combined with the semigroup property g,*g /; =
8. /s, that, almost surely

+o00 )
V(UT,i,j,k)r :/ eiT(ek : CIel-,T - ej : qei,T)*(V(ajg,/s+r2 - akg./s_;’_rZ))ds
0

4o
=/0 e (VD) (ex - qerr) — Bee - oy 1)) s ds.

Consequently, by making once again use of the stationarity of g,, 7 as well as (4.159)
and (2.35) proved for (ge; r), in Substep 2.1, we obtain

17>,,
1

P\p

> ds

_1
< prtam, 2(r). (4.161)

1 too
(IV(@or,iji0r?)? = C<‘/ e T(V(0j(ek - ge;, 1) — k(e - Ge;, 7)) fyyz ds
0

4.159) p+o0 |
S /0 P <’(qei,T)}§m—<(qei,T)Jlim>

+o00 1 1
S p%+$/ 72 (Vs +r2)ds
0

s+ 72

which concludes (2.35) for |V (o7),| using Lemma 9. The bound on | Vo, | then follows
from the fact that Vo tends to Vo in L%‘> () as T 71 oo (see forinstance [14, Theorem
1]), and thus also almost surely up to a subsequence, combined with (4.161) and Fatou’s
lemma.

4.4.4 Proof of Corollary 3: growth of the extended corrector (¢p, 0)

We only give the arguments for ¢. For the bound on o, we may rewrite averages
fRd Vo jk(x) - g(x)dx where g is assumed to be a gradient field; i.e., g = V6 for
some potential 6, using the second line of (2.16) to obtain

/ Voi k() - g(x)dx = / g(x) - Sg(x)dr,
R4 R4

withS =:¢; @e; — e ®ej and g = ((g¢;) j)i, ;- Since the averaging field Sg inherits
the decay properties of g, we then conclude using Theorem 1 for ¢ and the arguments
for ¢.

Leta < L

143482
2 pvd
with Poincaré’s inequality in L>(R?, g;dx) and the stationarity property of V¢, we
have for all x € RY

and p € [1, 00). On the one hand, by the triangle inequality combined

1 1
<(|¢> - ¢1(0)|2>f(x>>” < (11 — 1 O)P)7 + <(|V¢|2)f>‘ . (4.162)
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Then, using the formula (4.149), the energy estimate (3.32) applied to the equa-
2
tion (2.11) in form of [y |fy Vu(t, x)di|” g1(x)dx S 1, Minkowski's inequality

~

in LP?(2, L>(R?, g1dx)) and the estimates (4.156) as well as (4.157) applied with
r = 1 (after dominating the Gaussian kernel g; by the exponential kernel 1), we have

)4 % +00
<(|v¢|2)]2> “149) <</ / Vu(t, x)dt
R4 |JO

1 2 g P
§<</ / Vu(t, x)dt gl(x)dx> >
R4 |JO
1
+00 S\ »
+/ (/ |Vu(l,x)|2g1(x)dx> dt
1 R4

(4.156),(4.157) ]
< 1+ pe.

1
P

2 5\ 7
81 (X)dx> >

1

Therefore, the estimate (4.162) turns into

1
r P 1 1
<(|¢> - 4107} (X)> Slg1(x) — ¢1(0)7)7 + pe + 1. (4.163)
On the other hand, setting R = |x| > 1, we have by the triangle inequality

(161 05) — $1O)P)7 < (1pr(x) — $1()|7)7
+{1or () — dRO)P)T + (18R (O0) — $1(0)|P)7 . (4.164)

The second r.h.s term of (4.164) is estimated via the fundamental calculus theorem
combined with Minkowski’s inequality in Lf_ ) (€2), the stationary property of V¢ and
(2.35)

1
| 1 P\ »p
(l6x(x) — prO)P)F = x| ( / i-( / V¢(y+rx>gR<y)dy>dr)
o Ixl RA

235 )

S pelxlm *(R). (4.165)

By stationarity, the first and the third r.h.s term of (4.164) are estimated the same way
and we bound the third term in two different ways, depending on the regimes in 8 and
d:

(1) We consider the regimes § < 2,8 =d =2 and 8 > 2, d > 2. Our main tool
here are the moment bounds on the gradients of correctors (2.35). We write by
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¢ (0) = f]Rd ¢ (tx)g1(x)dx and the fundamental calculus theorem

R R
620 =910 = [ 00 0r= [ [ Voo gicorarer
1 1 JR
R X
= / / Vo (x) - g-(x)—dxdr. (4.166)
1 R4 T
Then, by noticing that from the semigroup property of Gaussian field in form of

gr =g *gr, writing £ = 2 + ==2 and applying Fubini’s theorem, we have
2 2
forall r € [1, R]

X X
/R V900 - gelo) dx = /R d /]R Vo) - T (g (x — My da

Y
= [ [ 7o Zes g -y

X —y
+/Rd /Rd Vo (x) - Tgﬁ(y)g%(x — y)dydx

y
2/Rd I EACOR /Rd V(g (x —y)drdy

y
Z/Rd ;g%(y) . V¢%(—y)dy-

We deduce from Minkowski’s inequality in Lf ,(£2), the stationarity property of
V¢, (4.166) and (2.35)

| R 1

(165 (0) = 1 @)17)7 5/1 (Vo 1) ar
R 1

< p“/l 7 (S)de S presp(R). (4167)

where we recall that £; g is defined in (2.37). The combination of (4.163), (4.164),
(4.165), (4.167) and Lemma 9 gives the desired estimate (2.36).

(i) We consider the regimes f§ = 2, d > 2 and 8 > 2, d = 2. Our main tools here
are the fluctuation estimate (2.21) and the decay (2.24) of Vu. We claim that

R2
¢R(0)_¢1(0)=_/Rd VH(x)-Vé(x)dx with H::/1 g (dr.
(4.168)

Indeed, using that forall t > 0, 9, g N Ag Joo we have

R2
dr(0) — ¢1(0) = /Rd(gR(X) —81(x)¢(x)dx = /Rd/l e g 7 (x)dT ¢ (x)dx
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R2
= A d dx.
/]Rd/1 8 z(x)dt ¢ (x)dx

Thus (4.168) follows from an integration by parts (which is justified by the sub-
linearity property of the corrector ¢). Now, using the formula (4.149), we get

+oo
—/ VH(x)~</ Vu(s,x)ds)dx
R4 0

—/ VH(x)-V$(R?, x)dx
]Rd

¢r(0) — ¢1(0)

+00
—/ VH(x)-/ Vu(s, x)ds dx, (4.169)
R4 R2

where we recall that the time dependant corrector ¢ (-, -) is defined in (2.15). For
the first r.h.s term of (4.169), we note that VH satisfies the assumption (2.20),
therefore from Theorem 1 we have for all p € [1, c0)

p% 1 1
<‘/ VH(x) - Vé(R?, x)dx > < pwlogZ (R +2).
R4

For the second r.h.s term of (4.169), we make use of the combination of (4.155),
(4.156) and (4.157) as well as the following bound on VH: for all x € R4

R? 2 R? 2
_d_q _ I —% _d_q _kI%
IVH(x)| < x|T727 e Tdr <|x|e 2R T 2 e 7dr
1 1
1—q b0
Sxl+ 1) % 222 S Rgogr(x),

to obtain for all p € [1, c0)

+00
<‘/ VH(x) / Vu(s, x)ds dx
R4 R?

1

P% +00 % »
> sR/ <'/ ()| Vu(s, y)I? >
R2 R4

1 o0 1 1
< IﬁR/2 sT2ng(s)ds S pe.
R

4.4.5 Proof of Corollary 5: sub-systematic error

We split the proof into two steps.

Step 1. Proof of (2.39). Using the two representation formulas (4.149) and (4.150),

we have for all n > ﬁ%d

1

2\ 2
> ,  (4.170)

[S]

1 +00
<|V¢Z,T — Vo, |2> = <‘/0 (1 —exp,(z, T))Vu(r)dr
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where (exp,, (-, T))sen is the Richardson extrapolation of exp(-, T) := e~ T. Note
that the extrapolation has the effect that for all 7 > 0

T\" d 1 s7\n-1
11— exp, (z, T)| <» <T) A1 and ‘B—Texpn(t, T)‘ S = (7) (4171

We then split the integral (4.170) into three contributions. We start by the contribution
on the interval (0, 1). We write by an integration by parts

1 1 T
/ (1 —exp,(z, T))Vu(r)dr = / iexp,,(r, T)/ Vu(t)dr dt
0 o 0t 0

1
+(1 —exp, (1, T))/ Vu(r)dr.
0

Thus, by Minkowski’s inequality in L%‘> (£2) and the stationarity of Vu, we get
2>%
2 1 T

dr / / n_=(x) / Vu(t, x)dt

0 R vE 0
1 2 %

/ Vu(t, x)dt dx> .

0

Hence, using the localized energy estimate (3.32) combined with (4.171), we arrive
at

1
<‘/ (1 —exp,(z, T))Vu(r)dr
0

1
5/
0

+|1—expn(1,T>|2</ 11(x)
Rd

1

5 2 \2
Eexpn(t, T) dx> dr

2\ 2
> Sjn T_nv

which is of higher order than the r.h.s of (2.39). We now turn to the contributions on
the intervals (1, 7') and (T, 00), for which the estimate of the decay of the semigroup
(2.26) combined with (4.171) yield

|

1
<‘/ (1 —exp,(z, T))Vu(r)dr
0

1
2\ 2 T +00
5/ (1>n r_l_%dr—i-/ ‘L'_l_%dt
1 T T

< Tng(T).

+00
/ (1 —exp,(z, T))Vu(r)dr
1

@ Springer



1364 Stoch PDE: Anal Comp (2023) 11:1254-1378

This concludes the proof of (2.39).

Step 2. Proof of (2.40). This estimate is a direct consequence of (2.39). Indeed by the
definition (2.38) of a’., we have

ej - @k — anom)ei = <(V¢j}f’T —V$;)-a(Ve, 5+ Ei)>
(V6 +ep)-atva, — Vol ).
Since we have
<(V¢Z,j +ej)-a(Voe — V(ﬁ:,-,T)) - <(V¢e[ - V¢:ivT) ' a*(V(f):i * ej)> ’

the weak formulation of the corrector equation (2.9) for both ¢;; and ¢,; yields

(Voo = V0 1) - a* (V@2 +ep)) = (Ve = Vi) - a(Vee, +en).
and we conclude that

lej - @} — anomer| = |((V47"y = VoE) - a (vl 1 = V)|

1
2
s

1
= (1vert = vor ) (V60 1 - Voo )
so that the claim follows from (2.39), used for both a* and a.

4.4.6 Proof of Corollary 6: spectral resolution

Let 0 < p < 1. The starting point is the use of the spectral theorem which allow us to
rewrite the definition of (qb: = )neN, given in Corollary 5, in the form, for alln € N

oLy =gn(L.uHO,
where go : ¢ € (0, +00) l, g1:¢€(0,+00) —~ (¢ + ,u)fl, and (gy)nen 18 the

Richardson extrapolation of g; with respect to 1 ~!. Then, by the spectral theorem,
we have for alln € N

V@, 1 — ¢e) - aV(P, 1 —de)
(VL. = 40)

(@, = 90L@. . — )

400
= </0 £ (6, ™" = go(;‘))2dV@(§)>-
(4.172)
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On the one hand, for n > ﬁ%d, Corollary 5 yields

<V(¢§,“_l —¢e)-av@! i - ¢e)> S, (4.173)

On the other hand, by induction on n (see for instance [19, Proof of Lemma 2.5]) we
have for all » € N and ¢ € (0, +00)

n

-1y _ >_
18n(C, ") — 80D 2 N
which we use in the form of, forall ¢ <
'u2n
¢(gn(C ™) — go()? 2 T (4.174)

The combination of (4.172), (4.173) and (4.174) applied for some n > # gives

</#d()>< </“ w g (>>
0 veld)) S 1 0o ¢+ w2 vels

4.174) " 1 5
S M</O C(gn (g, n™ ) — go(2)) dv@(g“)>

(4.172),(4.173) 5. _1
S mpu).
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Probabilistic tools

The following proposition shows that the multiscale logarithmic Sobolev inequality
(2.4) gives a control of moments. For a reference, see [10, Proposition 1.10].
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Proposition 2 Assume that the ensemble (-) satisfies the multi-scale logarithm Sobolev
inequality (2.4). Forall p € [1,00) and F € Lf)_)(Q)

1
+00 5\
(IF - (F) 1P} sdﬁ<</l edn(ﬂ)/ﬂ{diaﬁf’eFizdde)v . (A

The following standard lemma gives the link between algebraic moment and expo-
nential moment for non-negative random variables. The short proof is included for
completeness.

Lemma9 Let X : Q — R a non-negative random variable. We have the following
equivalence:

1 1
3Cy > 0 such that <exp (C—X)> <2 <& 3Cy > 0 such thatVg > 1, <X4>q <qC.
1

(A.2)

1
Proof Let us suppose that there exists C, > 0 such that for all g > 1, (X9)¢ < gC>.
We have, forall C; > 0

1 +o00 X 400 (%n)n

gn n
we then choose Cy such that Z:ﬁg (CL! ) < 2. Let us now suppose that there exists

C1 > 0 such that <exp (éx)} < 2. This implies that for all ¢ > 1, (X%) < CYq!.

Since, from the Stirling formula, ¢! < Cg? for some C > 0, we have for all ¢ € N,
1

(X17)s < CCq. O

Large-scale regularity theory for parabolic system

In this section we recall the regularity theory for random parabolic operator of the
form d; — V - aV developed in the papers [2, 9] and draw some useful consequences.
Here, we assume that a does not depend on time. However, the theory also holds with
time dependent coefficients, using a time dependent minimal radius 7, different from
the one defined in Theorem 2 but this is not needed in this paper.

The general idea of large-scale regularity is to make use of the nice regularity theory
that enjoy the homogenized operator d; — V - anom V. Indeed, the proximity of the two
resolvent of the operators 9; —V-aV and 9; — V - apom V provided by homogenization
allows to infer an improvement of regularity for d; — V -aV on large-scales, say, scale
much larger than the correlation length (quantitatively characterized by the random
variable r, in Theorem 2). In other words, on large-scales, the heterogeneous linear
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parabolic operator d; — V - aV “inherits” a suitable version of the regularity theory
for the homogenized linear parabolic operator d; — V - ahom V.

We start by recalling the excess decay property, which can be found in [9, Proposition
2] and the moment bound on r, which can be found in [18]. We then prove large-scale
CO! estimates, following the arguments of [18].

Theorem 2 (Excess decay) There exists a é-Lipschitz stationary random field ry :
Q x R? — R for which there exists a constant C < 400 such that for all x € R?

<eXp <%n*(r*(x)))> <2, (B.1)
with for all r > 1
rf ifB <d.
me(r) =1 rllog™'(r) ifp =d,
rd if B >d.

In addition, for all distributional solution of
doru —V -aVu = 0in Cg for R > ry,

we have for all r € [ry, R] and « € (0, 1)
7\ 2
Exc(Vit, 1) <dia (E> Exc(Vu, R), (B.2)

with Exc(Vu, r) = infecpa f [Vu(t,y) —& — Ve ()|?dy.

A direct consequence of the excess decay property of Theorem 2 is the following
large-scale C*! estimates, in the spirit of [18], stated in the parabolic setting.

Corollary 7 (Large-scale C%! estimates) Consider the random field r, defined in The-
orem 2 and for all (s, x) € RIHL y be the weak solution of

oru—V-(a@aVu+g)=V-h inCg(s,x)for R > ry,

with (g, h) € L2 (R?). We have for all r € [ry(x), Rl and o > 0

loc

][ Vutt, )Pt dy <ana ][ Vult, y) P dy
Cy(s,x)

CRr(s,x)
R 2a 2
+ sup <—> f g—][ g
pelr«,R1 \ P Cp(s,x) Cp(s,x)

+ . (B.3)

2
h — ][ h
Cp(s.x)
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In particular, if g = h = 0, we have the following mean value property for a-caloric
functions: for all v € [ry(x), R]

][ IVu(t, y)[*dt dy Sa f |Vu(t, y)|*dt dy. (B.4)
Cr(s,x)

Cr(s,x)

Proof Without loss of generality, we may assume that (s, x) = (0, 0). We split the
proof into two steps.

Step 1. Proof of

1 1
sup —-Exc(Vu +g, r) Sdoe —57Exc(Vu + g, R)
relre.R] T2 R

1
+ sup - (|h —][ hl* + g —][ glz), (B.5)
relre,R] T C, C, C,
and if R = +00

1
sup ——Exc(Vu + g, r) Sd..a SUP Ta <|h ][ h)? + |g —][ g|2>. (B.6)

r>ry r2 rzry I P

Lete/ = 4% and r, < r < p < R. We prove that

2a’
Exc(Vu+g,r) < C ((1) Exc(Vu + g, p)
0

(O (= P g|2)>, (B.7)

with some constant C| depending on A and d.
Set & := fo gandletw € L*((=p?, p*), Hy(Bp)) NH'((=p?, p*), H™!(By)) be
the weak solution of

{8,w+V~an=V~(a(g—€)+h) in C, (B.8)
w =00n0,Cp, ’
where 9,C, = (0B, x (—,02,0)) U B, x {0}. Then, because (f,x) € RI+L
u(t, x) —w(t, x) + & - x is a a-caloric function in C,, we have by Theorem 2 for the
exponent o’

72
Exc(Vi — Vw +£,7) < <;) Exc(Vi — Vw + £, p). (B.9)

In addition, we have the following energy estimate

2
/|Vw|2,§ h—][h +/
C, C, C

2
8 —][ 8 (B.10)
C

P

P
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Indeed, by testing (B.8) by w itself, we get

—/ w81w+/ Vw-anz/ (h—][ h+Vw-a(g—§))-
C, C, C, C,

Since

0 d
_ —_— — . 2 p— - 2 M 2
/C,, worw = /_p2 o lw(t, )||L2(Bp)dt lw (=% Ii2p,) = 0,

this yields

P

/Vw-anf/ Vw-(h—][ h—i—a(g—’g‘)).
c, C C,

By uniform ellipticity assumption (2.2) on a, (B.10) follows. The combination of (B.9),
(B.10) and the triangle inequality yields (B.7). Now, we conclude by a Campanato
iteration. Setting 0 < 6 = % < 1, we rewrite (B.7) as

Exc(Vu + g,0p) < C (92“’Exc(w ta.p) +0742

]ip <|h —]iphm |g—][cpg|2>>.

.. 2 P .
We divide by (0p)““ and take the supremum over p € [%, R]:

1
sup EEXC(VL{ +g.1)
relr,0R] T

/ 1
<C (92(“ 0 sup —zExc(Vu +g,7)

relry, R] r
1
+O7ITP sup (|h—f h|2+|g—][ g|2>). (B.11)
relre,R] T C, C, C,

We now choose 6 = 6(d, A, o) < 1 so small that Clez(“/_"‘) < % By using
1 1
sup EEXC(VM +g,7r) < sup %EXC(VM +g,7)
relrs,R1 7 rel0R,R1 T

1
+ sup TEXC(VM +g,7),
relre.0R1 T
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we may absorb the second r.h.s term of the previous inequality into the Lh.s of (B.11),
which yields

1 1
sup TEXC(VM +g,r) < sup TEXC(VM +g,r)
relry.0R] T rel0R.R1 T

1
+ sup —- (|h—][ h|2+|g—][g|2>.
relrs,R1 T C, C, C,

Since

d+2

sup ——Exc(Vu+g,R)

1
sup  ——Exc(Vu +g,r) < PR

rel0R,R] T R . C[0R.R]

1
< ﬁExc(Vu + g, R),

this yields (B.5) in the case R < +00. In the case R = 0o we obtain (B.6) in the limit
R — 400 by the square integrability of Vi + g on R4+, in form of

limsup Exe(Vu + g, R) < lim sup][ |Vu +g> = 0.
R—+00 R—+00 JCp

Step 2. Proof of (B.3). We split this step into two parts.

Substep 2.1 Proof that for all p > 0, there exists a unique &, € R? such that

Exc(Vu+ g, p) = ][ [Vu+g— (&, + Vqﬁgp)lz, (B.12)

Cp

and forallr, <r <R

R 20
& — &xl? < sup](—) Exc(Vi + g. p)

pElr,R
2
R 2a
+ sup (—> ][ h—][ h
pelr«,R] \ P C, C,

We start by proving (B.12). Fix p > 0 and define

+ . (B.13)

2
g—f 8
C

P

fiEeR — g Vi + g — (& + Vo).

f is a continuous function and the mean value property of ¢, namely for all R > r,:
21 .o
IVo: +£17 = S 817, (B.14)
B 2
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shows that f is coercive. Consequently, &, in (B.12) exists. On the other hand, &, is
unique. Indeed, suppose that (B.12) is satisfied for two vectors & and &,. We have

Exc(Vu + g, p) = ][ |Vu+ g — (&1 + Voe,)I? =]{: IVu+ g — (&2 + Vo),

and in particular

2Exc(Vu + g, p) = ][ <|Vu +g—(E+ Vo) + | Vu+g— (&2 + V%)F).

Cp
The parallelogram identity yields

2

&S +6&6
2

1
2Exc(Vu + g, p) = 7[ §|§1 — &+ Vs 5> +2 ‘VM +g— ( + Vdm;a)
Jc,

We infer that
1 2
Exc(Vu + g, 0) = Z|§l — & + Vg, 51" + Exc(Vu + g, p),
Cp
and so
7[ &1 — &+ Vo, |* = 0,
Co

which gives £ = & using the estimate (B.14).
We turn to the proof of (B.13). It is enough to prove that

Vr < R <2r, |& — &r|* < Exc(Vu + g, R). (B.15)

Indeed, we argue by a dyadic decomposition. Let N € N be such that 2~V +DR <
r<2"NR. By (B.15), we have for alln € {0..., N — 1}

& — &-vgl” SExc(Vu+¢,27"R) and
& -wing — E2-ngl* S Exc(Vu +g,27"R).

Thus, by the triangle inequality followed by the excess decay (B.2) and the fact that
SFee 2T < too, we have

N 2
& —&rl* < (Z VExe(Vu + g, 2—"R))
n=0
N

(B.5)
< (Z e ( Exc(Vu + g, R)
-0
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1

R\ [ . 2 . 2\ 2
+ sup (—) 7l h— 7[ h g— 7l g
pelrs,R1 \ P JC, JC, JC,
R 2a 2
<Exc(Vu+g,R)+ sup (—) ][ h — ][ h
pelr«,R1 \ P Cp C

14
R
< sup (—)*Exc(Vu + g, p)
2)

R 20 2
+ sup (—) ][ (h—][ h
pelr«,R1 \ P C, C,
& — &rl* < ]i () — ER) + Ve g%,

+

+

g—][ 8
C

P

)

+

g—][ 8
C

P

pelr,R] P
We now turn to the argument for (B.15). By (B.14) we have

which, by linearity of & — ¢, we may rewrite as
& — &l < 16+ Vee) = r+ Vel
so that, by the triangle inequality in L2(Cp) and using that » < R < 2r, we obtain

m—sm%fc |Vu—(§r+v¢s,.)|2+][ |Vu — (g + Vor)I*.

Cgr

By definition of Exc and using once more that » < R < 2r, this turns as desired into
& — §R|2 < Exc(Vu + g, r) + Exc(Vu + g, R) < Exc(Vu + g, R).

Substep 2.2 We prove (B.3). The starting point is (B.5) in the more general form:
forall r > r,

2a
R
sup (—) Exc(Vu + g, p) <Exc(Vu + g, R)
0

pelr,R]
R 20 5 5
+ sup | — lg§—7 gl"+lh—4 hI").
pelr,R] \ P C, C, C,

(B.16)
The estimates (B.13) and (B.16) combined with the triangle inequality yield
| > + Exc(Vu + g, 1) S |6rI* + Exc(Vu + g, R)
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R
+ sup (—)2“][ <|g—][ g|2+|h—][ h|2>.
peElr«,R] P C, C, C,

(B.17)
Using the triangle inequality and the definition of the excess in the form of
]é Vi + g* < 161> + Exc(Vu + g, 1),
and
|€rI” +Exc(Vu + g, R) S ]i Vi + g%,
R
we may finally pass from (B.17) to (B.3). O

We finally recall the following property of average of r,. The proof can be found in
[18, Estimation (139)].

Lemma 10 For all measurable function f : R¢ — R there exists two constants ¢
and C which depends only on the dimension d such that

C/ ][ f(y)dy dx 5/ fx)dx < C/ ][ f(y)dydx. (B.18)
R4 By () (%) R¢ R4 By (x) (%)

Caccioppoli’s inequality

We state here Caccioppoli’s inequality for parabolic system. For a proof, see for
instance [9, Lemma 2].

Lemma 11 (Caccioppoli estimate) There exists a constant C depending on A such that
for every p < R and weak solution u of

d;u—V-aVu =0inCg,

we have

2

u(t, x) —][ u(s, y)dsdy| dtdx,
Cr

c
/ [Vu(t, x)|?dt dx < —2/
c (R—p)* Jep\c,

P
recalling that Cg = (—R?, 0) x Bg.
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Proof of Theorem 1 under a functional inequality with oscillation
We fix T > 1, 1 < r < /T and the unit vector ¢ € R?. We only give the argument

for (2.18), (2.21) is obtained combining the ideas of this section and the proof of
Sect. 4.4.1. We make for simplicity the two additional assumptions:

(1) u is real-valued and a is symmetric. We recall that this implies
IV, Hipogay S 17 (D.1)

see [5, Lemma 9.2].
(ii) The coefficient field a takes the form, for some x € C2° (R9) supported in By,

a = xxda,
with a field @ : RY — R?*¢ which takes value into the set of uniformly elliptic
and bounded matrices and with a probability law which satisfies the logarithm
Sobolev inequality with oscillation (2.42). In this setting, V - ae € L™ (R?) and

”V . ae”LOO(Rd) SX 1

We recall that this implies the following energy estimate: forall R > 1 and z € R?

1
/][ |Vu(t, x)|Pdx dr <y 1, (D.2)
0 JBr()

where a proof can be found in [21, Lemma 2]. The first step is to estimate the derivative
0% qr(T). We claim that for all (x, £) € R? x [1, 00)

105, (T1* Sy (€ + 1)

<<1+log2<r>) SOy +f VTP
Bet1(x) Bet1(x)
T
+log(T)/ f‘][ |VvT(t,y)|2dydt), (D.3)
1 Be+1(x)

with vT defined in (3.11).
We fix (x, £) € R? x [1, c0) and we consider @’ and @” such that @ = @” = a on
R4\By(x). We then set a’ := x*a’, a” := x*a’" and note that since x is supported in
By,

a' =a" =aonRN\Byy(x). (D.4)

Using the notation du := u(a’, -) — u(a”, -), we have
qr(d,T)—q,(d", T) = /Rd &M@ (y) —a"(y)edy
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T
+ / 2 (a'(y) / Vu(a', 1, y)dt dy
R4 0
T
—/ gr(y)a”(y)/ Vu(a”,t, y)dtdy
R4 0
=/ gr(y)(a’(y)—a”(y))edy+/ &Ny —ay)
R4 R4
T
/ Vu(d,t, y)dt dy
0
T
+/ gr(y)(a”(y)—a(y))/ Vu(a”,t, y)dtdy
R4 0
T
+ / & (aly) / Vu(t, y)di dy. (D.5)
R4 0

On the one hand, using (D.4) and Jensen’s inequality, the first r.h.s term of (D.5) is
dominated by

2
(D.5)

‘ 2

'/ &M@ () —d"(y)edy
R4

/ &M@ (y) —a"(y)edy
By (x)

<, (04 1>2d][ 2y,
Bey1(x)

which contributes to the first r.h.s term of (D.3). On the other hand, the second and
third r.h.s term of (D.5) are treated the same way (we estimate below the term with
a’) using (D.4), (D.2) (with a replaced by a’), (D.1), Cauchy—Schwarz’s and Jensen’s
inequality

2

T
‘/ gr(y)(a/(y)—a(y))/ Vu(d',t, y)dt dy
R4 0

(D4) T
rSX (/ gr()’)'/ V“(a/»t,Y)dt dy)
By (x) 0
1 2
S </ gr(y) ‘/ Vu(a',t, y)dr dy>
By1(x) 0
T
+ (/ &r(y) '/ Vu(a',t, y)dr dy)
Bet1(x) 1

(D.1) 1
< e+ A /
0

][ |Vu(a', t, y)[*dy dt ][ g2 (y)dy
By (x) Bei1(x)

+1log?(T) (£ 4 1) f g2(y)dy
Byy1(x)

2

2
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02 2d 2 2
Sx E+ D™+ log™(T)) g- (y)dy,
Bry1(x)

which contributes to the first r.h.s term of (D.3). It remains to control the fourth r.h.s
term of (D.5). To this aim, we first write the equation solved by du, which we deduce
from (2.11)

9:8u—V-aVéu=V-(a—a")Vu@”",) =V -(a—da)Vud,-) in (0, +00) x RY,
Su(0) =V - (a’ —a"e.

(D.6)

Thus, by testing (3.11) with su and (D.6) with v7, we deduce that

T
/ gr(y)a(y)/ Vu(t, y)dr dy
R4 0
= / vl (0, y) - (@' (y) — a” (y))edy
R4
T
+ /Rd/o (a(y) —a"())Vu(a', t,y) - Vol (t, y)dt dy
T
—/Rd/o (a(y) —a' (y))Vu(a', t,y) - Vol (¢, y)dt dy. (D.7)

The first r.h.s term of (D.7) is dominated with (D.4) and gives the second r.h.s term
of (D.3). The second and third r.h.s term of (D.7) are dominated the same way (we
estimate below the term with a”) using (D.1), (D.2), (D.4), (3.23) (applied with r = ¢
and z = x), Cauchy—Schwarz’s and Jensen’s inequality

2

T
'/ / (a(y) —d' (y)Vu(d, t,y) - Vol (z, y)dr dy
R4 JO

(D.4) T , T
< (/ / V@, 1, IV (z,y>|drdy)
Beyi1(x) JO

(D.1) 1
< (4 M / ][ Va1, y)Pdy di
0 JByy1(x)

1
/][ Vol (¢, y)Pdy dr
0 JBgy1(x)

T 2
+ (/ t_l/ IVoT (¢, y)|dy dt)
1 Byy1(x)

(D.2),(3.23)
<y <e+1>2"<7[ g2 (y)dy + log(T)
JByy1(x)

T
/ f‘][ |vUT<t,y>|2dydt),
1 Bet1(x)

2
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which contributes to the first and third r.h.s term of (D.3) and concludes the proof.
We now control the entropy of ¢,(T) by applying (2.42), using (D.3), the iden-
tity [pa fBeH(x) dx = Jpas Jpa g2(»)dy < 74 and the plain energy estimate

Jra IVOT (2, »)Pdy < [pa g2(0)dy,

~+00
Ent(q-(T) <, /1 et (€ 4 1401 + log?(T)) /R ,, ]é g2(y)dy dx de

£+41(x)

oo d —Lef d T 2
+/ % " (L+1) / ][ [Vv* (0, y)|“dy dx d¢
1 R4 By (x)

+o0 18
+log(T)/ et +1)?
1

T
/t_l/][ IVoT (¢, y)|>dy dx dr d¢
1 R JByyy(x)

+00
<r Q1 +10g2(T))/ et q <p.c r (1 +log>(T)).
1

To conclude, the log?(T) correction may be removed following the argument of
Sect. 4.4.1, and the control of the entropy yields control of higher moments and
provide stretched exponential moments.
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