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Abstract

This PhD thesis is primarily focused on the study of discrete transport problems, introduced for
the first time in the seminal works of Maas [Maa11] and Mielke [Mie11] on finite state Markov
chains and reaction-diffusion equations, respectively. More in detail, my research focuses on
the study of transport costs on graphs, in particular the convergence and the stability of such
problems in the discrete-to-continuum limit. This thesis also includes some results concerning
non-commutative optimal transport.

The first chapter of this thesis consists of a general introduction to the optimal transport
problems, both in the discrete, the continuous, and the non-commutative setting.

Chapters 2 and 3 present the content of two works, obtained in collaboration with Peter
Gladbach, Eva Kopfer, and Jan Maas, where we have been able to show the convergence of
discrete transport costs on periodic graphs to suitable continuous ones, which can be described
by means of a homogenisation result. We first focus on the particular case of quadratic costs
on the real line and then extending the result to more general costs in arbitrary dimension. Our
results are the first complete characterisation of limits of transport costs on periodic graphs in
arbitrary dimension which do not rely on any additional symmetry.

In Chapter 4 we turn our attention to one of the intriguing connection between evolution
equations and optimal transport, represented by the theory of gradient flows. We show that
discrete gradient flow structures associated to a finite volume approximation of a certain class
of diffusive equations (Fokker–Planck) is stable in the limit of vanishing meshes, reproving the
convergence of the scheme via the method of evolutionary Γ-convergence and exploiting a
more variational point of view on the problem. This is based on a collaboration with Dominik
Forkert and Jan Maas.

Chapter 5 represents a change of perspective, moving away from the discrete world and
reaching the non-commutative one. As in the discrete case, we discuss how classical tools
coming from the commutative optimal transport can be translated into the setting of density
matrices. In particular, in this final chapter we present a non-commutative version of the
Schrödinger problem (or entropic regularised optimal transport problem) and discuss existence
and characterisation of minimisers, a duality result, and present a non-commutative version of
the well-known Sinkhorn algorithm to compute the above mentioned optimisers. This is based
on a joint work with Dario Feliciangeli and Augusto Gerolin.

Finally, Appendix A and B contain some additional material and discussions, with particular
attention to Harnack inequalities and the regularity of flows on discrete spaces.
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CHAPTER 1
Introduction

The theory of Optimal Transport has been a trending topic in the community of calculus of
variations for the last twenty years. Based on very intuitive model of transportation introduced
by Monge [Mon81] in the 18th century and the works of Kantorovich [Kan42] in the first
half of the 20th century, the study of the problem had shown deep and somehow surprising
developments in several directions, not only limited to the analysis of the model itself but
rather towards various applications and links to a broader class of mathematical topics.

In simple words, the optimal transport problem consists in finding the cheapest way to transport
a given distribution of mass µ0 into a target one µ1, with respect to some cost function c(x, y)
that determines the price of moving the mass from a location x to a final location y.

In mathematical terms, this is modeled by two probability measures µ0, µ1 ∈ P(X) over a
space X, a cost function c : X ×X → [0,+∞], and the goal is to find the minimal transport
cost, that means to solve the optimisation problem

inf
{�

c(x, y) dπ(x, y) : π ∈ Π(µ0, µ1)
}
, (1.1)

where Π(µ0, µ1) ⊂ P(X × X) denotes the associated set of couplings, namely probability
measures on X ×X having µ0 and µ1 as marginals (i.e. projections onto the first and second
coordinate, respectively). A coupling π ∈ Π(µ0, µ1) describes then one possible way to move
the mass from the initial distribution to the target one.

In the particular case when X is endowed with a metric structure, that is (X, d) is a metric
space, a typical choice for the cost function is to consider a power of the distance, i.e.
c(x, y) := d(x, y)p, for some p ∈ [1,+∞]. This defines the p-Kantorovich-Rubinsthein-
Wasserstein distance Wp as

Wp(µ0, µ1)p = min
{�

dp(x, y) dπ(x, y) : π ∈ Π(µ0, µ1)
}
. (1.2)

The original problem proposed by Monge corresponds to the linear cost p = 1, which quite
surprisingly turned out to be one of the most challenging cases to understand (see [San15,
Chapter 3] for a detailed discussion about the Monge’s problem).

Throughout this introduction, we shall focus on the the particular case of p = 2 and restrict our
discussion to the euclidean setting, that is X = Rd (or a convex, bounded domain Ω ⊂ Rd),
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1. Introduction

although many results hold true for more general cost functions and spaces. The theory for
the quadratic cost is particularly rich: first and foremost, the well-known Brenier’s theorem
[Bre87] provides a characterisation of the optimal couplings when µ0 is absolutely continuous
with respect to the Lebesgue measure L d in Rd. In this case, the optimal π∗ ∈ P(Rd×Rd) is
induced by a transport map T : Rd → Rd, in the sense that π∗ = (id, T )#µ0, where T = ∇ϕ
is the gradient of a convex potential ϕ. See also [McC95], [Gig11] for generalisations of this
result.

For the sake of the exposition, we shall not discuss here every major aspect of this extremely
broad theory (for a detailed and thorough discussion, see the classical book of Villani [Vil08]),
but we shall rather focus on some features which play a crucial role inside this thesis.

The definition (1.2) of W2 is often referred to as the static formulation of the optimal transport
problem. In the euclidean setting (or more generally on Riemannian manifolds), the Benamou–
Brenier Theorem [BB00] provides a surprising equivalent formulation of the distance W2 in
P2(Rd) which is of dynamical nature. The celebrated result indeed states that the quadratic
optimal transport problem can be equivalently recast as

W2(µ0, µ1)2 = inf
{� 1

0

�
Rd

|νt|2

µt
dx dt : (µt, νt)t ∈ CE(µ0, µ1)

}
, (1.3)

where CE(µ0, µ1) denotes the set of all the solutions to the continuity equation

∂tµt +∇ · νt = 0 on Rd, a.e. t ∈ [0, 1] , µt=0 = µ0, µt=1 = µ1 , (1.4)

interpreted in the sense of distributions D′((0, 1)× Td).

In this new dynamical interpretation of W2, the cheapest transport cost is achieved minimising,
between all possible evolutions (i.e. solutions to the continuity equation) t 7→ µ1 from µ0 to
µ1, the one that corresponds to the minimal total kinetic energy. In this picture, νt describes
the flux of mass at time t ∈ [0, 1]. Indeed, for any solution (µt, νt)t ∈ CE(µ0, µ1) of the
form νt = vtµt, the curve (vt)t represents the time-dependent velocity field associated with
the evolution of the mass. In other words, µt describes a flow of particles Xt in Rd evolving
accordingly to the equation Ẋt = vt(Xt), for t ∈ [0, 1].

A key consequence of the result in (1.3) is the reinterpretation of the Wasserstein distance
as a geodesic distance once we give to the space of probability measure an interpretation (at
least formally) of an infinite dimensional Riemannian manifold. This has been firstly proposed
by Otto in his seminal work [Ott01] and then more intensively investigated in the setting of
general metric spaces by Ambrosio, Gigli, and Savaré in [AGS08].

The Benamou–Brenier formula (1.3) plays a central role as the link between the theory of
optimal transport and different fields of mathematics, including partial differential equations
[JKO98], functional inequalities [OV00] and the novel notion of Lott–Villani–Sturm’s synthetic
Ricci curvature bounds for metric measure spaces [LV07], [LV09], [Stu06].

The main object of this thesis is a notion of optimal transport in discrete settings which is
based on a similar approach, structured as a dynamical formulation à la Benamou–Brenier
as in (1.3). This notion of transport is a natural discrete counterpart of (1.3), introduced in
independent works by Maas [Maa11] (in the setting of Markov chains) and by Mielke [Mie11]
(in the context of reaction-diffusion systems).

2



Discrete optimal transport
There are different, equivalent ways to introduce the setting of discrete optimal transport
problems. One possibility is to consider transportation problems between measures over finite-
states Markov chains satisfying a detailed-balance condition (or, in other words, reversible
chains), as in the original work of Maas [Maa11]. Equivalently, this can be recast in terms of
symmetric, weighted graphs with a finite number of nodes and edges. In this thesis, and in
particular in this introduction, we adopt the second point of view.

We consider a weighted graph (X , E , ω) with finite set of nodes X , symmetric set of edges
E ⊂ X × X , and weight function ω : E → [0,+∞). We write y ∼ x if (x, y) ∈ E . Moreover,
we fix a reference probability measure π ∈ P(X ) and for any m ∈ P(X ), we denote by
r = m/π its density.

Following [Maa11], one introduces a discrete transportation metric W on P(X ) as

W(m0,m1)2 := inf


� 1

0

1
2

∑
(x,y)∈E

1
ω(x, y)

|jt(x, y)|2

r̂t(x, y) dt : (mt, jt)t ∈ CEX (m0,m1)

 , (1.5)

for m0,m1 ∈P(X ), where CEX (m0,m1) denotes the set of solutions to the discrete continuity
equation, i.e. curves of measures satisfying for t ∈ [0, 1], x ∈ X

∂tmt(x) + 1
2
∑
y∼x

(jt(x, y)− jt(y, x)) = 0, mt=0 = m0, mt=1 = m1 , (1.6)

and r̂t(x, y) := θ(rt(x), rt(y)) for some continuous, 1-homogeneous, and positive function
θ : R+ × R+ → R+.

The intuition behind the above definition comes from the natural discretisations of the energy
and the continuity equation in the continuous setting appearing in the Benamou–Brenier
formulation (1.3). In particular, for any solution (mt, jt)t ∈ CEX and any given edge (x, y) ∈ E ,
the value of jt(x, y) represents the flux of mass flowing from the node x ∈ X to the node
y ∈ X , and the difference appearing in the (discrete) continuity equation (1.6) plays the role
of the divergence in the continuous setting.

A key difference between the discrete and the continuous framework is the presence of the
average function θ. This reflects some freedom of choice in defining the mass (or the density)
of a measure m ∈M(X ) over the edges.

In particular, the definition of W depends on the whole structure: the weighted graph (X , E , ω)
itself, the reference measure π, and the choice of θ. This dependence turns out to be less
trivial than expected even in very simple cases, as we are going to see throughout this thesis.

Finite-volume. A notable example of a discrete setting is the finite-volume framework. Given
Ω ⊂ Rd any open, convex, and bounded set, we consider a finite partition T of Ω into convex
sets K ⊂ Ω and points xK ∈ K such that xL − xK ⊥ ∂K ∩ ∂L, whenever K and L are
neighboring cells. We associate to it the graph structure X = T and xK ∼ xL if and only if
H d−1(∂K ∩ ∂L) > 0 (see Figure 1.1).

Following [GKM20], a natural choice of the reference measure and of the weight function is

π(xK) := m(K), ω(xK , xL) := H d−1(∂K ∩ ∂L)
|xK − xL|

, (1.7)

3



1. Introduction
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Figure 1.1: An admissible mesh with cells K,L, . . . on a domain Ω ⊂ Rd.

where m ∈ P(Ω̄) is a given reference measure. We also denote by [T ] the maximum diameter
of any K ∈ T .

The first question we would like to pose in this thesis is the following.

Question: what can we say about the behaviour of (P(T ),WT ) as [T ]→ 0? (1.8)

The first result in this direction has been obtained in [GM13], where the authors proved the
convergence of (P(T ),WT ) to the Wasserstein space

(
P2(Td),W2

)
in the Gromov–Hausdorff

sense in the special case of the orthogonal lattice on the torus Td. A result for more general
meshes has been obtained in the subsequent work [GKM20], where the authors proved that
the convergence to the 2-Wasserstein space is essentially equivalent to an asymptotic isotropy
condition on the mesh. In the special case of symmetric average θ, this condition reads as

1
2
∑
y∈T

ω(x, y) (y − x)⊗ (y − x) ≤ π(x) (Id + ηT (x)) , ∀x ∈ T . (1.9)

where sup
x∈T
‖ηT (x)‖ → 0 as [T ]→ 0. Both [GM13] and [GKM20] work with m = L d.

As evident from the first results of [GM13], [GKM20], an important feature of the problem is
the interplay between the geometry of the graph and the energies that define the transport
problem (in the particular case (1.5) of WT , the choice of θ). In this work, we are going to
investigate in detail how the change of geometry effects the limit behavior of WT and how the
limit transport problem can be computed, starting from the discrete transport energies, with
particular attention to the periodic setting.

In the following, we discuss the main contributions of this thesis concerning the study of
discrete transport problems. For each different setting, we first introduce the problem, discuss
the main results, and analyse several applications and examples of interest.

Discrete-to-continuum convergence of transport costs
One of the main contribution of this thesis is the study of transport costs as in (1.5) on periodic
graphs in Rd [GKMP21], [GKMP20]. We start with one-dimensional, quadratic problems
on the circle S1, whereas in the second part we study more general transport problems in
arbitrary dimension and beyond the quadratic cost. Our analysis covers the setting of periodic
finite-volume partitions in Rd, both the isotropic and the non-isotropic case, and several
different examples of energy functionals.

4



One-dimensional case, quadratic cost.

The first problem we address is a periodic, one-dimensional setting. We consider the circle S1

and a partition T in K cells (intervals) of diameters πk and points zk, rk (see Figure 1.2).

0 = r0 r1 r2 rK−1 rK = 1

z0 z1 zK−2 zK−1

π0 π1 πK−1

Figure 1.2: Partition of S1 in K cells.

For every N ∈ N, we then rescale the problem and consider the sequence of 1/N -periodic
partitions TN = T /N .

Our result describes the behaviour of the associated discrete transport costs WTN .

Precisely, we are able to show that the metric space (P(TN ),WTN ) converges in the Gromov–
Hausdorff sense to (P(S1), c(θ, {zk}, {πk})W2) as N →∞, where

c
(
θ, {zk}, {πk}

)
:= inf


K−1∑
k=0

|zk+1 − zk|
θ
(
mk
πk
, mk+1
πk+1

) :
K−1∑
k=0

mk = 1, mK = m0

 . (1.10)

Quite surprisingly, the limit distance is not always the 2-Wasserstein distance, despite the
convergence of the corresponding gradient flows (see Remark 2.1.3).

The limit distance is obtained by minimising the distribution of the mass according to the
geometry of the mesh and the average θ, which translates into a non-trivial effective mobility
c
(
θ, {zk}, {πk}

)
. In particular, our result quantitatively shows how the discrete transport can

take advantage of the graph microstructure in order to reduce the total cost of transportation,
with respect to the usual euclidean one.

The key observation needed to understand this phenomena is that the discrete transport
problems are "sensitive" to microscopic oscillations of the densities. To present a formal
argument to explain this, suppose we consider a smooth solution to the continuity equation
∂tµ + ∂xj = 0 and fix a discrete measure α ∈ P(T ). We define the discrete measure
m ∈ P(TN ) by assigning mass α(k)µ

(
[ n
N
, n+1
N

]
)
to the corresponding cell An;k, see Figure 1.3.

0 1

n
N

n+1
N

An;k

1
N

π0
N

π1
N

πK−1
N

Figure 1.3: The mesh TN on S1 with cells {An;k}n,k.
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1. Introduction

Note that each interval of the form
(
[ n
N
, n+1
N

]
)
receives the same mass at the discrete and at

the continuous level, equals to µ
(
[ n
N
, n+1
N

]
)
. Nonetheless, within each intervals of this form,

the measure α introduces a discrete density oscillation.

This operation is "invisible" at the continuous level because the mesh is getting finer. In
contrast, the discrete transport cost is quantitatively sensitive to the oscillation. Let J be the
associated discrete momentum vector field that solves the continuity equation for m. Assuming
such vector field to be regular enough, we may then estimate the discrete energy by

N−1∑
n=0

K−1∑
k=0

dk,k+1
J2
t (n; k, k + 1)

θk,k+1

(
Nmt(n;k)

πk
, Nmt(n;k+1)

πk+1

) ≈ 1
N

N−1∑
n=0

J2
t (n; 0, 1)

µ
(
[ n
N
, n+1
N

)
) K−1∑
k=0

dk,k+1

θk,k+1

(
α(k)
πk
, α(k+1)
πk+1

)

=
K−1∑
k=0

dk,k+1

θk,k+1

(
α(k)
πk
, α(k+1)
πk+1

) �
|j|2

µ
.

The cheapest discrete transport cost thus corresponds to choose α∗ as the minimiser of the
corresponding cell problem

α∗ ∈ argmin
α∈P(T )


K−1∑
k=0

dk,k+1

θk,k+1

(
α(k)
πk
, α(k+1)
πk+1

)
 ,

hence recovering the continuous energy appearing in the Benamou–Brenier formula up to a
multiplicative correction, which indeed suggests our main result.

A rigorous argument based on this heuristic requires suitable spatial regularity results for m and
J . To this purpose, a central result (Proposition 2.5.3) in our work is to show that discrete
curves can be approximated by curves of similar energy, which enjoys good Lipschitz bounds
for J as well as good Lipschitz bounds for m up to oscillations within each cell.

As a corollary of the previous result we obtain that for smooth mobilities θ, the cell problem
(1.10) is equal to 1 if and only if the isotropy condition holds, which in our periodic one-
dimensional setting means that there exist constants λk,k+1, s ∈ (0, 1) such that the following
conditions hold for k = 0, . . . , K − 1:

rk+1 = λk,k+1zk+1 + (1− λk,k+1)zk + s ,

θk,k+1(a, b) ≤ λk,k+1a + (1− λk,k+1)b for any a, b ≥ 0 .

Thus, in order to obtain W2 in the limit, the asymmetry of the means θk,k+1 should reflect the
relative location of the points zk, rk+1, and zk+1.

For non-isotropic meshes, the optimal mass configuration presents oscillations which exploit the
lack of symmetry of the mesh, giving rise to a strictly cheaper cost. On one side, the theorem
includes the convergence to W2 for isotropic meshes. On the other side, it provides explicit
counterexamples to this convergence in case of non-isotropic meshes.

Arbitrary dimension, generic cost.

In a subsequent work [GKMP21], we extend our previous one-dimensional result to arbitrary
dimensions and to general cost functions. We consider locally finite, Zd-periodic graphs (X , E)
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in Rd (see Picture 1.4), and study the behavior of energies of the form

inf
j

{� 1

0
F (mt, jt) dt : (mt, jt)t∈[0,1] solves CEX

}
, (mt)t ⊂M+(X ) = RX+ ,

where CEX is a discrete continuity equation and F is a given lower-semicontinuous, convex,
and local function which grows more than linearly with respect to the second variable. This is
the content of Chapter 3.

0

Figure 1.4: A Z2-periodic graph in R2. In red, the unitary cube [0, 1]2 ⊂ R2.

The precise abstract setup is the following. We consider a set X = Zd ×V, where V is a finite
set. We shall use coordinates x = (z, v) ∈ X and denote them by xz := z, xv := v. The set
of edges E ⊂ X × X is symmetric and Zd-periodic, and we write x ∼ y whenever (x, y) ∈ E .

One can use the following geometric interpretation of (X , E), regarding X as a Zd-periodic
subset of Rd: we choose V to be any finite subset of [0, 1)d and use the identification
(z, v) ≡ z + v (as in Figure 1.4). It turns out that the embedding plays no role in the
formulation of the discrete problem (and hence the results), which is why we work with the
abstract setting.

We then fix the cost function: we denote by REa the set of discrete, skew-symmetric momentum
vector fields and we pick F : RX+ ×REa → R∪ {+∞} a convex, lower-semicontinuous function,
which is local and with at least linear growth in the momentum variable (see Assumption 3.2.3
in Chapter 3 for a precise definition).

In order to avoid the problem to be too degenerate, we make an additional assumption of the
domain of F . In particular, we assume that there exist Zd-periodic functions m◦ ∈ RX+ and
J◦ ∈ REa divergence-free, such that (m◦, J◦) ∈ D(F )◦,

Examples of periodic graphs. A particular class of Zd-periodic graphs can be associated to
Zd-periodic finite volume partitions (FVPs) of Rd (or equivalently, finite volume partitions

7



1. Introduction

Figure 1.5: A Z2-periodic finite volume partition of R2. In red, the unitary cube [0, 1]2 ⊂ R2.

of Td), in the sense of (1.7), see Figure 1.5 for a two-dimensional example. The analysis of
quadratic transport problems over this special class of graphs is the content of Section 3.9 in
Chapter 3, with particular attention to the role of the isotropic condition in this context.

Example of transport energies. In many interesting cases, the function F takes one of the
following forms:

F (m, J) =
∑
x∈XQ

Fx

(
m(x),

(
J(x, y)

)
y∼x

)
, F (m, J) =

∑
(x,y)∈EQ

Fxy

(
m(x),m(y), J(x, y)

)
.

We refer to these classes of examples respectively as vertex-based and edge-based. A particular
example of the second group is the Wasserstein-like type of costs (which includes the ones
presented in the previous section in the one-dimensional setting), which are of the form

F (m, J) = 1
p

∑
(x,y)∈EQ

|J(x, y)|p

Λ
(
qxym(x), qyxm(y)

)p−1 (1.11)

where qxy, qyx > 0 are fixed parameters defined for (x, y) ∈ EQ, p ≥ 1, and Λ is a suitable
mean.

It is interesting to note that we are able to include the linear case p = 1. Nonetheless, the lack
of superlinear growth will necessarily be reflected in weaker results, as we are going to discuss.

The rescaled problem. Let Tdε = (εZ/Z)d = {[εz] : z ∈ Zd} be the discrete torus of
mesh size ε. The rescaled graph (Xε, Eε) is constructed by rescaling the Zd-periodic graph
(X , E) and wrapping it around the torus. More precisely, define the map T z̄ε : X → Xε,
T z̄ε (z, v) =

(
[ε(z̄ + z)], v

)
. The rescaled graph is defined as

Xε := Tdε × V and Eε :=
{(
T 0
ε (x), T 0

ε (y)
)

: (x, y) ∈ E
}
.
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In a similar way, we define the rescaled cost function Fε : RXε+ × REεa → R ∪ {+∞} as

Fε(m, J) =
∑
z∈Zdε

εdF

(
τ zεm

εd
,
τ zε J

εd−1

)
,

where τ zεm := m ◦ T zε and τ zε J := J ◦ (T zε , T zε ), see Figure 1.6.

ε
z

1

0

Figure 1.6: On the left, the value of a function ψ : Xε → R correspond to different colors over
the nodes. On the right, the corresponding values of τ zεψ : X → R.

The second step is to describe the evolution of discrete measures. We fix T > 0 and we say
that a pair (m,J) solves the discrete continuity equation on the rescaled graph (Xε, Eε) if
m : [0, T ]→ RXε+ is continuous, J : [0, T ]→ REεa is Borel measurable, and

∂tmt(x) + div J(x) = 0 , div J(x) =
∑
y∼x

Jt(x, y) ,

for all x ∈ Xε in the sense of distributions. We use the notation (m,J) ∈ CEε.

The main goal is then to study the rescaled dynamical transport problem

Aε(m) := inf
J

{� T

0
Fε(mt, Jt) dt : (m,J) ∈ CEε

}

and their asymptotic behavior as ε→ 0.

In order to compare the discrete with the continuous setting, we shall introduce suitable
embedding maps. In this periodic setting, it is natural to consider for ε > 0, the functions

ιε : RXε+ →M+(Td) , ιεm := ε−d
∑
z∈Zdε

( ∑
x∈Xε
xz=z

m(x)
)
L d|Qzε ,

for every discrete measure m ∈ RXε+ .

It turns out that the discrete rescaled energies Aε Γ-converge as ε → 0 to a homogenised
energy Ahom which is the relaxation of the functional

inf
ν

{�
(0,T )×Td

fhom

( dµ
dt⊗ dx,

dξ
dt⊗ dx

)
dt⊗ dx : (µ,ν) ∈ CE

}
,

9



1. Introduction

for a suitable homogenised density fhom. Here CE denotes the set of continuous solutions to
the continuity equation ∂tµ+∇ · ν = 0 in the sense of distributions D′((0, T )× Td), where
µ = dt⊗ µt ∈M+((0, T )× Td) and ν = dt⊗ νt ∈Md((0, T )× Td).

The limit energy density fhom can be explicitly computed as follows. Set XQ := {x ∈ X :
xz = 0} and EQ := {(x, y) ∈ E : x ∈ XQ}.

We say that that m ∈ RX+ represents ρ ∈ R+ if m is Zd-periodic and ∑x∈XQm(x) = ρ. We
also say that a vector field J ∈ REa represents a vector j ∈ Rd if J is Zd-periodic, divergence
free (that is div J = 0), and its effective flux equals j, i.e.

Eff(J) := 1
2

∑
(x,y)∈EQ

J(x, y)(yz − xz) = j .

We can then express fhom via the following cell formula

fhom(ρ, j) := inf
{
F (m, J) : (m, J) ∈ Rep(ρ, j)

}
, ∀ρ ∈ R+ , j ∈ Rd .

The limit energy fhom(ρ, j) thus corresponds to the minimal cost to distribute mass ρ and flux
j among all the discrete vector fields with null divergence.

In the one dimensional setting, where F is the quadratic cost, we recover the original cell formula
presented in the previous section. Our result covers several examples, including quadratic costs
in arbitrary dimension, isotropic meshes of Td, and flow-based models. Once again, we observe
surprising behaviors, even in the case of quadratic transport-like costs as in (1.11) with p = 2.
Despite the Riemannian-structure of the discrete problems, the limit problem is in general not
Riemannian, but only Finsler. We can indeed prove that, in this case, fhom(1, j) = ‖j‖hom,
where ‖ · ‖hom is a homogenised norm which is general fails to be induced by a scalar product,
if no additional symmetry property on (X , E) is assumed, such as the isotropy condition in the
finite-volume framework.

As in the one-dimensional case, the previous result relies on new regularisation techniques
at the discrete level. Moreover, the nature of the proof is substantially different from the
one-dimensional setting as it is based on some crucial analysis of discrete divergence equations
on periodic graphs. A major additional difficulty arises from the fact that in arbitrary dimension,
one must deal with non-trivial divergence-free vector fields J , which reduce to the constant
ones in d = 1. Furthermore, the lack of homogeneity in the momentum variable for F does
not allow us to apply similar techniques as in [GKMP20], which instead strongly rely on the
2-homogeneity of the transport cost.

Topology and compactness. Our convergence result covers the linear growth case. In this
generality though, one has to deal with some lack of regularity.

For instance, we have no guarantee that measures µ ∈ M+((0, T )× Td) with finite energy
Ahom(µ) < ∞ admit a momentum vector field ν ∈ Md((0, T ) × Td), with (µ,ν) ∈ CE,
which admits a nice disintegration in time ν = dt⊗ νt. A simple example of this phenomenon
corresponds to the total momentum energy fhom(ρ, j) = |j| and µ := dt ⊗ δγt , where
γ ∈ BV((0, 1);Td) is the Heaviside function. It is not hard to see that there is no ν =
dt⊗ νt ∈Md((0, 1)× Td) which solves the continuity equation for µ. A solution is instead
given by

ν := δ1/2 ⊗H 1|[0,1], and Ahom(µ,ν) = |ν|((0, 1)× Td) = 1 <∞ .
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Taking these considerations into account, we can only hope to obtain good properties of finite
energy curves of measures in a weaker sense. Precisely, suppose that mε ∈ R(0,T )×Xε

+ is a
sequence of measures satisfying

sup
ε>0
Aε(mε) <∞ and sup

ε>0
mε((0, T )×Xε) <∞ . (1.12)

Then the sequence {ιεmε}ε ⊂ M+((0, T ) × Td) is compact with respect to the narrow
topology (i.e. in duality with continuous and bounded functions) and any limit point µ admits
a disintegration µ = dt⊗ µt with t 7→ µt ∈ BV((0, T );M+(Td)).
The examples above show that no better regularity can be sought without further assumptions
on F . The right condition to impose in order to obtain higher regularity is a superlinearity
assumption on F . Precisely, assume that there exists a a function θ : [0,∞)→ [0,∞) with
limt→∞

θ(t)
t

=∞ and a constant C ∈ R such that

F (m, J) ≥
(
θ
(
J0

m0

)
− C

)
m0 − C , J0 =

∑
(x,y)∈EQ

|J(x, y)|, m0 =
∑
x∈X
|x|
`d∞
≤R

m(x) .

In this case, we say that F has superlinear growth (in the momentum variable). Examples
of cost functions with superlinear growth include (1.11) as well as the edge-based costs
F (m, J) = ∑

(x,y)∈EQ |J(x, y)|p, both with 1 < p <∞.
Under this stronger assumption, we are able to show that curves of measures mε with uniform
bounds on the mass and energy (1.12) convergences (up to a non-relabeled subsequence)
ιεm

ε
t ⇀ µt uniformly in (0, T ). Moreover, µ = dt⊗ µt with t 7→ µt ∈ W1,1((0, T );M+(Td)).

In particular, t 7→ µt is continuous with respect to the vague topology ofM+(Td) and there
exists a corresponding momentum field ν = dt⊗ νt such that (µ,ν) ∈ CE.

Convergence of boundary value problems. Under the superlinear growth assumption for F
and the consequent uniform compactness result, we have a nice application of our main result,
which is the convergence of boundary value problems.
Consider for m0,m1 ∈M+(Xε) with m0(Xε) = m1(Xε) and µ0, µ1 ∈M+(Td) with µ0(Td) =
µ1(Td) the minimal actions

MAε(m0,m1) := inf
{
Aε(m) : m0 = m0,m1 = m1

}
,

MA(µ0, µ1) := inf
{
A(µ) : µ0 = µ0, µ1 = µ1

}
.

Note that the values µ0 and µ1 are well-defined under superlinear growth thanks to the
fact that finite energy measures admit a disintegration which is continuous in time. Then
we can show that the minimal actions MAε Γ-converge to MA in the narrow topology of
M+(Td)×M+(Td) .
It is worth noting that even under linear growth, µ0 and µ1 can still be defined using the trace
theorem in BV, but we cannot prove the convergence result statement in that case. We plan
to work on this problem in the future.

Evolutionary Γ-convergence of gradient flow structures
The behavior of the transport costs is only one of the questions arising. In Chapter 4, we
focus on the study of gradient flows associated with discrete transport distances and discuss
discrete-to-continuum convergence results.
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1. Introduction

At the continuous level, in their seminal work Jordan, Kinderlehrer and Otto [JKO98] showed
that the heat flow in Rd can be seen as the gradient flow of the relative entropy Ent(ρ dx) :=�
ρ log ρ dx with respect to the 2−Wasserstein cost.

There are several interpretations of what a gradient-flow structure means, in this setting. On
one side, one can formally introduce an infinite dimensional Riemannian structure on the space
of probability measures P2(Rd) whose associated geodesic distance coincides with W2. If g2 is
the corresponding metric, then the heat equation formally corresponds to the gradient-flow
evolution µ̇ = −∇g2Ent(µ).

The first mathematically rigorous approach to this problem, proposed in [JKO98], was to
consider suitable discretisation in time of the heat equation, via the so-called minimising
movements, or from the authors’ name, the JKO discretisation scheme. This represents the
infinite dimensional counterpart of the well-known implicit Euler scheme for gradient flows in
finite dimension.

An alternative approach is the metric one, which can be applied to general metric spaces, in
this case (P(Ω),W2), where Ω ⊂ Rd is a bounded, convex domain of Rd. We refer to the
book of Ambrosio, Gigli, and Savaré [AGS08] for an overview on the topic. Let us explain the
special case of the W2 framework. We are going to consider a slightly more general problem,
which is the Fokker–Planck equation

∂tµt = ∆µt +∇ · (µt∇V ) on (0, T )× Ω , (1.13)

with Neumann (no-flux) boundary conditions. Here V ∈ C2(Ω) ∩ C(Ω) is a driving potential,
with bounded second derivative. For constant potentials V , we recover the usual heat equation.

The equation (1.13) admits a unique steady state, that is dm(x) = ZV exp(−V (x)) dL d(x),
where ZV is a renormalisation constant. The equation corresponds to the gradient flow of the
relative entropy functional Entm given by

Entm : P(Ω)→ [0,+∞] , Entm(µ) :=


�

Ω ρ log ρ dm if dµ = ρ dm ,

+∞ otherwise .
(1.14)

The metric formulation of the associated gradient flows, which is equivalent to (1.13), is
expressed in terms of the energy dissipation inequality (EDI)

Entm(µT ) +
� T

0
A∗(µt, µ̇t) + A

(
µt,−DEntm(µt)

)
dt ≤ Entm(µ0) , (1.15)

where A(µ, ϕ) := 1
2

�
Ω |∇ϕ|

2 dµ denotes the (weighted) Sobolev seminorm of ϕ ∈ H1(Ω) and
A∗(µ, ·) its Legendre transform in the second variable, whereas DEntm denotes the L2(Ω)-
differential of the relative entropy. The EDI formulation of the Fokker–Planck equation describes
the evolution of the relative entropy along the solutions, and quantifies its dissipation via the
functionals A, A∗.

One of the strengths of these variational interpretations of the Fokker–Planck equation is that
they can be easily translated in the discrete framework. In the very same spirit, the discrete
counterpart of the JKO theorem has been proved in [Maa11] and [Mie11], independently, in
the setting of discrete heat flow and discrete relative entropy on finite state Markov chains
for a suitable choice of the average θ in (1.5), given by the logarithmic mean θlog(x, y) =
(x− y) log−1(x/y).
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In particular, the EDI formulation of the evolution admits a clear discrete counterparts. Consider
an admissible (in the sense of [EGH00], see also Section 4.2.2 in Chapter 4) finite volume
partition T of Ω (see Figure 1.1) and the corresponding discrete transport distance WT , as
described in (1.7), with mobility θ = θlog.

A natural discretisation of the continuous EDI is as follows. A curve (mt)t∈[0,1] in the space
(P(T ),W) is said to be a gradient flow of a certain energy E : P(T )→ [+∞] if it satisfies
the discrete Energy Dissipation Inequality (EDIT ):

E(mT ) +
� T

0

[
A∗T (mt, ṁt) +AT

(
mt,−DE(mt)

)]
dt ≤ E(m0) , (1.16)

where AT (m, f) = 1
4
∑
x,y∈T ωxyr̂(x, y)(f(y)− f(x))2 denotes the discrete Sobolev seminorm

of a function f : T → R weighted with the measure m ∈ P(T ) with density r with respect to
π, whereas A∗T (m, ·) denotes its Legendre transform in the second variable.

In Chapter 4, we study the stability of these gradient flows structures in the discrete-to-
continuum limit. More in detail, we consider a sequence of meshes {TN}N of vanishing
diameter [TN ]→ 0 and define the discrete entropy functional EntN : P(TN)→ R given by

EntN(m) :=
∑
x∈TN

m(x) log
(
m(x)
π(x)

)
, ∀m ∈ P(TN) ,

for π as defined in (1.7). Define (mN
t )t to be the correspondent gradient flow of EntN according

to (1.16).

We are interested in the limit behavior of the discrete evolutions as N → ∞, and we want
to approach this problem passing to the limit directly at the level of the energy dissipation
inequality (1.16). The first result in this direction has been obtained by Disser and Liero in
[DL15], where the authors showed the convergence of the discrete Fokker–Planck equations on
isotropic, one-dimensional, finite-volume meshes passing to the limit directly at the level of the
correspondent gradient-flow structure.

Together with my collaborators Dominik Forkert and Jan Maas, in [FMP20] we extended this
result to finite volume meshes in arbitrary dimension, even without assuming any additional
isotropy on the meshes. In more details, asssume that the initial data are well-posed, namely
QNm

N
0 ⇀ µ0 ∈ P(Ω) and EntN(mN

0 ) → Entm(µ0) as N → +∞, where we consider the
embedding maps

QN : P(TN)→ P(Ω), QNm =
∑
K∈TN

m(K)L d K for m ∈ P(TN).

Then the sequence µNt := QNm
N
t is compact in C([0, T ], (P(Ω),W2)) and any limit point

µt ∈ P(Ω) satisfies

lim inf
N→∞

EntN(mN
T ) ≥ Entm(ρT ), (1.17)

lim inf
N→∞

� T

0
ATN

(
mN
t ,−DEntN(mN

t )
)

dt ≥
� T

0
A
(
µt,−DEntm(µt)

)
dt, (1.18)

lim inf
N→∞

� T

0
A∗TN (mN

t , ṁ
N
t ) dt ≥

� T

0
A∗(µt, µ̇t) dt. (1.19)
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1. Introduction

In particular µt solves the continuous EDI (1.15), or equivalently the Fokker–Planck equation
(1.13).

Our proof is in nature very different from the one dimensional case of [DL15]. In arbitrary
dimension, one cannot rely on explicit interpolation estimates available on the real line. To
prove the result in such generality, we make use of some variational techniques introduced in
[BFLM02] and [AC04], and rely on some discrete, uniform Hölder regularity estimates we prove
to hold in the finite-volume framework, whose discussion is the content of Appendix A.

Let us briefly describe the strategy of our proof. The first bound (1.17) is a consequence of the
weak lower-semicontinuity of relative entropy functionals together with Fatou’s lemma. The
main difficulty is the proof of the two remaining lower bounds for the dissipation energies. The
crucial tool to this purpose is a Mosco convergence result for the discrete Dirichlet energies

FN : RTN → R+ , FN(f) := ATN (mN , f) , ∀f ∈ RTN ,

for a given sequence of discrete measures mN ∈ RTN . We define the corresponding embedded
continuous functionals F̃T : L2(Ω)→ [0,+∞] as

F̃N(ϕ) :=

FN
(
PT ϕ

)
if ϕ ∈ PCN ,

+∞ otherwise,
where

(
PNϕ

)
(xK) := ϕ(xK) for ϕ : Ω→ R

and PCN denotes denotes the space of all functions in L2(Ω) that are constant a.e. on each
cell K in TN .

Assuming that the µN := PTNmN ∈ P(Ω) have densities (with respect to L d) which are
bounded from above and away from zero, and weakly convergent to some limit measure
µ ∈ P(Ω), we can prove that the energies F̃N Mosco-converge in L2(Ω) to a continuous
Dirichlet form Fµ. The proof is based on a compactness and representation procedure, following
the ideas of [AC04] and [BFLM02] and extending them to the finite-volume framework.

The final step consist in the identification of the limit Fµ. Intuitively, one expects to prove
that for ϕ ∈ L2(Ω)

Fµ(ϕ) = A(µ, ϕ) =


1
2

�
Ω
|∇ϕ|2 dµ if ϕ ∈ H1(Ω),

+∞ otherwise .
(1.20)

We have already seen in the previous sections that, for a general admissible mesh T , we expect
discrete energies to be very sensitive to possible oscillations of the densities. Therefore it should
not surprise that some additional regularity conditions on µN are required in order to obtain the
sought convergence result. A possible formulation reads as follows: we say that the pointwise
condition holds if µ has density ρ = dµ

dm and µN := QNmN ⇀ µ with µN satisfying for a.e.
x0 ∈ Ω:

lim
ε→0

lim inf
N→∞

sup
x∈Qε(x0)

ρN(x) ≤ ρ(x0) ≤ lim
ε→0

lim sup
N→∞

inf
x∈Qε(x0)

ρN(x). (pc)

Here, Qε(x0) denotes the open cube of side-length ε > 0 centered at x0, and ρN (x) := rN (xK)
for x ∈ K. This clearly prevents the densities µN to be strongly oscillating, and with this
additional assumption we are indeed able to prove (1.20).
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It would be interesting to study the limit behavior of the discrete Dirichlet forms F̃N without
the regularity assumption (pc) but assuming more regularity at the level of the meshes, e.g.
isotropy or periodicity. This will be the focus of future investigation.

Finally, the flexibility of this approach does not seem limited to the Fokker–Planck setting and
opens the door to possible generalisations to non-linear and higher-order equations.

In the last section of this introduction, we make a slight change of perspective, and move our
attention away from the setting of discrete transport problems to focus on the non-commutative
framework. Interestingly, in a similar fashion as we have seen working with discrete spaces,
many classical tools coming from the theory of optimal transport can be translated into the
non-commutative world as well.

1.0.1 Non-commutative optimal transport
We have seen in the previous sections how many ideas and techniques classically used in
a continuous setting (such as euclidean domains or Riemannian manifolds) can find their
counterparts in the setting of discrete Markov chains (or equivalently weighted graphs). Another
framework where the classical ideas of optimal transport can find interesting translations and
applications is the non-commutative one. This is the topic of the last chapter of this thesis.

The easiest examples are density matrices over a finite dimensional, complex Hilbert space h. A
density matrix over h, whose set we denote by P(h), is defined as a hermitian operator Γ with
trace one. In the simpler finite dimensional setting, they reduce to the subset of d× d matrices

P(Cd) =: Pd =
{

Γ ∈ Sd : Tr(Γ) = 1
}
, for d ∈ N ,

where Sd ⊂Md :=Md(C) is the set hermitian d× d matrices with complex entries.

A density matrix is the non-commutative analogue of a probability measure, where the trace
plays the role of the integration. Using the same perspective, one define couplings between
density matrices. Suppose that h = h1 ⊗ h2, for two given Hilbert spaces h1, h2. Then one
says that Γ ∈ P(h) is a coupling between γ1 ∈ P(h1) and γ2 ∈ P(h2) if

Tr1(Γ) = γ1 and Tr2(Γ) = γ2 ,

where Tri(Γ) denotes the i-th partial trace (5.23) of Γ. We refer to γ1 and γ2 as the marginals
of Γ, as in the commutative setting, and we write Γ 7→ (γ1, γ2). Finally, the cost function is
here represented by an hermitian operator H over h.

The corresponding static, non-commutative optimal transport problem, in strict analogy to the
classical Monge–Kantorovich one (1.1), is then given for every γ1 ∈ P(h1), γ2 ∈ P(h2) by

F(γ1, γ2) := inf {Tr(H Γ) : Γ ∈ P(h) , Γ 7→ (γ1, γ2)} .

This has been for example considered in [CGP18], where the authors study this problem and a
suitable dual formulation, in the same spirit of the Kantorovich dual formulation

inf
π∈Π(µ0,µ1)

�
c(x, y) dπ(x, y) = sup

φ,ϕ∈Lipb(X)

{�
ϕ dµ1 +

�
ψ dµ0 : ϕ⊕ ψ ≤ c

}
, (1.21)

which holds for bounded, lower semicontinuous cost functions c : X ×X → [0,+∞].
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The static formulation is certainly not the only attempt to introduce a notion of optimal
transportation between density matrices. In their seminal works Carlen and Maas [CM14],
[CM17] proposed a non-commutative optimal transport distance between density matrices based
on a quantum analogue of the Benamou–Brenier formula (1.3). Nonetheless the connections
(if any) between the static and the dynamical formulation remain unclear.

In this thesis, we only consider the static approach to the non-commutative problem. In Chapter
5, we study the corresponding entropic regularised problem, or else known in the commutative
setting as Schrödinger problem [Sch31], [L1́4]. For a given regularisation parameter ε > 0,
the ε-entropic regularised transport problems on P(X) is obtained by adding an entropy
contribution, in the form

inf
{�

c(x, y) dπ(x, y) + εEntm(π) : π ∈ Π(µ0, µ1)
}
, µ0, µ1 ∈ P(X) ,

where m ∈ P(X×X) is a given reference measure and Entm denotes the corresponding relative
entropy, as in (1.14).

We are interested in the corresponding non-commutative analogue on the space of density
matrices. To this purpose, it is natural to consider the (quantum) Shannon entropy of a density
matrix Γ ∈ P(h) given by S(Γ) := Tr(Γ log Γ), where the logarithm of a hermitian operator
is defined using the spectral calculus. In particular, if dim h = d ∈ N and {λj}j≤d are the
eigenvalues of Γ, then S(Γ) = ∑d

j=1 λj log λj.

Assume now that h = h1 ⊗ · · · ⊗ hN , with dim hi = di ∈ N, and fix a set of N marginals
γ = (γ1, . . . , γN), where γi ∈ hi. For every ε > 0, one then defines the corresponding
multimarginal quantum Schrödinger problem as

Fε(γ) = inf {Tr(H Γ) + εS(Γ) : Γ ∈ P(h) , Γ 7→ γ} ,

where Γ 7→ γ means that Γ has γi as i-th marginal, for every i = 1, . . . , N .

From the point of view of quantum physics, this corresponds to the study of the ground
state energy of a finite dimensional composite quantum system at positive temperature ε > 0,
conditionally to the knowledge of the states of all its subsystems (here represented by {γi}i).
Every Γ 7→ γ represents an admissible state of the system, whereas the ground state energy
corresponds to the energy level of the minimiser Γε in the definition of Fε(γ).

A special case of this is what in the physics literature is known as one-body reduced density
matrix functional theory (in short 1RDMFT). This corresponds to indistinguishable particles
hi = h0, γi = γ for all i = 1, . . . , N , with additional symmetry constraints enforced on the
problem, which can be either bosonic or fermionic.
Our contribution, which is the result of a joint collaboration with D. Feliciangeli and A. Gerolin
[FGP21], is twofold: the first result we show is a non-commutative equivalent dual formulation
of the Schrödinger problem, given by

Fε(γ) = Dε(γ) = sup


N∑
i=1

Tr(Uiγi)− εTr
(

exp
[⊕N

i=1 Ui − H
ε

])
: Ui ∈ Sdi

+ ε ,

in the case of marginals with trivial kernel (a very similar formula holds in general as well, see
Remark 5.3.9). This is the non-commutative counterpart of the dual formula for the classical
Schrödinger problem in the commutative setting [DMG20a]. We call the optimal operators
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Ui Kantorovich potentials, which classically refers to ϕ, ψ in the dual formulation of optimal
transport (1.21).

It is interesting to note that the well-known Pauli principle (see e.g. [LS10, Theorem 3.2]),
which provides necessary and sufficient conditions for γ to be the one-reduced density matrix of
an N -body fermionic density matrix, finds a variational interpretation in our discussion. Indeed,
in the antisymmetric case we are able to show (see Proposition 5.2.8) that γ satisfies the Pauli
principle (resp. satisfies the Pauli principle strictly) if and only if the supremum of the dual
functional Dε(γ) is finite (resp. is attained), as it is to be expected.

We also prove existence of maximisers U ε
i for Dε(γ) and take advantage of the duality theorem

to show that the optimisers for the primal problem Fε(γ) can be written in the form

Γε = exp
(⊕N

i=1 U
ε
i − H
ε

)
. (1.22)

One of the strengths of the dual formulation of the Schrödinger problem is the possibility
of computing the optimisers in a very efficient way. In the commutative setting this is the
well-known Sinkhorn algorithm [CP19]. The second contribution of our work is to introduce a
non-commutative, multimarginal analogue of this algorithm, and prove the convergence to the
corresponding optimal density matrix Γε in the definition of Fε(γ).

This algorithm exploits the shape of the minimizer obtained in (5.2), in order to construct a
sequence Γ(k) of density matrices converging to Γε of the form

Γ(k) = exp
⊕N

i=1 U
(k)
i − H
ε

 , (1.23)

where the vector (U (k)
1 , . . . , U

(k)
N ) is iteratively updated by progressively imposing that Γ(k)

has at least one correct partial trace. We prove the convergence and the robustness of this
algorithm in Section 5.5.

This represents an attempt to extend typical commutative techniques to the quantum case,
with the hope of giving some insights to better understand the complex mathematics behind
the infinite dimensional picture (for example appearing in quantum mechanics). Our result
are for the moment only limited to the finite dimensional framework. Extension to infinite
dimension certainly requires extra work and additional technical difficulties, and we postpone
the discussion to future collaborations.

1.0.2 Additional works
In this last section, I present a quick overview of some works I have been doing during my PhD
at IST Austria, and which will not be inserted in this thesis.

Optimal control

The variational principles which are behind the energy dissipation inequalities and the gradient
flows have a huge impact in dealing with various situations, including optimal control problems.
In a joint work [PS19] in collaboration with Ulisse Stefanelli, we consider several abstract
optimal control problems of the form

min{F (u, y) : y ∈ S(u)} , (1.24)
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1. Introduction

where u : [0, T ] → H is a time-dependent admissible control, H is a Hilbert space and
y : [0, T ]→ H belongs to the set S(u) of solutions to a nonlinear evolution equation suitably
depending on u. F is a nonnegative target functional defined on the trajectories u and y.

Examples include gradient flows, generalised gradient flows, monotone and pseudomonotone
flows, and GENERIC flows. The key property of these non linear equations is the possibility
of describing them as zeros of a certain functional G, namely y ∈ S(u)⇔ G(u, y) = 0. For
example, in case of gradient flows y + ∂φ(y) 3 u for φ : H → (−∞,+∞] convex energy,
one can write the correspondent equation as (u, y) being a zero the Brezis–Ekeland–Nayroles
functional

GBEN(u, y) =
� T

0

(
φ(y) + φ∗(u− y′)− (u, y)

)
dt+ 1

2‖y(T )‖2 − 1
2‖y0‖2.

In our work [PS19], we propose an approximation result for problems of the form (1.24) with
free (usually convex) minimisation ones. Precisely, the differential constraint is penalized
by augmenting the target functional by a nonnegative global-in-time functional G which is
null-minimized if and only if the evolution equation is satisfied. We present different possible
applications of this idea for various variational settings, showing the convergence of the method
and some numerical examples.

Generalised gradient flows

In a project in collaboration with Marco di Francesco, Simone di Marino, and Emanuela Radici
we focus on conservation laws and gradient flows with respect to generalised Wasserstein
distances in Rd.

Introduced in [DNS12], [LM10], they are obtained for any ρ0, ρ1 ∈P(Ω) as

W2,m(ρ0, ρ1)2 := inf
{� 1

0

�
Rd
|vt|2m(ρt) dx dt : ∂tρt +∇ · (m(ρt)vt) = 0, ρt=i = ρi

}
,

where m : [0,+∞) → [0,+∞) is a concave mobility function. The corresponding (formal)
gradient flows equation of an energy E : P(Rd) → [0,∞] with respect to this generalised
distance is given by

∂tρt −∇ · (m(ρt)∇(DE(ρt)) = 0 .

From a modeling point of view, the previous equation can describe an evolution that aims
at minimising the free energy E while including at the same time possible additional effects
and/or constraints, such as overcrowding preventions. The simplest example is the case
m(ρ) = ρ(M − ρ)+, for M > 0, which vanishes whenever ρ > M . In particular, no motion
happens when the particle density reaches the upper level M , which represents a threshold
for the amount of particles allowed in the model. This is a typical assumption for example in
crowd motions and traffic flows models.

In [DFDMPR21], we propose, in the scalar case, a space discretisation in the framework of
non-linear mobilities, adopting a Lagrangian point of view. Firstly, we show an approximation
result for the generalised transport distances at the continuous level using systems of N -ordered
particles. Subsequently, we take advantage of this discrete-in-space approximation and show the
stability at the level of the corresponding gradient-flow structures, providing a finite-dimensional
approximation of the associated evolution equation.
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CHAPTER 2
Homogenisation of one-dimensional

discrete optimal transport

In this chapter we present the one-dimensional homogenisation result for Wasserstein-like
distances in a periodic setting. This is the content of the article [GKMP21], obtained in
collaboration with Peter Gladbach, Eva Kopfer, and Jan Maas.

This work deals with dynamical optimal transport metrics defined by spatial discretisation of
the Benamou–Benamou formula for the Kantorovich metric W2. Such metrics appear naturally
in discretisations of W2-gradient flow formulations for dissipative PDE. However, it has recently
been shown that these metrics do not in general converge to W2, unless strong geometric
constraints are imposed on the discrete mesh. In this paper we prove that, in a 1-dimensional
periodic setting, discrete transport metrics converge to a limiting transport metric with a
non-trivial effective mobility. This mobility depends sensitively on the geometry of the mesh
and on the non-local mobility at the discrete level. Our result quantifies to what extent discrete
transport can make use of microstructure in the mesh to reduce the cost of transport.

2.1 Introduction
In the past decades there has been intense research activity in the area of optimal transport,
cf. the monographs [Vil03, Vil08, San15, PC19] for an overview of the subject. In continuous
settings, a key result in the field is the Benamou–Brenier formula [BB00], which expresses
the equivalence of static and dynamical formulations of the optimal transport problem. In
discrete settings, the equivalence between static and dynamical optimal transport breaks down,
and it turns out that the dynamical formulation (introduced in [Maa11, Mie11]) is essential in
applications to evolution equations, discrete Ricci curvature, and functional inequalities, see,
e.g., [CHLZ12, EM12, Mie13, EM14, EMT15, FM16, EHMT17, EF18].

However, the limit passage from discrete dynamical transport to continuous optimal transport
turns out to be nontrivial. In fact, it has been shown in [GKM20] that seemingly natural
discretisations of the Benamou–Brenier formula do not necessarily converge to the Kantorovich
distance W2, even in one-dimensional settings. The main result in [GKM20] asserts that, for a
sequence of meshes on a bounded convex domain in Rd, an isotropy condition on the meshes
is required to obtain the convergence of the discrete dynamical transport distances to W2.
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2. Homogenisation of one-dimensional discrete optimal transport

It remained an open question to identify the limiting behaviour of the discrete metrics in
situations where the isotropy condition fails to hold. The aim of the current paper is to answer
this question in the one-dimensional periodic setting.

We start by informally introducing the main objects of study in this paper and present the
main result. For more formal definitions we refer to Section 2.2 below.

Continuous optimal transport
Let P(S) (resp. M (S)) denote the set of Borel probability measures (resp. signed measures)
on a Polish space (S, d). We will work on the one-dimensional torus S1 = R/Z and use the
convention that arithmetic operations are understood modulo 1.
The Kantorovich metric W2 (also known as Wasserstein metric) on P(S) is defined by

W2
2(µ0, µ1) = inf

γ∈Γ(µ0,µ1)

{ �
S×S

d2(x, y) dγ(x, y)
}

(2.1)

for µ0, µ1 ∈ P(S). Here, Γ(µ0, µ1) denotes the set of probability measures on S × S with
marginals µ0 and µ1 respectively. For µ0, µ1 ∈ P(S1) the Benamou–Brenier formula yields the
equivalent dynamical formulation

W2
2(µ0, µ1) = inf

µ,v

{ � 1

0

�
S1

|j|2

µ
: ∂tµ+ ∂xj = 0

}
, (2.2)

where the infimum runs over all curves µ : [0, 1]→ P(S1) connecting µ0 and µ1, and all vector
fields j : [0, 1]× S1 → R satisfying the stated continuity equation. Here,

� 1
0

�
S1
|j|2
µ

is to be
understood as

� 1
0

�
S1 |vt(x)|2 dµt(x) dt if j � v with dj

dµ = v, and +∞ otherwise.

Discrete dynamical optimal transport
Let X be a finite set endowed with a reference probability measure π ∈ P(X ). Let R :
X × X → R+ denote the transition rates of an irreducible continuous time Markov chain on
X . We assume that the detailed balance condition holds, i.e., π(x)R(x, y) = π(y)R(y, x) for
all x, y ∈ X .
Let {θxy}x,y∈X be a collection of admissible means, i.e., each θxy : R+×R+ → R+ is concave,
1-homogeneous, and satisfies θ(1, 1) = 1. We assume that θxy(a, b) = θyx(b, a) for any
a, b ≥ 0.
The discrete dynamical transport metric associated to (X , R, π) is defined by

W2(m0,m1) = inf
m,J

1
2

� 1

0

∑
x,y∈X

J2
t (x, y)

θxy
(
mt(x)R(x, y),mt(y)R(y, x)

) dt

 .

Here the infimum runs over all curves m : [0, 1] → P(X ) connecting m0 and m1, and all
discrete vector fields J : [0, 1]→ V(X ) satisfying the discrete continuity equation

d
dtmt(x) +

∑
y∈X

Jt(x, y) = 0 for all x ∈ X ,

where V(X ) denotes the set of all anti-symmetric functions V : X × X → R. The definition
of W is a direct analogue of (2.2) with one additional feature: between any pair of points x
and y an admissible mean θxy needs to be chosen to describe the mobility.
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2.1. Introduction

Discrete optimal transport on 1-dimensional meshes
In this paper we consider discrete transport metrics induced by a finite volume discretisation of
S1.

Fix 0 = r0 < . . . < r1 < . . . < rK = 1 for some K ≥ 1. We write πk := rk+1 − rk and
Ak := [rk, rk+1), so that T := {Ak}K−1

k=0 is a partition of S1 into disjoint half-open intervals.
We also consider a sequence of points {zk}K−1

k=0 such that each zk lies in the interior of Ak.
The distance between zk and zk′ in S1 will be denoted by dkk′ . Here and below we will often
perform calculations modulo K.

0 = r0 r1 r2 rK−1 rK = 1

z0 z1 zK−2 zK−1

π0 π1 πK−1

Figure 2.1: The mesh T on S1.

We endow the discrete state space T with the natural reference measure π ∈ P(T ) given by
π(Ak) = πk. The main object of study in this paper is the transport metric WT on P(T )
induced by the Markov transition rates on T given by

R(Ak, Ak′) := Rkk′ := 1
πkdkk′

if |k − k′| = 1, and Rkk′ = 0 otherwise. Then we have the detailed balance condition
πkRkk′ = πk′Rk′k. The rates are chosen to ensure that solutions to the discrete diffusion
equation (i.e., the Kolmogorov forward equation associated to the Markov chain given by R)
converge to solutions of the diffusion equation ∂tµ = ∂2

xµ in the limit of vanishing mesh size
[EGH00]. A gradient flow approach in one dimension can be found in [DL15].

The periodic setting
For any mesh T as above and N ≥ 1 one can construct an inhomogeneous periodic mesh TN
with NK cells An;k by concatenating N rescaled copies of T .

0 1

1
N

π0
N

π1
N

πK−1
N

Figure 2.2: The mesh TN on S1.

We then consider the transport metric WN :=WTN on P(TN ) as defined above. Explicitly, we
have

W2
N(m0,m1) = inf

m,J


1
N

� 1

0

N−1∑
n=0

K−1∑
k=0

dk,k+1
J2
t (n; k, k + 1)

θk,k+1

(
Nmt(n;k)

πk
, Nmt(n;k+1)

πk+1

) dt

 ,
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2. Homogenisation of one-dimensional discrete optimal transport

where the infimum runs over all curves m : [0, 1]→ P(TN) and J : [0, 1]→ V(TN) satisfying
the discrete continuity equation

d
dtmt(n; k) + Jt(n; k, k + 1)− Jt(n; k − 1, k) = 0

for all n = 0, . . . , N − 1 and k = 0, . . . , K − 1. Here we use the shorthand notation
m(n; k) = m(An;k) and J(n; k, k + 1) = J(An;k, An;k+1). Moreover, we use the convention
that m(n;K) = m(n+ 1; 0) and J(n;K − 1, K) = J(n+ 1;−1, 0). The main goal of this
paper is to analyse the limiting behaviour of WN as N →∞.

The discrete-to-continuous limit
The first convergence result for discrete dynamical transport metrics (in the sense of Gromov–
Hausdorff) was obtained in [GM13]. There it is shown that the discrete transport metric
associated to the cubic mesh on the d-dimensional torus converges to W2 in the limit of
vanishing mesh size.

The limiting behaviour of discrete dynamical transport metrics on more general meshes turns
out to be a delicate issue. In fact, it follows from the multi-dimensional results in [GKM20] that
the discrete transport metrics WN converge to W2 if and only if the means θkk′ are carefully
chosen to satisfy an appropriate “balance condition” that reflects the geometry of the mesh
T . In our one-dimensional periodic setting, these results imply that WN converges to W2 if
and only if there exist constants λk,k+1, s ∈ (0, 1) such that the following conditions hold for
k = 0, . . . , K − 1:

rk+1 = λk,k+1zk+1 + (1− λk,k+1)zk + s ,

θk,k+1(a, b) ≤ λk,k+1a + (1− λk,k+1)b for any a, b ≥ 0 .
(2.3)

Thus, to fulfill this condition, the asymmetry of the means θk,k+1 should reflect the relative
location of the points zk, rk+1, and zk+1. We refer to Section 2.4 below for a full discussion.

The main contribution of the current paper is the identification of the limiting behaviour of
WN in the general one-dimensional periodic setting, without assuming (2.3). To state the
result, we introduce the canonical projection operator PT : P(S1)→ P(T ) defined by

(PT µ)({A}) = µ(A) (2.4)

for µ ∈ P(S1) and A ∈ T . For brevity we write PN := PTN .

The following homogenisation result asserts that WN converges to a Kantorovich metric with
an effective mobility determined by the geometry of the mesh and by the choice of the means
θk,k+1.

Theorem 2.1.1 (Main result). Fix a mesh T on S1, and consider the induced periodic meshes
TN for N ≥ 1. For any µ0, µ1 ∈ P(S1), we have

lim
N→∞

WN(PNµ0, PNµ1) =
√
c?(θ, T )W2(µ0, µ1) ,

where

c?(θ, T ) := inf


K−1∑
k=0

dk,k+1

θk,k+1

(
mk
πk
, mk+1
πk+1

) : m ∈ P(T )

 . (2.5)
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Moreover, as N →∞ we have Gromov–Hausdorff convergence of metric spaces:

(P(TN),WN)→
(
P(S1),

√
c?(θ, T )W2

)
,

in the sense of Definition 2.7.1.

Remark 2.1.2 (Upper bound and isotropic case). We show in Section 2.4 that c∗(θ, T ) ≤ 1.
Moreover, if the compatibility conditions (2.3) are satisfied, it follows that c?(θ, T ) = 1, and
we recover the result of [GKM20].
Remark 2.1.3 (Convergence of gradient flows). We stress that the limiting behaviour at the
level of the transport metrics is in stark contrast with the convergence results of the level of
the gradient flow equation. Indeed, consider the discrete transport metric WN in the case
where each θk,k+1 is equal to the logarithmic mean θlog(a, b) =

� 1
0 a

1−sbs ds. Then the discrete
diffusion equation is the gradient flow equation in (P(TN),WN) for the relative entropy with
respect to the natural reference measure πN ; cf. [CHLZ12, Maa11, Mie11]. Similarly, the
continuous diffusion equation is the gradient flow in (P(S1),W2) for the relative entropy with
respect to the Lebesgue measure on S1 [JKO98]. Convergence of solutions of the discrete
heat equation to solutions of the continuous heat equation is well known, see, e.g., [EGH00].
Nevertheless, our main result shows that the discrete transport metrics WN converge to a
limiting metric that is different from W2, unless the mesh is equidistant. For a systematic
study of convergence of gradient flow structures we refer to [Mie16b, Mie16a, DFM19]; see
also [ARM17] for a discussion in the context of finite volume discretisations.
Remark 2.1.4 (Convergence on geometric graphs). A convergence result for discrete transport
distances on a large class of geometric graphs associated to point clouds on the d-dimensional
torus has been obtained in [GT20]. This result applies in particular to iid points sampled from
the uniform distribution on the torus. As the results in that paper apply to sequences of graphs
with increasing degree, they do not overlap with the results obtained here.

Heuristics
We briefly sketch a non-rigorous argument that makes Theorem 2.1.1 plausible. For this
purpose we consider a smooth solution to the continuity equation ∂tµ + ∂xj = 0, and fix
α ∈ P(T ). Suppressing the time variable, we define a discrete measure m that assigns mass
m(k) := α(k)µ

(
[ n
N
, n+1
N

)
)
to each cell An;k in TN . This ensures that each interval of the form

[ n
N
, n+1
N

) receives the same mass at the discrete and the continuous level, but within each such
interval, the measure α introduces discrete density oscillations.

Let J be the discrete momentum vector field that solves the continuity equation for m. If this
vector field is sufficiently regular, we may estimate the discrete energy by

N−1∑
n=0

K−1∑
k=0

dk,k+1
J2
t (n; k, k + 1)

θk,k+1

(
Nmt(n;k)

πk
, Nmt(n;k+1)

πk+1

)

≈ 1
N

N−1∑
n=0

J2
t (n; 0, 1)

µ
(
[ n
N
, n+1
N

)
) K−1∑
k=0

dk,k+1

θk,k+1

(
α(k)
πk
, α(k+1)
πk+1

) ≈ c?(θ, T )
�
|j|2

µ
,

after minimisation over α ∈ P(T ). We thus recover the continuous energy appearing in the
Benamou–Brenier formula up to a multiplicative correction, which indeed suggests our main
result.
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2. Homogenisation of one-dimensional discrete optimal transport

A rigorous argument based on this heuristics clearly requires suitable spatial regularity results
for m and J . Indeed, we will show in Section 2.5 below that any discrete curve can be
approximated by a curve of similar energy, which enjoys good Lipschitz bounds for J as well as
good Lipschitz bounds for m up to oscillations within each cell.

Organisation of the paper
In Section 2.2 we collect the basic definitions and preliminary results that are used in this paper.
In Section 2.3 we give a simple approach to some of the main convergence results, which
only applies in the special case where T consists of exactly 2 cells. In Section 2.4 we analyse
the formula (2.5) for the effective mobility c?(θ, T ) and discuss its relation to the geometric
conditions from [GKM20].

The bulk of the proof of the main result is contained in Sections 2.5 and 2.6, which deal
with the lower and upper bounds for WN respectively. The key results in these sections are
Theorems 2.5.4 and 2.6.6. In Section 2.7 we finish the proof of the main result by proving the
Gromov–Hausdorff convergence.

2.2 Preliminaries

2.2.1 Continuous optimal transport on S1

For µ0, µ1 ∈ P(S1), let CE(µ0, µ1) denote the set of all distributional solutions to the continuity
equation

∂tµ+ ∂xj = 0 (2.6)

with boundary conditions µt|t=0 = µ0 and µt|t=1 = µ1. More precisely, this means that (µt)t is
a weakly continuous family of measures in P(S1) with the given boundary conditions, (jt)t
is a Borel family of measures in M (S1) satisfying

� 1
0 |jt|(S

1) dt <∞, and (2.6) holds in the
sense that

� 1

0

�
S1
∂tξ(t, x) dµt(x) dt+

� 1

0

�
S1
∂xξ(t, x) djt(x) dt = 0

for any test function ξ ∈ C1
c (S1 × (0, 1)). For µ ∈ P(S1) and j ∈M (S1) we set

A(µ, j) =
�
S1

∣∣∣∣∣ djdµ

∣∣∣∣∣
2

dµ ,

if j � µ, and A(µ, j) = +∞ otherwise. With this notation, the Benamou–Brenier formula
[BB00] asserts that

W2
2(µ0, µ1) = inf

{ � 1

0
A(µt, jt) dt : (µt, jt)t ∈ CE(µ0, µ1)

}
, (2.7)

see, e.g., [AGS08, Lemma 8.1.3] for more details.
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0 = r0 r1 r2 rK−1 rK = 1

z0 z1 zK−2 zK−1

d01 dK−2,K−1

π0 π1 πK−1

Figure 2.3: The mesh T on S1.

2.2.2 Discrete optimal transport on one-dimensional meshes
As in Section 2.1, we fix a mesh T = {Ak}K−1

k=0 on S1, and use the notation rk, πk, zk, dkk′ .
The set V(T ) of discrete vector fields is naturally identified with the set of real-valued functions
on {(k, k + 1)}K−1

k=0 .

Definition 2.2.1 (Discrete continuity equation). A pair (mt, Jt)t∈[0,1] is said to satisfy the
discrete continuity equation if

(i) m : [0, 1]→ P(T ) is continuous;

(ii) J : [0, 1]→ V(T ) is locally integrable;

(iii) the continuity equation holds in the sense of distributions:
d
dtmt(k) + Jt(k, k + 1)− Jt(k − 1, k) = 0 for all k = 0, . . . , K − 1 . (2.8)

We write CET (m0,m1) to denote the collection of pairs (mt, Jt)t∈[0,1] satisfying m|t=0 = m0
and m|t=1 = m1.

Definition 2.2.2 (Admissible mean). An admissible mean is a function θ : R+ × R+ → R+
that is concave, 1-homogeneous, and satisfies θ(1, 1) = 1.

Note that we do not impose that admissible means are symmetric. Let us briefly recall some
properties of admissible means that will be used in the sequel.

Lemma 2.2.3 (Properties of admissible means). For any admissible mean θ : R+×R+ → R+
the following statements hold:

(i) For a, b ≥ 0 we have min{a, b} ≤ θ(a, b) ≤ max{a, b}.

(ii) The map R+ × R+ 3 (a, b) 7→ 1
θ(a,b) ∈ (0,+∞] is jointly lower semicontinuous.

(iii) θ is locally Lipschitz on (0,+∞)2.

Proof. For all a, b, s, t ≥ 0 we obtain, using 1-homogeneity and concavity,

θ(a+ s, b+ t) = 2θ(a+s
2 , b+t2 ) ≥ θ(a, b) + θ(s, t) ≥ θ(a, b),

hence θ is non-decreasing with respect to the first and the second variable. Thus, if a ≤ b, it
follows that a = θ(a, a) ≤ θ(a, b) ≤ θ(b, b) = b. Since the same argument applies if a ≥ b, we
obtain (i).

The claims in (ii) and (iii) are easy consequences of the assumptions on θ.
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2. Homogenisation of one-dimensional discrete optimal transport

Definition 2.2.4 (Discrete dynamical transport distance). Let T be a mesh on S1, and
{θk,k+1}K−1

k=0 be a family of admissible means.

1. The energy functional AT : P(T )× V(T )→ R ∪ {+∞} is given by

AT (m, J) =
K−1∑
k=0

dk,k+1fk,k+1

(
m(k)
πk

,
m(k + 1)
πk+1

, J(k, k + 1)
)
,

where fk,k+1(ρ, ρ̃, J) = F
(
θk,k+1(ρ, ρ̃), J

)
, and

F (ρ, J) =


J2

ρ
if ρ > 0 ,

0 if ρ = 0 and J = 0 ,
+∞ otherwise .

2. The discrete dynamical transportation distance between m0,m1 ∈ P(T ) is given by

WT (m0,m1) = inf


√√√√� 1

0
AT (mt, Jt) dt : (mt, Jt)t ∈ CET (m0,m1)

 .

The infimum in the the previous definition is attained; cf. [EM12, Theorem 3.2]. In the sequel
we apply these definitions to the periodic meshes TN defined in Section 2.1. We will then
simply write AN and WN as a shorthand for ATN and WTN respectively.

2.2.3 A priori bounds
In this section we collect some coarse bounds that will be useful in the sequel. To compare
discrete and continuous measures, we consider the canonical embedding ιT : P(T )→ P(S1)
defined by

ιTm =
K−1∑
k=0

mkUAk for m ∈ P(T ) ,

where UAk denotes the uniform probability measure on Ak. Note that ιT is a right-inverse of
the projection map PT defined by (2.4). We will often write ιN = ιTN for brevity.

The following notion of mesh regularity can be found in a multi-dimensional setting in [EGH00,
Section 3.1.2].

Definition 2.2.5 (ζ-regularity). Let ζ ∈ (0, 1]. We say that a mesh T is ζ-regular, if
ζ < mink{zk−rk,rk+1−zk}

maxk πk
for all k = 0, . . . , K − 1.

A mesh T is ζ-regular if and only if the ball of radius ζ maxk πk around zk is contained in the
interior of the cell Ak for each k. Clearly, any mesh T on S1 is ζ-regular for some ζ ∈ (0, 1].
Remark 2.2.6. If T is ζ-regular for some ζ ∈ (0, 1], then each TN is ζ-regular as well.

Let [T ] denote the size of the mesh, i.e., the maximal diameter of its cells:

[T ] := max{πk : k = 0, . . . , K − 1} .

The following result provide a coarse upper bound for WN in terms of W2.
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Proposition 2.2.7 (Coarse upper bound for WT ). Let ζ ∈ (0, 1]. There exists a constant
C <∞ depending only on ζ such that for any ζ-regular mesh T of S1 and all m0,m1 ∈ P(T )
we have

WT (m0,m1) ≤ C
(
W2(ιTm0, ιTm1) + [T ]

)
. (2.9)

Proof. This result has been proved in [GKM20, Lemma 3.3] for convex domains in Rd; the
proof on S1 proceeds mutatis mutandi.

The following result provides a coarse bound in the opposite direction.

Proposition 2.2.8 (Coarse lower bound for WT ). Fix δ, ζ ∈ (0, 1). There exists a constant
C <∞ depending only on δ and ζ, such that for any ζ-regular mesh T on S1, and for any
solution (mt, Jt)t to the discrete continuity equation (2.8) satisfying δ ≤ mt(k)

πk
≤ δ−1 for all

t ∈ [0, 1] and k = 0, . . . K − 1, we have

W2
2(ιTm0, ιTm1) ≤ C

� 1

0
AT (mt, Jt) dt . (2.10)

Proof. We define

µt = ιTmt , jt(x) = rk+1 − x
πk

Jt(k − 1, k) + x− rk
πk

Jt(k, k + 1) ,

for x ∈ Ak. It follows that (µt, jt) solves the continuous continuity equation. Moreover,

A(µt, jt) =
K−1∑
k=0

πk
mt(k)

� rk+1

rk

(
rk+1 − x

πk
Jt(k − 1, k) + x− rk

πk
Jt(k, k + 1)

)2

dx

≤ 1
2

K−1∑
k=0

π2
k

mt(k)

(
J2
t (k − 1, k) + J2

t (k, k + 1)
)

= 1
2

K−1∑
k=0

J2
t (k, k + 1)

(
π2
k

mt(k) + π2
k+1

mt(k + 1)

)
.

Write ρt(k) = mt(k)
πk

. In view of the bounds on mt(k), we have

θk,k+1(ρt(k), ρt(k + 1)) ≤ max{ρt(k), ρt(k + 1)}

≤ δ−2 min{ρt(k), ρt(k + 1)} ≤ 2δ−2
(

1
ρt(k) + 1

ρt(k + 1)

)−1

.

Since 2ζ[T ] ≤ dk,k+1, we have

π2
k

mt(k) + π2
k+1

mt(k + 1) ≤ [T ]
(

πk
mt(k) + πk+1

mt(k + 1)

)
≤ 1
ζδ2

dk,k+1

θk,k+1(ρt(k), ρt(k + 1)) .

It follows that

A(µt, jt) ≤
1

2ζδ2

K−1∑
k=0

dk,k+1
J2
t (k, k + 1)

θk,k+1(ρt(k), ρt(k + 1)) = 1
2ζδ2AT (mt, Jt) ,

which implies the result with C = 1
2ζδ2 .
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2. Homogenisation of one-dimensional discrete optimal transport

2.3 A simple proof of the lower bound in the 2-periodic
case

In this section we focus on the simplest non-trivial periodic setting, which corresponds to taking
K = 2 in Figure 2.1. In this setting we present a short proof of the lower bound in Theorem
2.1.1 by connecting the problem to known results from [GM13, GKM20]. This approach does
not appear to generalise to K ≥ 3.

We fix a parameter r ∈ (0, 1), and consider the mesh T with K = 2, and r0 = 0, r1 = r, and
r2 = 1. To be able to apply the simple argument in this section, we define the points z0 = r

2
and z1 = r+1

2 to be the midpoints of the cells, so that d01 = d12 = 1
2 .

0
r
N

1
N

1+r
N

2
N 1

Figure 2.4: A 2-periodic mesh TN on S1.

Throughout this section we make the standing assumption that θ01 = θ21, and we simply write
θ := θ01. This implies that the constant c?(θ, r) := c?(θ, T ) is given by

c?(θ, r) = inf
α∈[0,1]

1
θ
(
α
r
, 1−α

1−r

) . (2.11)

The notation m(k) = m(Ak) allows us to canonically identify measures on TN with measures
on the equidistant mesh corresponding to r = 1

2 . We write Tr,N to emphasise the dependence
of TN on r, and write Aθr,N and Wθ

r,N to denote the corresponding energy and metric. The
cells in Tr,N will be labeled 0, . . . , 2N − 1.

2.3.1 Lower bound
The following lemma compares the discrete transport metric on the mesh Tr,N with the
corresponding quantity on the equidistant mesh T 1

2 ,N
.

Lemma 2.3.1. Let r ∈ (0, 1) and N ≥ 1. For any m0,m1 ∈ P(Tr,N) we have

Wθ
r,N(m0,m1) ≥

√
c?(θ, r)Wθa

1
2 ,N

(m0,m1) (2.12)

where θa denotes the arithmetic mean.

Proof. Note that

Aθr,N(m, J) = 1
2N2

N−1∑
n=0

{
(J(2n, 2n+ 1))2

θ
(
m(2n)
r
, m(2n+1)

1−r

) + (J(2n− 1, 2n))2

θ
(
m(2n)
r
, m(2n−1)

1−r

)} .

The key observation is that the mean θ of the densities m(2n)
r

and m(2n±1)
1−r on the mesh Tr,N

can be estimated in terms of the arithmetic mean θa of the corresponding densities m(2n)
1/2 and

m(2n±1)
1/2 on the symmetric mesh T 1

2 ,N
. Indeed, as we can write

m(2n) = α±n
(
m(2n) +m(2n± 1)

)
and m(2n± 1) = (1− α±n )

(
m(2n) +m(2n± 1)

)
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2.3. A simple proof of the lower bound in the 2-periodic case

for some α±n ∈ [0, 1], the 1-homogeneity of θ yields

θ

(
m(2n)
r

,
m(2n± 1)

1− r

)
=
(
m(2n) +m(2n± 1)

)
θ

(
α±n
r
,
1− α±n
1− r

)

≤ θa
(
m(2n)

1/2 ,
m(2n± 1)

1/2

)
1

c?(θ, r) .

Consequently,

Aθr,N(m, J) ≥ c?(θ, r)Aθa1
2 ,N

(m, J) .

As the continuity equation does not depend on r, this implies the result.

The sought lower bound for Wθ
r,N can now be easily obtained.

Corollary 2.3.2. Fix r ∈ (0, 1). For any µ0, µ1 ∈ P(S1), we have

lim inf
N→∞

Wr,N(PNµ0, PNµ1) ≥
√
c?(θ, r)W2(µ0, µ1) .

Proof. This follows by applying Lemma 2.3.1 to the measures mi := PNµi and using the
known convergence result for symmetric meshes [GM13, GKM20], which asserts that

lim
N→∞

Wθa
1
2 ,N

(PNµ0, PNµ1) = W2(µ0, µ1) .

For proving the corresponding upper bound

lim sup
N→∞

Wr,N(PNµ0, PNµ1) ≤
√
c?(θ, r)W2(µ0, µ1) ,

the 2-periodic setting does not offer conceptual simplifications compared to the general
K-periodic setting. Therefore, we will directly treat the K-periodic setting in Section 2.6.

2.3.2 Examples
We finish this section by explicitly computing the value of c?(θ, r) in a number of cases. We
write

gθ,r(α) := θ

(
α

r
,
1− α
1− r

)
, so that c?(θ, r) = inf

α∈(0,1)

1
gθ,r(α) .

Example 2.3.3 (θ is r-balanced). Suppose that θ(a, b) ≤ ra+ (1− r)b for any a, b ≥ 0 (i.e.,
θ is r-balanced in the sense of Definition 2.4.6 below). Applying this inequality to a = α

r
and

b = 1−α
1−r we immediately obtain gθ,r(α) ≤ 1 for all α ∈ [0, 1]. Since gθ,r(r) = θ(1, 1) = 1 by

assumption, it follows that

c?(θ, r) = 1
gθ,r(r)

= 1 .
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2. Homogenisation of one-dimensional discrete optimal transport

Example 2.3.4 (Geometric mean). Let θ(a, b) =
√
ab. Then gθ,r(α) =

√
α(1−α)
r(1−r) is uniquely

maximised at α = 1
2 , and we obtain

c?(θ, r) = 2
√
r(1− r) .

Note that the fact that α? = 1
2 means that the mass is equally distributed among large and

small cells, irrespectively of the value of r. Thus, there will be no oscillations for the optimal
discrete measures; however, this means that oscillations at the level of the density do occur.

Example 2.3.5 (Harmonic mean). Let θ(a, b) = 2ab
a+b . In this case we have g(α) := 1

gθ,r(α) =
1
2

(
1−r
1−α + r

α

)
, and g′(α) = 1−r

2(1−α)2 − r
2α2 . It follows that g′ vanishes at α? =

√
r√

r+
√

1−r , which
is indeed the unique minimiser of g. Consequently,

c?(θ, r) = g(α?) = 1
2
(√

r +
√

1− r
)2
.

Example 2.3.6 (Arithmetic mean). Let θ(a, b) = a+b
2 . Then gθ,r(α) = 1

2

(
1−α
1−r + α

r

)
is affine

in α. If r < 1
2 (resp. r > 1

2), the maximum is attained at α? = 1 (resp. α? = 0). In both
cases, this means that all the mass will be assigned to the small cells. It follows that

c?(θ, r) = 2 min{r, 1− r} .

Example 2.3.7 (Minimum). Let θ(a, b) = min{a, b}. In this case, gθ,r(α) = min{1−α
1−r ,

α
r
} is

uniquely maximised at α? = r. This means that the assigned mass is proportional to the size
of the cells, hence there are no oscillations at the level at the density. We find

c?(θ, r) = 1
gθ,r(α?)

= 1 .

2.4 Analysis of the effective mobility
In this section we investigate some basic properties of the effective mobility c?(θ, T ) defined
in (2.5), and relate its value to certain geometric properties of the mesh T that have been
considered in [GKM20]. Recall:

c?(θ, T ) := inf


K−1∑
k=0

dk,k+1

θk,k+1

(
mk
πk
, mk+1
πk+1

) : m ∈ P(T )

 . (2.13)

We start with a simple observation.

Proposition 2.4.1. For any mesh T on S1 and any family of means θ = {θk,k+1}K−1
k=0 we

have c?(θ, T ) ≤ 1.

Proof. This follows by using the competitor mk = πk in (2.13).

In view of this result, Theorem 2.1.1 implies the upper bound

lim sup
N→∞

WN(PNµ0, PNµ1) ≤W2(µ0, µ1) ,

which had already been proved in [GKM20].
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2.4. Analysis of the effective mobility

Proposition 2.4.2. The infimum in (2.13) is attained.

Proof. This readily follows using the lower-semicontinuity result from Lemma 2.2.3.

In the remainder of this section we shall investigate under which conditions on θ and T we
have c?(θ, T ) = 1. For this purpose, we consider two geometric conditions:

Definition 2.4.3 (Geometric conditions on the mesh). Fix {λk,k+1}K−1
k=0 ∈ [0, 1]K , and set

λk+1,k = 1− λk,k+1. We say that a mesh T = Tπ,z on S1 satisfies

1. the center-of-mass condition with parameters {λk,k+1}K−1
k=0 if, for all k,

rk+1 = λk+1,kzk + λk,k+1zk+1 ; (2.14)

2. the isotropy condition with parameters {λk,k+1}K−1
k=0 if, for all k,

πk = λk,k−1dk−1,k + λk,k+1dk,k+1 . (2.15)

Both of these conditions have been studied for meshes on bounded convex domains in Rd in
[GKM20]. The center-of-mass condition asserts that the center of mass of the cell interfaces lie
on the line segment connecting the support points of the respective cells. In dimensions d ≥ 2,
this condition poses a strong geometric condition on the mesh. However, in our one-dimensional
context, the condition is always satisfied, for a unique choice of the parameters {λk,k+1}k.
The isotropy condition is weaker than the center-of-mass condition: it holds with the same
parameters, but there is an additional degree of freedom, as the following result shows.

Proposition 2.4.4. Let T = Tπ,z be a mesh on S1 and set λk,k+1 = rk+1−zk
zk+1−zk

for k =
0, . . . , K − 1. For {λk,k+1} ⊆ [0, 1] the following assertions hold:

1. The center-of-mass condition holds if and only if for any k = 0, . . . , K − 1,

λk,k+1 = λk,k+1 .

2. The isotropy condition holds if and only if there exists s ∈ [−mink λk,k+1dk,k+1,
mink λk+1,kdk,k+1] such that for any k = 0, . . . , K − 1,

λk,k+1 = λk,k+1 + s

dk,k+1
.

Proof. This follows immediately by solving the corresponding linear systems.

Remark 2.4.5 (Relation to the asymptotic isotropy condition). Recall from [GKM20, Definition
1.3] that a family of meshes {T } (in any dimension) is said to satisfy the isotropy condition
with parameters {λKL} if, for any K ∈ T ,

∑
L∈T

λKL
H d−1(∂K ∩ ∂L)
|zK − zL|

(zK − zL)⊗ (zK − zL) ≤ |K|
(
Id + ηT (K)

)
(2.16)

where sup
K∈T
|ηT (K)| → 0 as max{diam(A) : A ∈ T } → 0.
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2. Homogenisation of one-dimensional discrete optimal transport

Applying this condition to the family of one-dimensional periodic meshes T N constructed from
T , it reduces to

λk,k−1dk−1,k + λk,k+1dk,k+1 ≤ πk(1 + ηN(k))

for all N ≥ 1 and k = 0, . . . , K − 1, where ηN (k)→ 0 as N →∞. As the left-hand side does
not depend on N , this condition in turn simplifies to

λk,k−1dk−1,k + λk,k+1dk,k+1 ≤ πk (2.17)

for all k = 0, . . . , K − 1.

Clearly, (2.15) implies (2.17). To see that both assertions are equivalent, we note that (2.17)
can be written as

λk,k+1dk,k+1 − λk−1,kdk−1,k ≤ πk − dk−1,k . (2.18)

To obtain a contradition, suppose that we have strict inequality in (2.18) for some k = k̄.
Summation over k = 0, . . . , K − 1 yields

0 =
K−1∑
k=0

(
λk,k+1dk,k+1 − λk−1,kdk−1,k

)
<

K−1∑
k=0

(
πk − dk−1,k

)
= 0 ,

which is absurd.

In summary, we conclude that the isotropy condition (2.15) is equivalent to the asymptotic
isotropy condition (2.16) for the family of meshes {T N}.

The next definition will be used to connect geometric properties of the mesh to properties of
the means in the definition of the transport distance.

Definition 2.4.6 (Adaptedness). Let λ, λk,k+1 ∈ [0, 1] for k = 0, . . . , K − 1.

1. A mean θ is said to be λ-balanced if θ(a, b) ≤ λa+ (1− λ)b for any a, b ≥ 0.

2. A family of means {θk,k+1} is said to be adapted to the parameters {λk,k+1} if θk,k+1 is
λk,k+1-balanced for each k.

Remark 2.4.7. Each continuously differentiable mean θ is λ-balanced for exactly one value of
λ ∈ [0, 1], namely

λ = ∂1θ(1, 1) . (2.19)

A non-smooth mean θ can be λ-balanced for multiple values of λ, e.g., the mean (a, b) 7→
min{a, b} is λ-balanced for any λ ∈ [0, 1].

Now we are ready to state the main result of this section. The result is consistent with the
main result in [GKM20], which asserts that the asymptotic isotropy condition is necessary (and
essentially sufficient) for Gromov–Hausdorff convergence of the discrete transport distance to
W2.

Theorem 2.4.8 (Isotropy is (essentially) equivalent to c?(θ, T ) = 1). Let {θk,k+1} be a family
of means that are adapted to {λk,k+1}.

1. If T satisfies the isotropy condition with parameters {λk,k+1}, then c?(θ, T ) = 1.
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2. Assume that each mean θk,k+1 is continuously differentiable. If c?(θ, T ) = 1, then T
satisfies the isotropy condition with parameters {λk,k+1}.

Remark 2.4.9 (Minimum mean). In view of Proposition 2.4.4, every mesh T satisfies the
isotropy condition for a suitable choice of {λk}. Since the minimum mean (a, b) 7→ min{a, b}
is λ-balanced for any value of λ ∈ [0, 1], it thus follows from Theorem 2.4.8 that c?(θ, T ) = 1
if θk,k+1 = min for each k.

Proof. To prove (1), take any sequence {mk}k with ∑K−1
k=0 mk = 1. Using Jensen’s inequality,

the adaptedness, the periodicity, and the isotropy condition, we obtain

K−1∑
k=0

dk,k+1

θk,k+1

(
mk
πk
, mk+1
πk+1

) ≥
K−1∑

k=0
dk,k+1θk,k+1

(
mk

πk
,
mk+1

πk+1

)−1

≥

K−1∑
k=0

dk,k+1

(
λk,k+1

mk

πk
+ λk+1,k

mk+1

πk+1

)−1

=
K−1∑

k=0

mk

πk

(
λk,k+1dk,k+1 + λk,k−1dk−1,k

)−1

=
K−1∑

k=0
mk

−1

= 1 .

Taking the infimum over {mk}k, we obtain c?(θ, T ) ≥ 1. In view of Proposition 2.4.1 we infer
that c?(θ, T ) = 1.

To prove (2), we consider the probability measures γkα defined by

γkα = (π0, . . . , πk−1, πk + α, πk+1 − α, πk+2, . . . , πK−1)

for |α| sufficiently small. Let us write

hθ,T (m) =
K−1∑
k=0

dk,k+1

θk,k+1

(
mk
πk
, mk+1
πk+1

) .

As c?(θ, T ) = 1, we have hθ,T (m) ≥ 1 for all m. Thus, since hθ,T (γk0 ) = hθ,T (π) = 1, it
follows that d

dα

∣∣∣
α=0

hθ,T (γkα) = 0. A direct computation shows that

d
dα

∣∣∣∣∣
α=0

hθ,T (γkα) = Bk+1 − Bk where Bk := λk,k−1dk−1,k + λk,k+1dk,k+1

πk
.

As this holds for every k, we infer that there exists a constant β > 0 such that Bk = β for
every k = 0, . . . , K − 1. The latter means that

βπk = λk,k−1dk−1,k + λk,k+1dk,k+1

for all k = 0, . . . , K − 1. Summation over k yields

β = β
K−1∑
k=0

πk =
K−1∑
k=0

(1− λk−1,k)dk−1,k + λk,k+1dk,k+1 =
K−1∑
k=0

dk−1,k = 1 ,

which proves the isotropy condition with parameters {λk,k+1}k.
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2.5 Proof of the lower bound
The goal of this section is to prove Theorem 2.5.4, which yields the lower bound in Theorem
2.1.1. The crucial ingredient is Proposition 2.5.3, which ensures the existence of approximately
optimal curves with good regularity properties.

To formulate this result, we fix a non-negative function η ∈ C∞c (0, 1
2) with

� 1
0 η(x) dx = 1.

We set ηλ(x) = 1
λ
η(x

λ
) for x ∈ [0, 1), and consider its periodic extension to S1. For λ ∈ (0, 1]

we define a discrete spatial mollifier by

ηNλ (n) := N

λ

� n+1
N

n
N

η
(
x

λ

)
dx , n = 0, . . . , N − 1 ,

and we extend ηNλ to Z periodically modulo N , so that it can be regarded as a function on
the discrete torus TN = Z/NZ. It follows that 1

N

∑N−1
n=0 η

N
λ (n) = 1, and the following kernel

bounds hold for n = 0, . . . , N − 1:

|ηNλ (n)| ≤ ‖η‖∞
λ

, |ηNλ (n1)− ηNλ (n2)| ≤ ‖η
′‖∞
λ2
|n1 − n2|

N
, (2.20)

We consider the convolution operators Mλ : L1(S1)→ L∞(S1) given by

(
Mλf

)
(x) =

�
S1
ηλ(x− y)f(y) dy ,

as well as the analogous discrete convolution operatorsMN
λ : L1(TN)→ L∞(TN) defined by

(
MN

λ ψ
)
(n) = 1

N

N−1∑
j=0

ηNλ (n− j)ψ(j) .

The kernel bounds (2.20) imply the following L1-L∞ and L1-Lipschitz bounds:

sup
n
|MN

λ ψ(n)| ≤ ‖η‖∞
λN

N−1∑
n=0
|ψ(n)| , (2.21)

sup
n
|MN

λ ψ(n1)−MN
λ ψ(n2)| ≤ ‖η

′‖∞
λ2
|n1 − n2|
N2

N−1∑
n=0
|ψ(n)| . (2.22)

The following result contains some basic properties of convolution operators that will be used
in the sequel.

Lemma 2.5.1 (Bounds for convolution operators). Let λ ∈ (0, 1] and N ≥ 2. For any
µ ∈ P(S1) and m ∈ P(TN) we have

W2(µ,Mλµ) ≤ Cλ , (2.23)

W2(ιNMN
λ m,MλιNm) ≤ λ

2 + 2
N

, (2.24)

where C <∞ depends only on η.
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2.5. Proof of the lower bound

Proof. The inequality (2.23) follows straightforwardly using the coupling γ(dx, dy) = ηλ(y −
x) dµ(x) dy.

To prove (2.24), let δi be the Dirac mass at i, and note that

W2
2(ιNMN

λ m,MλιNm) ≤
N−1∑
i=0

miW2
2(ιNMN

λ δi,MλιNδi)

by convexity of W2
2. Thus it suffices to prove the lemma for m = δi. Since d

(
ιNδi

)
(x) =

N1[
i
N
, i+1
N

](x) dx, we have

d
(
MλιNδi

)
(x) = N

(
ηλ ∗ 1[ iN , i+1

N ]
)

(x) dx . (2.25)

On the other hand, we have

d
(
ιNMN

λ δi
)
(x) =

N−1∑
n=0

ηNλ (n− i)1[ nN ,n+1
N ](x) dx .

Since supp ηλ ⊂
(
0, λ2

)
, we obtain

suppMλιNδi ⊆
[
i
N
, i+1
N

+ λ
2

]
and supp ιNMN

λ δi ⊆
[
i
N
, i+1
N

+ λ
2

]
,

hence

diam
(

supp(ιNMN
λ δi) ∪ supp(MλιNδi)

)
≤ λ

2 + 2
N

.

This easily yields the desired result.

Before stating the crucial regularisation result, we formulate a lemma which asserts that we
can decrease the energy at the discrete level by a suitable regularisation. Here it is crucial
that the regularisation is performed by averaging the density at spatial locations nK + k and
n′K + k that differ by a multiple of the period K. A “naive” regularisation consisting of locally
averaging the density, without taking the periodic structure into account, would in general not
decrease the energy. We emphasise that the operatorMN

λ is understood to act on the variable
n in the result below, namely

(MN
λ m)(n; k) = 1

N

N−1∑
j=0

ηNλ (n− j)m(j; k).

With this notation we have the following result.

Lemma 2.5.2 (Energy bound under periodic smoothing). Let λ ∈ (0, 1]. For any m ∈ P(TN )
and any J ∈ V(TN) we have

AN(MN
λ m,MN

λ J) ≤ AN(m, J) .

Proof. For brevity we write

Gk,k+1(m, J, n) = dk,k+1

N
fk,k+1

(
N
m(n; k)
πk

, N
m(n; k + 1)

πk+1
, J(n; k, k + 1)

)
.
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2. Homogenisation of one-dimensional discrete optimal transport

Applying Jensen’s inequality to the jointly convex functions fk,k+1 we obtain

AN(MN
λ m,MN

λ J) =
K−1∑
k=0

N−1∑
n=0

Gk,k+1(MN
λ m,MN

λ J, n)

≤
K−1∑
k=0

N−1∑
n=0

1
N

N−1∑
`=0

ηNλ (n− `)Gk,k+1(m, J, `)

=
K−1∑
k=0

N−1∑
`=0

 1
N

N−1∑
n=0

ηNλ (n− `)
Gk,k+1(m, J, `)

=
K−1∑
k=0

N−1∑
`=0

Gk,k+1(m, J, `) = AN(m, J) ,

where we used that 1
N

∑N−1
n=0 η

N
λ (n) = 1.

We are now ready to state the main regularisation result of this section. As we expect that
(approximately) optimal densities exhibit oscillations, we cannot expect spatial regularity for
such densities. Nevertheless, the lemma above allows us to obtain a restricted form of regularity
for such densities, in the sense that good Lipschitz bounds hold if one only compares values of
the density at spatial locations nK + k and n′K + k that differ by a multiple of the period K.

Note that the vector field J enjoys better regularity properties: in (2.27e) we even obtain a
Lipschitz bound for neighbouring cells.

Proposition 2.5.3 (Space-time regularisation). Fix N ≥ 1, and let (mt, Jt)t be a solution to
the discrete continuity equation (2.8) in P(TN) satisfying

A :=
� 1

0
AN(mt, Jt) dt <∞ .

Then, for any ε > 0 there exists a solution (m̃t, J̃t)t to (2.8) such that:

1. W2(ιNm̃t, ιNmt) ≤ ε+ C
N

for all t ∈ [0, 1], where C <∞ depends only on T ;

2. the following action bound holds:
� 1

0
AN(m̃t, J̃t) dt ≤

� 1

0
AN(mt, Jt) dt ; (2.26)

3. the following regularity properties hold, for some constants c0, . . . , c5 <∞ depending on
ε and A, but not on N :

c−1
0 ≤ min

n,k
Nm̃t(n; k) ≤ max

n,k
Nm̃t(n; k) ≤ c1 , (2.27a)

sup
t∈[0,1]

max
n,k

∣∣∣N∂tm̃N
t (n; k)

∣∣∣ ≤ c2 , (2.27b)

sup
t∈[0,1]

max
n,k

∣∣∣Nm̃t(n; k)−Nm̃t(n+ 1; k)
∣∣∣ ≤ c3

N
, (2.27c)

sup
t∈[0,1]

max
n,k

∣∣∣J̃Nt (n; k, k + 1)
∣∣∣ ≤ c4 , (2.27d)

sup
t∈[0,1]

max
n,k

∣∣∣J̃t(n; k, k + 1)− J̃t(n; k − 1, k)
∣∣∣ ≤ c5

N
. (2.27e)
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2.5. Proof of the lower bound

Proof. Let UN := PNL 1|S1 ∈ P(TN ) denote the probability measure that assigns mass πk
N

to
An;k. Fix a mollifier η as above. For λ, τ, δ > 0 we define a space-time regularisation by

m̃t(n; k) := 1
2τ

� t+τ

t−τ
MN

λ

[
(1− δ)mu + δUN

]
(n; k) du , (2.28a)

J̃t(n; k, k + 1) := 1− δ
2τ

� t+τ

t−τ
MN

λ Ju(n; k, k + 1) du . (2.28b)

In both expressions, the operatorMN
λ is understood to act on the variable n, i.e., the spatial

averaging takes place over cells whose distance is an integer multiple of the period K. Moreover,
we use the convention that mu = m0 and Ju = 0 for u < 0, and mu = m1 and Ju = 0 for
u > 1. We claim that this approximation satisfies all the sought properties.

An explicit computation shows that (m̃t, Ṽt)t solves the discrete continuity equation.

To prove (2.26), we note that by a trifold application of the joint convexity of AN ,

AN(m̃t, J̃t) ≤
1
2τ

� t+τ

t−τ
AN

(
MN

λ

[
(1− δ)mu + δUN

]
, (1− δ)MN

λ Ju

)
du

≤ 1
2τ

� t+τ

t−τ
AN

([
(1− δ)mu + δUN

]
, (1− δ)Ju

)
du

≤ 1− δ
2τ

� t+τ

t−τ
AN(mu, Ju) du .

Here we used the crucial regularisation bound from Lemma 2.5.2. The desired inequality (2.26)
follows.

Moreover, sinceMN
λ preserves positivity, we deduce the lower bound in (2.27a) with c−1

0 =
δmink πk.

To prove the upper bound in (2.27a), we use the fact that mt is a probability measure and the
L1-L∞ bound (2.21) to obtain

Nm̃t(n; k) ≤ ‖η‖∞
λ

=: c1 .

To prove (2.27b), we observe that

∂tm̃t = 1− δ
2τ M

N
λ

[
mt+τ −mt−τ

]
.

Therefore, by another application of the L1-L∞-bound in (2.21), we arrive at

N |∂tm̃t(n; k)| ≤ ‖η‖∞
τλ

=: c2 ,

which proves (2.27b).

The inequality (2.27e), with c5 = c2, follows immediately from (2.27b) and the fact that
(m̃N

t , J̃t)t solves the continuity equation.

Furthermore, since

|m̃t(n; k)− m̃t(n+ 1; k)| ≤ sup
s
|MN

λ ms(n; k)−MN
λ ms(n+ 1; k)| ≤ ‖η

′‖∞
λ2N2 ,

37



2. Homogenisation of one-dimensional discrete optimal transport

we obtain (2.27c) with c3 = ‖η′‖∞
λ2 , in view of the Lipschitz bound in (2.22).

Finally, to obtain the L∞-bound on the vector field (2.27d), we use (2.21) again to infer

sup
n,k
|J̃t(n; k, k + 1)| ≤ 1− δ

2τ

� t+τ

t−τ
sup
n,k
|MN

λ Ju(n; k, k + 1)| du

≤ ‖η‖∞
λN

1− δ
2τ

� t+τ

t−τ
sup
k

N−1∑
n=0
|Ju(n; k, k + 1)| du .

Writing θn;k,k+1 = θk,k+1

(
N mu(n;k)

πk
, N mu(n;k+1)

πk+1

)
for brevity, we infer that

1
N

(∑
n,k

|Ju(n; k, k + 1)|
)2

≤
(∑
n,k

dk,k+1

N

J2
u(n; k, k + 1)
θn;k,k+1

)(∑
n,k

θn;k,k+1

dk,k+1

)

= AN(mu, Ju)
∑
n,k

θn;k,k+1

dk,k+1
.

Using the bound θk,k+1(a, b) ≤ a+ b we obtain

∑
n,k

θn;k,k+1

dk,k+1
≤ N

mink dk,k+1

∑
n,k

(
mu(n; k)

πk
+ mu(n; k + 1)

πk+1

)
≤ 2BN ,

where B = (maxk π−1
k )(maxk d−1

k,k+1). Combining these bounds, we arrive at

sup
n,k
|J̃t(n; k, k + 1)| ≤ ‖η‖∞

√
2B

2τλ

� t+τ

t−τ

√
AN(mu, Ju) du

≤ ‖η‖∞
λ

√√√√B

τ

� 1

0
AN(mu, Ju) du ,

which yields (2.27d) with c4 := ‖η‖∞
λ

√
AB
τ
. As we will choose δ, λ, τ > 0 depending on ε, the

bounds (2.27a)–(2.27e) follow.

It remains to show that W2(ιNm̃t, ιNmt) ≤ ε + C
N

for suitable values of δ, λ and τ . We
consider the effect of the three different regularisations separately. First we apply the convexity
of W2

2 to obtain for any m ∈ P(TN),

W2
2

(
ιNm, ιN [(1− δ)m+ δUN ]

)
≤ δW2

2(ιNm,L 1|S1) ≤ δ

4 , (2.29)

since the diameter of (P(S1),W2) is equal to 1
2 . Moreover, for m ∈ P(TN), Lemma 2.5.1

yields

W2(ιNm, ιNMN
λ m) ≤W2(ιNm,MλιNm) + W2(MλιNm, ιNMN

λ m)

≤ C

(
λ+ 1

N

)
,

(2.30)

where C < ∞ depends only on η. Furthermore, set m̄t = MN
λ

(
(1 − δ)mt + δUN

)
and

J̄t = (1 − δ)MN
λ Jt. It then follows that c0 ≤ Nm̄t ≤ c1 and

� 1
0 AN(m̄t, J̄t) dt ≤ A. Thus,
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2.5. Proof of the lower bound

for s ≤ t, Proposition 2.2.8 yields a constant κ <∞ depending on c0 and c1 (hence on δ and
λ) such that,

W2
2(ιNm̄s, ιNm̄t) ≤ κ

� 1

0
A(m̄(1−a)s+at, (t− s)J̄(1−a)s+at) da

≤ κ(t− s)
� t

s

A(m̄u, J̄u) du

≤ κA(t− s) .

By convexity of W2
2, we obtain

W2
2

(
ιNm̄t, ιN

[
1
2τ

� t+τ

t−τ
m̄u du

])
≤ 1

2τ

� t+τ

t−τ
W2

2(ιNm̄t, ιNm̄u) du ≤ κτA

2 . (2.31)

Applying the estimates (2.29) with m = mt, (2.30) with m = (1− δ)mt + δUN and (2.31),
we arrive at

W2
(
ιNm̃t, ιNmt

)
≤ C

(√
δ + λ+ 1

N
+
√
κτA

)
,

for some C < ∞ depending only on T and on η. Thus, choosing first λ and δ sufficiently
small, and then τ sufficiently small depending on δ, the result follows.

We are now ready to prove the lower bound in Theorem 2.1.1.

Theorem 2.5.4 (Lower bound for WN ). For any mesh T and any family of admisible means
{θk,k+1}k we have

c?(θ, T )W2
2(µ0, µ1) ≤ lim inf

N→∞
W2

N(PNµ0, PNµ1) ,

uniformly for all µ0, µ1 ∈ P(S1). More precisely, for any ε > 0 there exists N̄ ∈ N such that
for any N ≥ N̄ and µ0, µ1 ∈ P(S1), we have

c?(θ, T )W2
2(µ0, µ1) ≤ W2

N(PNµ0, PNµ1) + ε . (2.32)

Proof. Fix ε > 0. Applying Proposition 2.5.3 to an approximate WN -geodesic between PNµ0
and PNµ1, we infer that there exists a curve (mt, Jt)t satisfying the bounds

W2(ιNmi, ιNPNµi) ≤ ε+ C

N
for i = 0, 1 , (2.33)

� 1

0
AN(mt, Jt) dt ≤ W2

N(PNµ0, PNµ1) + ε , (2.34)

as well as the regularity properties (2.27a)–(2.27e).

For brevity we write

AN(m, J) = 1
N

N−1∑
n=0
AnN(m, J) ,
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2. Homogenisation of one-dimensional discrete optimal transport

where

AnN(m, J) =
K−1∑
k=0

dk,k+1fk,k+1

(
N
m(n; k)
πk

, N
m(n; k + 1)

πk
, J(n; k, k + 1)

)
.

We set

m̂t(n) :=
K−1∑
k=0

mt(n; k) , Ĵt(n) := Jt(n;−1, 0) ,

and define αt : {0, . . . , N − 1} × {0, . . . , K} → R by

αt(n; k) = mt(n; σ(k))
m̂t(n) for k = 0, . . . , K ,

where σ(k) = k for k = 0, . . . , K − 1, and σ(K) = 0. Here it is important to note that
αt(n;K) 6= αt(n+ 1; 0). Observe that, for k = 0, . . . , K − 1,

1
θk,k+1

(
αt(n;k)
πk

, αt(n;k+1)
πk+1

) |Ĵt(n)|2

Nm̂t(n) = fk,k+1

(
N
mt(n;σ(k))

πk
, N

mt(n; σ(k + 1))
πk+1

, Ĵt(n)
)
.

Note that, for any n and k,
c−1

0
max` π`

≤ N
mt(n; k)
πk

≤ c1

min` π`
and |Jt(n; k, k + 1)| ≤ c4 .

Therefore, since the functions fk,k+1 are Lipschitz on the set [ c−1
0

max` π`
, c1

min` π`
]2 × [−c4, c4], it

follows that, for k = 0, . . . , K − 1,∣∣∣∣∣fk,k+1

(
N
mt(n; k)
πk

, N
mt(n; k + 1)

πk+1
, Jt(n; k, k + 1)

)
− 1
θk,k+1

(
αt(n;k)
πk

, αt(n;k+1)
πk+1

) |Ĵt(n)|2

Nm̂t(n)

∣∣∣∣∣
≤ [fk,k+1]Lip

(
N

πk+1

∣∣∣mt(n; k + 1)−mt(n;σ(k + 1))
∣∣∣+ ∣∣∣Jt(n; k, k + 1)− Ĵt(n)

∣∣∣)

≤ [fk,k+1]Lip

N

(
c3

πk+1
+Kc5

)
=: C

N
,

(2.35)
for some C <∞ depending on ε (through c0, . . . , c5) and on T .
Since ∑K−1

k=0 αt(n; k) = 1, the sequence {αt(n; k)}K−1
k=0 is, for any n, a competitor for the cell

problem (2.5). Taking into account that αt(n; 0) = αt(n;K), it follows from (2.35) and the
definition (2.5) of c?(θ, T ) that

AnN(mt, Jt) ≥
|Ĵt(n)|2

Nm̂t(n)

K−1∑
k=0

dk,k+1

θk,k+1
(
αt(n;k)
πk

, αt(n;k+1)
πk+1

) − C

N

≥ c?(θ, T ) |Ĵt(n)|2

Nm̂t(n) −
C

N
.

(2.36)

At the continuous level, we define a curve of measures (µNt )t with piecewise constant densities,
and a vector field jNt by piecewise affine interpolation of ĴNt ; more precisely,

µNt =
N−1∑
n=0

m̂tUÂn ,

jNt (x) =
N−1∑
n=0

χ
Ân

(x)
[
(n+ 1−Nx)Ĵt(n) + (Nx− n)Ĵt(n+ 1)

]
.
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2.5. Proof of the lower bound

As before, U
Ân

denotes the normalised Lebesgue measure on Ân := [ n
N
, n+1
N

).

We observe that the density ρNt of µNt satisfies

∂tρ
N
t (x) = N

K−1∑
k=0

∂tm̂t(n; k) = N
(
Ĵt(n)− Ĵt(n+ 1)

)
= −∂xjNt (x)

for any x ∈
(
n
N
, n+1
N

)
, which implies that

(
µNt , j

N
t

)
t
solves the continuity equation.

To estimate the continuous energy, we find

A(µNt , jNt ) = 1
N

N−1∑
n=0

1
m̂t(n)

� n+1
N

n
N

[
(n+ 1−Nx)Ĵt(n) + (Nx− n)Ĵt(n+ 1)

]2
dx

≤ 1
N

N−1∑
n=0

Ĵt(n)2 + Ĵt(n+ 1)2

2Nm̂t(n)

= 1
N

N−1∑
n=0

Ĵt(n)2

θh(Nm̂t(n), Nm̂t(n+ 1))

where θh(a, b) = 2ab
a+b denotes the harmonic mean. Note that (2.27c) implies the Lipschitz

bound

|Nm̂t(n)−Nm̂t(n− 1)| ≤ Kc3

N
.

and (2.27a) yields a lower bound on the density: Nm̂t(n) ≥ Kc−1
0 . Furthermore, (2.27d)

yields the estimate |Ĵt(n)| ≤ c4. Thus, in view of the identity 1
θh(a,b) = 1

a
+ a−b

2ab we obtain

A(µNt , jNt ) ≤
(

1
N

N−1∑
n=0

Ĵt(n)2

Nm̂t(n)

)
+ C

N
, (2.37)

with C <∞ depending on ε (through the ci’s) and on T .

Putting things together, it follows from (2.36), (2.37) and (2.34) that

c?(θ, T )W2
2(µN0 , µN1 ) ≤ c?(θ, T )

� 1

0
A(µNt , jNt ) dt

≤ c?(θ, T )
� 1

0

1
N

N−1∑
n=0

Ĵt(n)2

Nm̂t(n) dt+ C

N

≤
� 1

0

1
N

N−1∑
n=0
AnN(mt, Jt) dt+ C

N

=
� 1

0
AN(mt, Jt) dt+ C

N

≤ W2
N(PNµ0, PNµ1) + ε+ C

N
.

(2.38)

Finally we note that, for i = 0, 1, (2.33) yields

W2(µi, µNi ) ≤W2(µi, ιNPNµi) + W2(ιNPNµi, ιNmi) + W2(ιNmi, µ
N
i )

≤ 1
N

+
(
ε+ C

N

)
+ 1
N

≤ ε+ C

N
,
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2. Homogenisation of one-dimensional discrete optimal transport

which implies that

W2(µ0, µ1) ≤W2(µN0 , µN1 ) + 2
(
ε+ C

N

)
. (2.39)

Combining (2.38) and (2.39) we obtain the desired result.

2.6 Proof of the upper bound
In this section we present the proof of the upper bound for WN . The idea of the proof of
the upper bound is to start from optimal curves of measures at the continuous level, and to
introduce the optimal oscillation in their discretations, as determined by the formula for the
effective mobility (2.5).

Let α? = {α?k}K−1
k=0 be an optimiser in (2.5), and define P ?

N : P(S1)→ P(TN) by
(
P ?
Nµ
)
(n; k) := α?kµ

(
Ân
)
, where Ân :=

[
n

N
,
n+ 1
N

)
, (2.40)

as before. Slightly abusing notation, we also define P ?
N : C(S1;R)→ V(TN) by

(
P ?
Nj
)
(n; k, k + 1) :=

(
K−1∑
`=k+1

α?`

)
j
(
n
N

)
+
(

k∑
`=0

α?`

)
j
(
n+1
N

)
.

Since ∑K−1
k=0 α

?
k = 1, the right-hand side is a convex combination of j

(
n
N

)
and j

(
n+1
N

)
.

Proposition 2.6.1 (Discretisation of the continuity equation). Let (µt)t∈[0,1] be a Borel family
of probability measures, and let (jt)t∈[0,1] be a Borel family of continuous functions satisfying
the continuity equation ∂tµ+ ∂xj = 0 on S1. Then the pair (mt, Jt)t∈[0,1] defined by

mt := P ?
Nµt , Jt := P ?

Njt ,

solves the continuity equation on TN .

Proof. As (µt, jt)t satisfies the continuity equation, we have
� 1

0

( �
S1
∂tφt(x) dµt(x) +

�
S1
∂xφt(x)jt(x) dx

)
dt =

�
S1
φ1(x) dµ1(x)−

�
S1
φ0(x) dµ0(x)

for any smooth function φ : [0, 1]× S1 → R.

Let ψ : [0, 1] → R be smooth, and define ηε : S1 → R by ηε = χ
Ân
∗ ξε for a smooth

mollifier ξε supported in an ε-neighbourhood of 0. Set φεt (x) = ψ(t)ηε(x). Applying the weak
formulation of the continuity equation to φε, and passing to the limit ε ↓ 0, we obtain

� 1

0
ψ′(t)µt(Ân) dt+

� 1

0
ψ(t)

(
jt
(
n+1
N

)
− jt

(
n
N

))
dt = ψ(1)µ1(Ân)− ψ(0)µ0(Ân) .

Multiplying this identity by α?k, and using the fact that

α?k
(
jt
(
n+1
N

)
− jt

(
n
N

))
= Jt(n; k, k + 1)− Jt(n; k − 1, k) ,
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2.6. Proof of the upper bound

we obtain
� 1

0
ψ′(t)mt(n; k) dt+

� 1

0
ψ(t)

(
Jt(n; k, k + 1)− Jt(n; k − 1, k)

)
dt

= ψ(1)m1(n; k)− ψ(0)m0(n; k) ,

which is the distributional form of the discrete continuity equation (2.8).

Lemma 2.6.2 (Consistency). For all µ ∈ P(S1) we have

W2(µ, ιNP ?
Nµ) ≤ 1

N
.

Proof. This readily follows from the definitions; see [GKM20, Lemma 3.2] for a similar
result.

The following proposition is the key result of this section. It proves the required upper bound
for the discrete energy under suitable regularity conditions.

For δ > 0, it will be useful to write

Pδ(S1) :=
{
µ = ρ dx ∈ P(S1) : ρ ≥ δ > 0, Lip(ρ) ≤ 1

δ

}
.

Proposition 2.6.3 (Discrete energy upper bound). Let δ > 0. There exists C < ∞ and
N̄ ∈ N (depending on δ), such that for any N ≥ N̄ , all µ ∈ Pδ(S1), and all vector fields
j : S1 → R with ‖j‖L∞ + Lip(j) ≤ δ−1, we have

AN(P ?
Nµ, P

?
Nj) ≤ c?(θ, T )A(µ, j) + C

N
.

Proof. Write m = P ?
Nµ and J = P ?

Nj for brevity, and set ρ̄(n) := Nµ(Ân). Recall that

AN(m, J) = 1
N

N−1∑
n=0
AnN(m, J)

where

AnN(m, J) =
K−1∑
k=0

dk,k+1fk,k+1

(
N
m(n; k)
πk

, N
m(n; k + 1)

πk+1
, J(n; k, k + 1)

)

= 1
ρ̄(n)

K−1∑
k=0

dk,k+1
(J(n; k, k + 1))2

θk,k+1
(
α(n;k)
πk

, α(n;k+1)
πk+1

) ,
with α(n; k) := m(n;k)

µ(Ân)
for k = 0, . . . , K. Note that α(n; k) = α?k for k = 0, . . . , K − 1, but

α(n;K) = m(n+ 1; 0)
µ(Ân)

= α?0
µ(Ân+1)
µ(Ân)

,
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2. Homogenisation of one-dimensional discrete optimal transport

which is not necessarily equal to α?K = α?0. Therefore, {α(n; k)}Kk=0 is not necessarily an
admissible competitor in (2.5). Write dµ(x) = ρ(x) dx. We claim that the following estimates
hold for sufficiently large N , with C <∞ depending only on θ and T :

|J(n; k, k + 1)− j(x)| ≤ Lip(j)
N

, (2.41)∣∣∣∣∣∣c?(θ, T )−
K−1∑
k=0

dk,k+1

θk,k+1

(
α(n;k)
πk

, α(n;k+1)
πk+1

)
∣∣∣∣∣∣ ≤ C

Lip(ρ)
inf ρ

1
N

, (2.42)

the first one being valid for any x ∈
[
n
N
, n+1
N

]
and k = 0, . . . , K − 1. Indeed, writing

λk = ∑K−1
`=k+1 α

?
` , we obtain

|J(n; k, k + 1)− j(x)| ≤ λk|j( nN )− j(x)|+ (1− λk)|j(n+1
N

)− j(x)| ≤ Lip(j)
N

,

which proves (2.41). Furthermore,

E :=

∣∣∣∣∣∣∣∣c
?(θ, T )−

K−1∑
k=0

dk,k+1

θk,k+1

(
α(n;k)
πk

, α(n;k+1)
πk+1

)
∣∣∣∣∣∣∣∣

= dK−1,K

∣∣∣∣∣∣∣∣
1

θK−1,K

(
α?K−1
πK−1

,
α?K
πK

) − 1

θK−1,K

(
α?K−1
πK−1

, α(n;K)
πK

)
∣∣∣∣∣∣∣∣ .

Note that

|α?K − α(n;K)| = α?K

∣∣∣∣∣1− µ(Ân+1)
µ(Ân)

∣∣∣∣∣ = α?K
|µ(Ân)− µ(Ân+1)|

µ(Ân)
≤ α?K

N

Lip(ρ)
inf ρ .

If α?K = 0, we infer that E = 0, in which case the claim is proved. If α?K > 0, we observe that
the latter inequality yields

α(n;K) ≥ α?K
2 (2.43)

for N sufficiently large (depending on δ). Since θK−1,K is concave, we have for any a ≥ 0 and
0 < b ≤ y1 < y2,

θK−1,K
(
a, y2

)
− θK−1,K

(
a, y1

)
y2 − y1

≤
θK−1,K

(
a, b

)
− θK−1,K

(
a, 0

)
b

,

thus θK−1,K(a, ·) is Lipschitz on [b,∞). Let L < ∞ denote the Lipschitz constant of
θK−1,K

(
α?K−1
πK−1

, ·
)
on

[
α?K
2 ,∞

)
. For N sufficiently large we obtain

E ≤ 1(
θK−1,K

(
α?K−1
πK−1

,
α?K
2πK

))2

∣∣∣∣θK−1,K

(
α?K−1
πK−1

,
α?K
πK

)
− θK−1,K

(
α?K−1
πK−1

, α(n;K)
πK

)∣∣∣∣
≤ L(

θK−1,K

(
α?K−1
πK−1

,
α?K
2πK

))2
α∗K
πK

Lip(ρ)
inf ρ

1
N
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2.6. Proof of the upper bound

which yields our claim (2.42).

Taking into account that ρ̄(n) ≥ δ and ‖j‖∞ ≤ δ−1, it follows from (2.41) and a twofold
application of (2.42) that

∣∣∣∣∣AnN(m, J)− c?(θ, T )
j2
(
n
N

)
ρ̄(n)

∣∣∣∣∣ ≤ j2
(
n
N

)
ρ̄(n)

∣∣∣∣∣∣c?(θ, T )−
K−1∑
k=0

dk,k+1

θk,k+1

(
α(n;k)
πk

, α(n;k+1)
πk+1

)
∣∣∣∣∣∣

+ 1
ρ̄(n)

K−1∑
k=0

dk,k+1

∣∣∣J2(n; k, k + 1)− j2
(
n
N

)∣∣∣
θk,k+1

(
α(n;k)
πk

, α(n;k+1)
πk+1

)
≤ C

N
+ C

N

∑
k

dk,k+1

θk,k+1

(
α(n;k)
πk

, α(n;k+1)
πk+1

)
≤ C

N
,

where C <∞ depends on T , θ, and δ. Consequently,

AN(m, J) ≤ c?(θ, T )
N

N−1∑
n=0

j2
(
n
N

)
ρ̄(n) + C

N
.

By the arithmetic-harmonic mean inequality,
∣∣∣j( n

N

)∣∣∣2
ρ̄(n) ≤ N

∣∣∣j( n
N

)∣∣∣2 �
Ân

1
ρ(x) dx ≤ N

�
Ân

|j(x)|2

ρ(x) dx+ C

N
.

We infer that

AN(m, J) ≤ c?(θ, T )A(µ, j) + C

N
,

which completes the proof.

The previous result shows that the sought upper bound can be achieved once we assume some
regularity of the solution of the continuity equation. Therefore in order to conclude the proof
of Theorem 2.1.1 we seek once again for a regularization procedure.

The following result collects some well-known properties of the heat semigroup (Hs)s≥0 on
P(S1).

Lemma 2.6.4 (Regularisation by heat flow). Let s > 0. There exists a constant δ > 0 such
that for any µ ∈ P(S1) we have Hsµ ∈ Pδ(S1). Moreover, W2(µ,Hsµ) ≤

√
2s.

Proof. See, e.g., [GM13, Proposition 2.9] for a proof of these well-known facts.

We continue with a well-known regularisation result. For the convenience of the reader we
include a simple proof.
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2. Homogenisation of one-dimensional discrete optimal transport

Lemma 2.6.5 (Smooth approximate action minimisers). Let δ > 0 and let ε > 0. Then there
exists δ̃ ∈ (0, δ), such that the following assertion holds: for any µ0, µ1 ∈ Pδ(S1) there exists
a curve (µt, jt) ∈ CE(µ0, µ1) with µt ∈ Pδ̃(S1) and ‖jt‖L∞ + Lip(jt) ≤ δ̃−1 for any t ∈ (0, 1),
such that � 1

0
A(µt, jt) dt ≤W2

2(µ0, µ1) + ε .

Proof. Let (µt)t∈[0,1] be a W2-geodesic connecting µ0 and µ1, and let (jt)t∈[0,1] be a vector
field such that � 1

0
A(µt, jt) dt = W2

2(µ0, µ1) .

The idea of the proof is to regularise µ0 and µ1 by applying the heat flow for a short time s > 0,
and then to connect the regularised measures Hsµ0 and Hsµ1 using the natural candidate
(Hsµt)t∈[0,1].

Firstly, for i = 0, 1 and s > 0, set γi,st = Hstµi for t ∈ [0, 1], and let ρi,st be the density of
γi,st with respect to the Haar measure. Then: ∂tγi,st = s∂2

xγ
i,s
t , thus the continuity equation

∂tρ
i,s
t +∂xk

i,s
t = 0 holds with ki,st = −s∂xρi,st . Using the contractivity of the Fisher information

under the heat flow, and the fact that µi ∈ Pδ(S1), we obtain
� 1

0
A(γi,st , ki,st ) dt = s2

� 1

0

�
S1

|∂xρi,st (x)|2

ρst(x) dx dt ≤ s2
�
S1

|∂xρi,s0 (x)|2

ρs0(x) dx ≤ s2

δ3 .

Secondly, for any s > 0, we note that (Hsµt, Hsjt)t∈[0,1] solves the continuity equation, and,
by the joint convexity of A and the fact that Hs is given by a convolution kernel,

A(Hsµt, Hsjt) ≤ A(µt, jt) .

Fix τ ∈ (0, 1
4), and consider now the curve (µ̃t, j̃t)t∈[0,1] ∈ CE(µ0, µ1) defined by

µ̃t :=


Hts/τµ0

Hsµ(t−τ)/(1−2τ)

H(1−t)s/τµ1

, j̃t :=


1
τ
k0,s
t/τ t ∈ (0, τ)

1
1−2τHsj(t−τ)/(1−2τ) t ∈ (τ, 1− τ)
− 1
τ
k1,s

1−t/τ t ∈ (1− τ, 1)
,

It follows from the bounds above, using the fact that 1
1−2τ ≤ 1 + 4τ and W2

2 ≤ 1
4 , that� 1

0
A(µ̃t, j̃t) dt =

� 1

0

A(γ0,s
t , k0,s

t )
τ

+ A(Hsµt, Hsjt)
1− 2τ + A(γ1,s

t , k1,s
t )

τ
dt

≤ s2

δ3τ
+ W2

2(µ0, µ1)
1− 2τ + s2

δ3τ

≤ s2

δ3τ
+ (W2

2(µ0, µ1) + τ) + s2

δ3τ
.

Let ε > 0, and choose τ = ε/2, and s2 = δ3τε/4. Then:
� 1

0 A(µ̃t, j̃t) dt ≤W2
2(µ0, µ1) + ε.

Moreover, by Lemma 2.6.4, µ̃t belongs to Pδ̃(S1) for some δ̃ > 0 depending on δ and s.
Furthermore,

‖Hsjt‖L∞(S1) + ‖∂xHsjt‖L∞(S1) ≤ C(s)‖jt‖L1(S1) ≤ C(s)
√
A(µt, jt) = C(s)W2(µ0, µ1) ,

where the last inequality follows from the Cauchy-Schwarz inequality.
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2.6. Proof of the upper bound

We are now ready to prove the upper bound in Theorem 2.1.1.

Theorem 2.6.6 (Upper bound for WN ). For any mesh T and any family of admissible means
{θk,k+1}k we have

lim sup
N→∞

W2
N(PNµ0, PNµ1) ≤ c?(θ, T )W2

2(µ0, µ1) ,

uniformly for all µ0, µ1 ∈ P(S1). More precisely, for any ε > 0 there exists N̄ ∈ N such that
for any N ≥ N̄ and µ0, µ1 ∈ P(S1), we have

W2
N(PNµ0, PNµ1) ≤ c?(θ, T )W2

2(µ0, µ1) + ε . (2.44)

Proof. Let µ0, µ1 ∈ P(S1) and ε ∈ (0, 1]. By Lemma 2.6.4 there exist s ≥ 0 and δ > 0 such
that µ̃i := Hsµi belongs to Pδ(S1), and

W2(µi, µ̃i) ≤ ε for i = 0, 1 .
Using that W2 ≤ 1

2 , it follows that
W2

2(µ̃0, µ̃1) ≤W2
2(µ0, µ1) + 2ε . (2.45)

Lemma 2.6.5 yields δ̃ ∈ (0, δ) and a curve (µ̃t, j̃t)t ∈ CEδ̃(µ̃0, µ̃1) such that µ̃t ∈ Pδ̃(S1) and
‖j̃t‖L∞ + Lip(j̃t) ≤ δ̃−1 for any t ∈ (0, 1), and� 1

0
A(µ̃t, j̃t) dt ≤W2

2(µ̃0, µ̃1) + ε . (2.46)

Set m̃N
t := P ?

N µ̃t and J̃Nt = P ?
N j̃t. By Proposition 2.6.3 there exist N̄ ∈ N and C1 < ∞

depending on ε (through δ̃) such that for N ≥ N̄ ,

W2
N(m̃N

0 , m̃
N
1 ) ≤

� 1

0
A(m̃N

t , J̃
N
t ) dt ≤ c?(θ, r)

� 1

0
A(µ̃t, j̃t) dt+ C1

N
. (2.47)

Set mN
i := P ?

Nµi for i = 0, 1. By Proposition 2.2.7, Lemma 2.6.2, and Lemma 2.6.4, there
exists C2 <∞ depending only on T (possibly varying from line to line) such that

WN(mN
i , m̃

N
i ) =WN(P ?

Nµi, P
?
NHsµi)

≤ C2

(
W2(ιNP ?

Nµi, ιNP
?
NHsµi) + 1

N

)
≤ C2

(
W2(µi, Hsµi) + 1

N

)
≤ C2

(√
s+ 1

N

)
.

Thus, the triangle inequality yields

WN(mN
0 ,m

N
1 ) ≤ WN(m̃N

0 , m̃
N
1 ) + C2

(√
s+ 1

N

)
,

and by another application of Proposition 2.2.7,
W2

N(mN
0 ,m

N
1 )−W2

N(m̃N
0 , m̃

N
1 )

≤
(
WN(mN

0 ,m
N
1 ) +WN(m̃N

0 , m̃
N
1 )
)
C2

(√
s+ 1

N

)
≤ C2

(√
s+ 1

N

)
.

(2.48)

Combining (2.45), (2.46), (2.47), and (2.48), we obtain

W2
N(mN

0 ,m
N
1 ) ≤ c?(θ, r)W2

2(µ0, µ1) + 3ε+ C1

N
+ C2

(√
s+ 1

N

)
.

Choosing s small enough and N large enough depending on ε, we obtain the result.
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2. Homogenisation of one-dimensional discrete optimal transport

2.7 Proof of the Gromov–Hausdorff convergence
We conclude this work with the proof of the Gromov–Hausdorff convergence in Theorem 2.1.1.
First we recall one of the equivalent definitions; cf. [BBI01] for more details.

Definition 2.7.1 (Gromov–Hausdorff convergence). A sequence of compact metric spaces
{XN , dN}N is said to converge in the sense of Gromov–Hausdorff to a compact metric space
(X , d), if there exist maps fN : X → XN with the following properties:

• ε-isometry: for any ε > 0 there exists N̄ ∈ N such that for any N ≥ N̄ and any
x, y ∈ X , we have:

| dN(fN(x), fN(y))− d(x, y)| ≤ ε ;

• ε-surjectivity: for any ε > 0 there exists N̄ ∈ N such that for any N ≥ N̄ and any
z ∈ XN there exists x ∈ X satisfying

dN(fN(x), z) ≤ ε .

Proof of Theorem 2.1.1. As the desired lower and upper bounds for the distance have been
proved in Theorems 2.5.4 and 2.6.6, it remains to prove the Gromov–Hausdorff convergence.
We will show that the conditions above hold with fN := PN .

Let ε > 0. It follows from Theorems 2.5.4 and 2.6.6 that there exists N̄ ∈ N such that, for
any N ≥ N̄ and µ0, µ1 ∈ P(S1),∣∣∣WN(PNµ0, PNµ1)−

√
c?(θ, T )W2(µ0, µ1)

∣∣∣ ≤ ε .

This shows that the map PN is ε-isometric.

The ε-surjectivity of PN holds trivially, since it is even surjective.

48



CHAPTER 3
Discrete-to-continuum limits of

dynamical transport problems on
periodic graphs

In this chapter we present a generalisation of the homogenisation result presented in Chapter 2
to arbitrary dimension and generic convex costs. This is the content of the work [GKMP21],
obtained in collaboration with Peter Gladbach, Eva Kopfer, and Jan Maas.

We consider discrete dynamical transport problems on periodic graphs, obtained as minimisation
of functionals defined on curves of measures, where the cost function is some given local,
lower-semicontinuous, and convex function, with at least linear growth with respect to the
momentum variable. This is a generalisation of the one-dimensional, quadratic problem studied
in [GKMP20], corresponding to the spatial discretisation of the Wasserstein distance W2. We
prove that the rescaled discrete energies converge to a homogenised continuous one which
can be computed via a suitable cell-formula. Moreover, we prove that sequences of discrete
measures with bounded mass and energy are compact in BV(0, T )× Td). Under the stronger
assumption of superlinear growth for the cost function, we are able to improve the compactness
result to W1,1((0, T ) × Td) and consequently show the convergence of the corresponding
boundary value data problems. Several examples are discussed in detail, including finite-volume
discretisation of optimal transport distances on Td, flow-based models, and limit behaviour of
discrete Riemannian structures.

3.1 Introduction
In the past decades there has been intense research activity in the field of optimal transport,
both in pure mathematics and in applied areas. In continuous settings, a central result in
the field is the Benamou–Brenier formula [BB00], which establishes the equivalence of static
and dynamical optimal transport. It asserts that the classical Monge–Kantorovich problem, in
which a cost functional is minimised over couplings of given probability measures µ0 and µ1, is
equivalent to a dynamical transport problem, in which an energy functional is minimised over
all solutions to the continuity equation connecting µ0 and µ1.

In discrete settings, the equivalence between static and dynamical optimal transport breaks down,
and it turns out that the dynamical formulation (introduced in [Maa11, Mie11]) is essential
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3. Dynamical transport problems on periodic graphs

in applications to evolution equations, discrete Ricci curvature, and functional inequalities.
Therefore, it is an important problem to analyse the discrete-to-continuum limit of dynamical
optimal transport in various setting.

This limit passage turns out to be highly nontrivial. In fact, seemingly natural discretisations
of the Benamou–Brenier formula do not necessarily converge to the expected limit, even in
one-dimensional settings [GKMP20]. The main result in [GKM20] asserts that, for a sequence
of meshes on a bounded convex domain in Rd, an isotropy condition on the meshes is required
to obtain the convergence of the discrete dynamical transport distances to W2. This is quite in
constrast with the scaling behaviors of the corresponding gradient flows, where no additional
symmetry on the meshes is required to ensure the convergence of the discrete evolutions to
the continuous one [FMP20] (see also [DL15] for a one-dimensional analysis).

The goal of this paper is to investigate the large-scale behaviour of dynamical transport on
graphs with a Zd-periodic structure. Our main contribution is a homogenisation result that
describes the effective behaviour of the discrete problems in terms of a continuous optimal
transport problem, in which the effective energy density depends non-trivially on the geometry
of the discrete graph and the discrete energy density.

Main results
We give here an informal presentation of the main results of this paper, ignoring certain
technicalities for the sake of readability. Precise formulations and a more general setting can
be found from Section 3.2 onwards.

Dynamical optimal transport in the continuous setting

For 1 ≤ p <∞, letWp be the Wasserstein–Kantorovich–Rubinstein distance between probability
measures on a metric space (X, d): for µ0, µ1 ∈ P(X),

Wp(µ0, µ1) := inf
γ

{ �
Td×Td

d(x, y)p dγ(x, y)
}1/p

,

where Γ(µ0, µ1) denotes the set of couplings of µ0 and µ1, i.e., all measures γ ∈ P(X ×X)
with marginals µ0 and µ1. For p > 1, the Benamou–Brenier formula [BB00] (for a proof in full
generality, see [AGS08])) provides an equivalent dynamical formulation, namely

Wp(µ0, µ1) = inf
(ρ,j)

{ � 1

0

�
Td

|jt(x)|p

ρp−1
t (x)

dx dt
}1/p

, (3.1)

where the infimum runs over all solutions (ρ, j) to the continuity equation ∂tρ+∇ · j = 0 with
boundary conditions ρ0(x) dx = µ0(dx) and ρ1(x) dx = µ1(dx).

In this paper we consider general convex energy densities f : R+ × Rd → R ∪ {+∞} under
suitable (super)-linear growth conditions. (The Benamou–Brenier formula above corresponds
to the special case f(ρ, j) = |j|p

ρp−1 ). For a sufficiently regular curve µ = (µt)t∈(0,1), we consider
its action

A(µ) = inf
ν

{ � 1

0

�
Td
f

(
dµt

dL d
,

dνt
dL d

)
dx dt

}
. (3.2)
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Here, the infimum runs over all time-dependent vector-valued measures ν = (νt)t∈I satisfying
the continuity equation ∂tµ+∇ · ν = 0 in the sense of distributions.

The goal of this work is to study suitable discrete counterparts of these energies in the setting
of Zd-periodic graphs.

Discrete dynamical optimal transport on Zd-periodic graphs

For an (undirected) graph (X , E) with finite set of nodes X and edges E ⊂ X ×X , we consider
the dynamical transport problem associated with a continuous curve m = (mt)t∈(0,1) ⊂ P(X )
given by

A(m) = inf
J

{ � 1

0

∑
(x,y)∈E

Fxy
(
mt(x),mt(y), Jt(x, y)

)
dt : (m,J) ∈ CE

}
, (3.3)

where CE denotes the class of all solutions to the discrete continuity equation on the graph, i.e.,
all curves of probability measures m : [0, 1]→ P(X ) and all time-dependent discrete vector
fields (i.e., anti-symmetric functions) J : [0, 1]→ RE satisfying in the sense of distributions the
equation

d
dtmt(x) + div Jt(x) = 0 , div Jt(x) :=

∑
y:y∼x

Jt(x, y) (discrete divergence) ,

where we write y ∼ x iff (x, y) ∈ E

0

Figure 3.1: A fragment of a Zd-periodic graph (X , E). In red, the unitary cubeQ := [0, 1]d ⊂ Rd.
In blue and in orange, respectively, XQ and EQ.

The cost functions Fxy : R+ × R+ × R→ R+ are assumed to be lower semicontinuous and
convex.
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3. Dynamical transport problems on periodic graphs

In this work, we fix a Zd-periodic graph (X , E) embedded in Rd, as in Figure 3.1. For any
ε > 0 with 1/ε ∈ N, we consider the rescaled graphs (Xε, Eε) defined by

Xε = εX /Zd and Eε = εE/{(z, z) : z ∈ Zd} ,

which is naturally embedded as a (finite) graph on the torus Td. If CEε denotes the solutions
to the discrete continuity equation on the graph (Xε, Eε), the rescaled transport cost is then
given by

Aε(m) = inf
J

{ � 1

0

∑
(x,y)∈Eε

εdFxy

(
mt(x)
εd

,
mt(y)
εd

,
Jt(x, y)
εd−1

)
dt : (m,J) ∈ CEε

}
.

The convergence result

Loosely speaking, our main result asserts that these discrete transport problems converge to a
continuous transport problem with a homogenized cost function, as ε→ 0.

The limiting energy is of the form (3.2) with an effective energy density f = fhom that can
computed via a cell formula which depends non-trivially on (X , E) and the discrete costs Fxy.

Precisely, if we set XQ := X ∩ [0, 1)d and EQ :=
{

(x, y) ∈ E : x ∈ XQ
}
(see Figure 3.1),

then fhom : R+ × Rd → R+ is given by

fhom(ρ, j) := inf
m,J

{ ∑
(x,y)∈EQ

Fxy
(
m(x),m(y), J(x, y)

)
: (m, J) ∈ Rep(ρ, j)

}
, (3.4)

where Rep(ρ, j) denotes the set of representatives of ρ ∈ R+ and j ∈ Rd, which is given by all
Zd-periodic functions m : X → R+ and all Zd-periodic discrete, divergence-free vector fields
(i.e., all anti-symmetric functions J : E → R with div J = 0) satisfying

∑
x∈XQ

m(x) = ρ and Eff(J) := 1
2

∑
(x,y)∈EQ

J(x, y)(y − x) = j . (3.5)

In the special case where the discrete transport cost is associated to a Riemannian gradient-flow
structure for a Markov chain (as in [Maa11, Mie11]), our result implies that the limiting metric
is a 2-Wasserstein metric associated to a (not necessarily Riemannian) Finsler metric.

The rigorous formulation of our main result is given in terms of Γ-convergence for curves
in the space of probability measures. We also establish compactness of bounded-energy
sequences in Theorems 3.5.3 and 3.5.8. In the first compactness result, we assume at least
linear growth of the discrete energies Fxy at infinity to show that limit curves lie in the space
BVKR

(
(0, 1);M+(Td)

)
of curves with bounded variation, with convergence for almost every

t ∈ (0, 1). In the second compactness result, if the costs Fxy has at least superlinear growth,
then limit curves lie in the space W 1,1

KR((0, 1);M+(Td)) of absolutely continuous curves, with
uniform convergence for t ∈ [0, 1]. We refer to the Appendix for precise definitions of these
spaces.

In the framework of superlinear energies, we are able to combine the convergence of the energies
and the compactness result in W 1,1 to show the Γ-convergence of the associated boundary
value problems, namely the variational problems

MAε(m0,m1) := inf
m

{
Aε(m) : m0 = m0, m1 = m1

}
,
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for every m0,m1 ∈ P(X ).

In the final part of the paper, we analyse several examples, including finite-volume discretisations
of Td, discussing the role of the geometry of the partitions in the approximation of the continuous
Wasserstein distances (including the non-linear mobility case, as studied in [DNS09], [LM10]),
in the same spirit of [GKM20].

We are in fact able to prove the convergence result for slightly more general discrete energies
than the one in (3.3), we refer to Section 3.2.1 for the precise setting.

Organisation of the paper
Sections 3.2 and 3.3 contain all necessary definitions as well as the assumptions we use
throughout the article, whereas Section 3.4 includes the definition of the homogenised continuous
problem. In Section 3.5 we present the rigorous statements of our main results, including the
Γ-convergence of the discrete energies to the effective homogenised limit and the compactness
theorems for curves of bounded discrete energies. The proof of our main results can be found
in Section 3.6 (compactness and convergence of the boundary value problems) and Sections
3.7 and 3.8 (Γ-convergence of Aε). Finally, in Section 3.9, we discuss several examples and
apply our results to some common finite-volume and finite-difference discretisations.

3.1.1 Sketch of the proof of Theorem 3.5.1
In the last part of this section, we shortly sketch a non-rigorous proof of our main result on
the convergence of Aε to the homogenised limit described by fhom (Theorem 3.5.1). Crucial
tools to show both the liminf and the Γ-limsup inequality in Theorem 3.5.1 are regularisation
procedures for solutions to the continuity equation, both at the discrete and at the continuous
level.

In this section, we use the informal notation . and & to mean that the corresponding inequality
holds up to a small error in ε > 0, e..g Aε . Bε means that Aε ≤ Bε + oε(1) where oε(1)→ 0
as ε→ 0.

For x ∈ Xε ⊂ Td, we denote by xz the unique element of Zdε satisfying x ∈ Qxz
ε = [0, ε)d + εxz.

Note that {Qz
ε : z ∈ Zdε} defines a partition of Td.

In order to compare discrete and continuous measures, we make use of the embedding maps
for m ∈ P(Xε) and anti-symmetric J : Eε → R

ιεm := ε−d
∑
x∈Xε

m(x)L d|Qxz
ε
∈ P(Td) ,

ιεJ := ε−d+1 ∑
(x,y)∈Eε

J(x, y)
2

( � 1

0
L d|

Q
(1−s)xz+syz
ε

ds
)

(yz − xz) ∈Md(Td) ,

as they preserve the continuity equation: if (m,J) ∈ CEε, then (ιεm, ιεJ) ∈ CE.

We also use the notation Fε(m, J) := ∑
(x,y)∈Eε ε

dFxy

(
m(x)
εd
, m(y)

εd
, J(x,y)
εd−1

)
.

Sketch of the Γ-liminf inequality. Consider curves (mε
t)t∈(0,1) ⊆ M+(Xε) and let mε ∈

M+((0, 1) × Xε) be the corresponding measure on space-time defined by mε(dx, dt) =
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3. Dynamical transport problems on periodic graphs

mε
t(dx) dt. Suppose that ιεmε → µ vaguely inM+((0, 1) × Td) as ε → 0. The goal is to

show the liminf inequality

lim inf
ε→0

Aε(mε) ≥ Ahom(µ). (3.6)

We can assume that Aε(mε) = Aε(mε,Jε) ≤ C <∞ for every ε > 0, for some sequence of
vector fields Jε such that (mε,Jε) ∈ CEε. As we are going to see in (3.41), the embedded
solutions to the continuity equation (ιεmε, ιεJε) ∈ CE defines curves of measures with densities
with respect to L d on Td of the form, for every u ∈ Qz̄

ε ⊂ Td

ρt(u) = ε−d
∑
x∈Xε
xz=z̄

mε
t(x) and jt(u) = 1

2εd−1

∑
(x,y)∈Eε
xz=z̄

Jεt,u(x, y)
(
yz − xz

)
,

where Jεt,u ∈ REε is a convex combination of
{
Jεt
(
· −εz

)
: z ∈ Zdε , |z|∞ ≤ R0 + 1

}
.

As we are going to estimate the discrete energies at any time t ∈ (0, 1), for simplicity we drop
the time dependence and write ρ = ρt, j = jt, mε = mε

t , Jε = Jεt , Jεu = Jεt,u.

The main goal is to construct, for every u ∈ Qz̄
ε, a representative(

m̂u

εd
,
Ĵu
εd−1

)
∈ Rep

(
ρ(u), j(u)

)
(3.7)

which is approximately equal to the values of (mε, Jε) close to X ∩ {xz = z̄}. The lower
bound (3.6) would then follow by integrating in time the static estimate

Fε(m, J) & εd
∑
z̄∈Zdε

F
(
m̂εz̄

εd
,
Ĵεz̄
εd−1

)
&
�
Td
fhom

(
ρ(u), j(u)

)
du = Fhom(ιεm, ιεJ) , (3.8)

and using the lower semicontinuity of Ahom, where in the last inequality we used the very
definition of the homogenised density fhom(ρ(u), j(u)), which corresponds to the minimal
microscopic cost with total mass ρ(u) and flux j(u).

In order to find the sought representatives in (3.7), the natural choice is to define m̂u ∈ RX+
and J̃u ∈ REa by taking the values of m and Ju in the ε-cube at z̄, and insert these values at
every cube in (X , E), so that the result is Zd-periodic. Precisely:

m̂u(x) := m(εx̄) , J̃u(x, y) := Ju(εx̄, ε(y − xz + z̄)) , for (x, y) ∈ E ,

where x̄ := x − xz + z̄. This would ensure that ε−dm̂u ∈ Rep
(
ρ(u)

)
. Unfortunately, this

construction would produce a vector field ε−(d−1)J̃u which (in general) does not belong to
Rep

(
j(u)

)
: indeed, while J̃u has the desired effective flux (i.e., Eff(ε−(d−1)J̃u) = j(u), as

given in (3.5)), it would not be (in general) divergence-free.

In order to deal with this complication, we shall introduce a corrector field J̄u, i.e., an
anti-symmetric and Zd-periodic function J̄u : E → R satisfying

div J̄u = − div J̃u, Eff(J̄u) = 0, and
∥∥∥J̄u∥∥∥

`∞(EQ)
≤ 1

2

∥∥∥ div J̃u
∥∥∥
`1(XQ)

, (3.9)

whose existence we prove in Lemma 3.7.3.
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It is clear that if we set Ĵu := J̃u+J̄u by construction we have div Ĵu = 0 and Eff
(
ε−(d−1)Ĵu

)
=

j(u), thus

Ĵu
εd−1 := J̃u + J̄u

εd−1 ∈ Rep
(
ju
)
.

To carry out this program and prove a lower bound of the form (3.8), we need to quantify the
error we perform passing from (mε, Jε) to

{
(m̂u, Ĵu) : u ∈ Td

}
. It is evident by construction

and from (3.9) that spatial and time regularity of (mε, Jε) are crucial to this purpose. For
example, an `∞-bound on the time derivative of the form ‖∂tmε

t‖∞ ≤ Cεd (or, in other words,
a Lipschitz bound in time for ρt) together with (mε,Jε) ∈ CEε would imply a control on div J
and thus a control of the error in (3.9) of the form ‖ε1−dJ̄u‖∞ ≤ Cε.

This is why a key, first step in our proof is a regularisation procedure at the discrete level: for
any given sequence of curves

{
(mε,Jε) ∈ CEε : ε > 0

}
of (uniformly) bounded energy Aε,

we can exihibit another sequence
{

(m̃ε, J̃ε) ∈ CEε : ε > 0
}
, quantitatively close as measures

and in energy Aε to the first one, which enjoy good Lipschitz and l∞ properties and for which
the above explained program can be carried out.

This result is the content of Proposition 3.7.1 and it is based on a three-fold regularisation,
that is in energy, in time, and in space.

Sketch of the Γ-limsup inequality. The goal is to show that, for every (µ,ν) ∈ CE, we can
find mε ∈M+((0, 1)×Xε) such that ιεmε → µ weakly inM+((0, 1)× Td) and

lim sup
ε→0

Aε(mε) ≤ Ahom(µ,ν) . (3.10)

In a similar fashion as in the the proof of the Γ-liminf inequality, the first step is a regularisation
procedure, this time at the continuous level (Proposition 3.8.26). Thanks to this approximation
result, in the sketch we can without loss of generality assume that

Ahom(µ,ν) <∞ and
{(
ρt(x), jt(x)

)
: (t, x) ∈ [0, 1]× Td

}
b D(fhom)◦ , (3.11)

where (ρt, jt)t are the smooth densities of (µ,ν) ∈ CE with respect to L d+1 on (0, 1)× Td.

Note that the convexity of fhom ensures its Lipschitz-continuity on every compact set K b
D(fhom)◦, hence the assumption (3.11) allows us to assume such regularity for the rest of the
proof.

The idea is to split the proof of the upper bound into several steps. In short, we first discretise
the continuous measures (µ,ν) and identify optimal discrete microstructures, defined through
the minimisation of the cell problem fhom, on each ε-cube Qz

ε, z ∈ Zdε. A key difficult at this
stage is that the optimal selection has the flaw of not preserving the continuity equation, hence
an additional correction is needed. To this purpose, we first apply the discrete regularisation
result Proposition 3.7.1 to obtain regular discrete curves and then find suitable small correctors
that provide discrete competitors for Aε, that is solutions to CEε which are close to the optimal
selection.

Let us explain these steps in more detail.
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3. Dynamical transport problems on periodic graphs

Step 1: For every z ∈ Zdε, t ∈ (0, 1), and each cube Qz
ε we consider the natural discretisation

of (µ,ν), that we denote by
(
Pεµt(z),Pενt(z)

)
t,z
⊂ R+ × Rd, given by

Pεµt(z) := µt(Qz
ε) , Pενt(z) :=

(�
∂Qzε∩∂Q

z+ei
ε

jt · ei dHd−1
)d
i=1

.

An important feature of the operator Pε is that it preserves the continuity equation from Td to
Zdε, in the sense that for t ∈ (0, 1) and z ∈ Zdε

∂tPεµt(z) +
d∑
i=1

(
Pενt(z)− Pενt(z − ei)

)
· ei = 0 .

Step 2: We build the associated optimal discrete microstructure for the cell problem for each
cube Qz

ε, meaning we select (m,J) =
(
mz
t , J

z
t

)
t∈(0,1),z∈Zdε

such that

(
mz
t

εd
,
Jzt
εd−1

)
∈ Rep

o

(
Pεµt(z)
εd

,
Pενt(z)
εd−1

)
,

where Repo denotes the set of optimal representatives in the definition of the cell-formula (3.4).
Using the smoothness of µ and ν, one can in particular show that

∑
z∈Zdε

εdF1

(
mz
t

εd
,
Jzt
εd−1

)
. Fhom(µt, νt) . (3.12)

Step 3: The next step is to glue together the microstructures (m,J) defined for every
z ∈ Zdε via a gluing operator Gε (Definition 3.8.4) to produce a global one (m̂ε, Ĵε) ∈
M+((0, 1)×Xε)×Ma((0, 1)× Eε).

Thanks to the fact the gluing operators are mass preserving and that mz
t ∈ Rep(Pεµt(z)), it is

not hard to see that ιεm̂ε → µ weakly inM+((0, 1)× Td) as ε→ 0.

Step 4: In contrast to Pε, the latter operation produces curves (m̂ε, Ĵε) which would (in
general) not be a solution to the discrete continuity equation CEε. Therefore, we seek to find
suitable corrector vector fields in order to obtain a discrete solution, and thus a candidate for
Aε(m̂ε).

To this purpose, the next step is to regularise (m̂ε, Ĵε) by applying Proposition 3.7.1 and
obtaining a regular curve which is quantitatively close as measures and in energy to the first one.
Note that no discrete regularity is (in general) guaranteed to (m̂ε, Ĵε), despite the smoothness
assumption on (µ,ν), due to possible singularities of Fxy.

For the sake of the exposition, we shall discuss the last steps of the proof assuming that
(m̂ε, Ĵε) already enjoy the Lipschitz and `∞–regularity properties ensured by Proposition 3.7.1.

Step 5: For sufficiently regular (m̂ε, Ĵε), we seek a discrete competitor for Aε(m̂ε) which is
close to (m̂ε, Ĵε). As the latter does not necessary belong to CEε, we find suitable correctors
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Vε such that the corrected curves (m̂ε, Ĵε + Vε) belong to CEε, with Vε quantitative small,
i.e. satisfying a bound of the form

sup
t∈(0,1)

∥∥∥ε1−dV ε
t

∥∥∥
`∞(Eε)

≤ Cε . (3.13)

The existence of the corrector Vε, together with the quantitative bound, is quite involved and
possibly the most difficult part of the proof. It is based on a localisation argument (Lemma
3.8.22) and the study of the divergence equation on periodic graphs (Lemma 3.8.16), performed
at the level of each cube Qz

ε, for every z ∈ Zdε.

The regularity of (m̂ε, Ĵε) is crucial in order to obtain the estimate (3.13).

Step 6: The final step consists in estimating the energy of the measures defined as mε :=
m̂ε → µ weakly as ε→ 0, and the vector fields Jε := Ĵε + Vε.

Using the regularity assumption on (m̂ε, Ĵε), the smoothness (3.11) of (µ,ν), and the convexity
of fhom, together with the quantitative bound (3.13) and (3.12) for the corrector we obtain

Fε(mε
t , J

ε
t ) . Fε(m̂ε

t , Ĵ
ε
t ) .

∑
z∈Zdε

εdF1

(
mz
t

εd
,
Jzt
εd−1

)
. Fhom(µt, νt) .

Using this bound and that (mε,Jε) ∈ CEε, we integrate in time and get

lim sup
ε→0

Aε(mε) ≤ lim sup
ε→0

Aε(mε,Jε) ≤ Ahom(µ,ν) ,

which is the sought upper bound (3.10).
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3.2 Discrete dynamical optimal transport on Zd-periodic
graphs

This section contains the definition of the transport problem in the discrete periodic setting. In
Section 3.2.1 we introduce the basic objects: a Zd-periodic graph (X , E) and an admissible
cost function F . Given a triple (X , E , F ), we introduce a family of transport problems on
rescaled graphs (Xε, Eε) in Section 3.2.2.

3.2.1 Discrete Zd-periodic setting
Our setup consists of the following data:

Assumption 3.2.1. (X , E) is a locally finite and Zd-periodic connected graph of bounded
degree.

More precisely, we assume that

X = Zd × V,

where V is a finite set. The coordinates of x = (z, v) ∈ X will be denoted by

xz := z, xv := v.

The set of edges E ⊆ X × X is symmetric and Zd-periodic, in the sense that

0

Figure 3.2: A fragment of a Zd-periodic graph (X , E). The blue nodes represent XQ and the
orange edges represent EQ.

(x, y) ∈ E iff
(
Sz(x), Sz(y)

)
∈ E for all z ∈ Zd.
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Here, S z̄ : X → X is the shift operator defined by

S z̄(x) = (z̄ + z, v) for x = (z, v) ∈ X .

We write x ∼ y whenever (x, y) ∈ E .

Let R0 := max(x,y)∈E |xz − yz|`d∞ be the maximal edge length, measured with respect to the
supremum norm | · |`d∞ on Rd. It will be convenient to use the notation

XQ := {x ∈ X : xz = 0} and EQ :=
{

(x, y) ∈ E : xz = 0
}
.

Remark 3.2.2 (Abstract vs. embedded graphs). Rather than working with abstract Zd-periodic
graphs, it is possible to regard X as a Zd-periodic subset of Rd, by choosing V to be a subset
of [0, 1)d and using the identification (z, v) ≡ z+ v, see Figure 3.2. Since the embedding plays
no role in the formulation of the discrete problem, we work with the abstract setup.

Assumption 3.2.3 (Admissible cost function). The function F : RX+ × REa → R ∪ {+∞} is
assumed to have the following properties:

(a) F is convex and lower semicontinuous.

(b) F is local in the sense that there exists R1 <∞ such that F (m, J) = F (m′, J ′) whenever
m,m′ ∈ RX+ and J, J ′ ∈ REa agree within a ball of radius R1, i.e.,

m(x) = m′(x) for all x ∈ X with |xz|`d∞ ≤ R1, and

J(x, y) = J ′(x, y) for all (x, y) ∈ E with |xz|`d∞ , |yz|`d∞ ≤ R1.

(c) F is of at least linear growth, i.e., there exist c > 0 and C <∞ such that

F (m, J) ≥ c
∑

(x,y)∈EQ
|J(x, y)| − C

1 +
∑
x∈X
|x|
`d∞
≤R

m(x)
 (3.14)

for any m ∈ RX+ and J ∈ REa . Here, R := max{R0, R1}.

(d) There exist a Zd-periodic function m◦ ∈ RX+ and a Zd-periodic and divergence-free vector
field J◦ ∈ REa such that

(m◦, J◦) ∈ D(F )◦. (3.15)

Remark 3.2.4. As F is local, it depends on finitely many parameters. Therefore, D(F )◦, the
topological interior of its domain D(F ) is defined unambiguously.
Remark 3.2.5. In many examples, the function F takes one of the following forms, for suitable
functions Fx and Fxy:

F (m, J) =
∑
x∈XQ

Fx

(
m(x),

(
J(x, y)

)
y∼x

)
, F (m, J) =

∑
(x,y)∈EQ

Fxy

(
m(x),m(y), J(x, y)

)
.

We then say that F is vertex-based (respectively, edge-based).
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Remark 3.2.6. Of particular interest are edge-based functions of the form

F (m, J) = 1
p

∑
(x,y)∈EQ

|J(x, y)|p

Λ
(
qxym(x), qyxm(y)

)p−1 , (3.16)

where 1 ≤ p < ∞, the constants qxy, qyx > 0 are fixed parameters defined for (x, y) ∈ EQ,
and Λ is a suitable mean (i.e., Λ : R+ × R+ → R+ is a jointly concave and 1-homogeneous
function satisfying Λ(1, 1) = 1). Functions of this type arise naturally in discretisations of
Wasserstein gradient-flow structures [Maa11, Mie11, CHLZ12].

We claim that these cost function satisfy the growth condition (3.14). Indeed, using Young’s
inequality |J | ≤ 1

p
|J |p

Λp−1 + p−1
p

Λ we infer that

∑
(x,y)∈EQ

|J(x, y)| ≤ 1
p

∑
(x,y)∈EQ

|J(x, y)|p

Λ
(
qxym(x), qyxm(y)

)p−1

+ p− 1
p

∑
(x,y)∈EQ

Λ
(
qxym(x), qyxm(y)

)
≤ F (m, J) + C

∑
x∈X ,|x|

`d∞
≤R0

m(x),

with constant C > 0 depending on maxx,y(qxy + qyx). This shows that (3.14) is satisfied.

3.2.2 Rescaled setting
Let (X , E) be a locally finite and Zd-periodic graph as above. Fix ε > 0 such that 1

ε
∈ N. The

assumption that 1
ε
∈ N remains in force throughout the paper.

The rescaled graph. Let Tdε = (εZ/Z)d be the discrete torus of mesh size ε. The corresponding
equivalence classes are denoted by [εz] for z ∈ Zd. To improve readability, we occasionally
omit the brackets. Alternatively, we may write Tdε = εZdε where Zdε =

(
Z/1

ε
Z
)d
.

The rescaled graph (Xε, Eε) is constructed by rescaling the Zd-periodic graph (X , E) and
wrapping it around the torus. More formally, we consider the finite sets

Xε := Tdε × V and Eε :=
{(
T 0
ε (x), T 0

ε (y)
)

: (x, y) ∈ E
}

where, for z̄ ∈ Zdε,

T z̄ε : X → Xε, (z, v) 7→
(
[ε(z̄ + z)], v

)
. (3.17)

Throughout the paper we always assume that εR0 < 1
2 , to avoid that edges in E “bite

themselves in the tail” when wrapped around the torus. For x =
(
[εz], v

)
∈ Xε we will write

xz := z ∈ Zdε, xv := v ∈ V.

The rescaled cost function. Let F : RX+ × REa → R ∪ {+∞} be a cost function satisfying
Assumption 3.2.3. For ε > 0 satisfying the conditions above, we shall define a corresponding
energy functional Fε in the rescaled periodic setting.
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First we introduce some notation, which we use to transfer functions defined on Xε to X (and
from Eε to E). Let z̄ ∈ Zdε. Each function ψ : Xε → R induces a 1

ε
Zd-periodic function

τ z̄εψ : X → R,
(
τ z̄εψ

)
(x) := ψ

(
T z̄ε (x)

)
for x ∈ X .

see Figure 3.3. Similarly, each function J : Eε → R induces a 1
ε
Zd-periodic function

τ z̄ε J : E → R,
(
τ z̄ε J

)
(x, y) := J

(
T z̄ε (x), T z̄ε (y)

)
for (x, y) ∈ E .

ε
z

1

0

Figure 3.3: On the left, the value of a function ψ : Xε → R correspond to different colors over
the nodes. On the right, the corresponding values of τ zεψ : X → R.

Definition 3.2.7 (Discrete energy functional). The rescaled cost function is defined by

Fε : RXε+ × REεa → R ∪ {+∞}, (m, J) 7→
∑
z∈Zdε

εdF

(
τ zεm

εd
,
τ zε J

εd−1

)
.

Remark 3.2.8. We note that Fε(m, J) is well-defined as an element in R ∪ {+∞}. Indeed,
the (at least) linear growth condition (3.14) yields

Fε(m, J) =
∑
z∈Zdε

εdF

(
τ zεm

εd
,
τ zε J

εd−1

)
≥ −C

∑
z∈Zdε

εd

1 +
∑
x∈X
|x|
`d∞
≤R

τ zεm(x)
εd



≥ −C
(

1 + (2R + 1)d
∑
x∈Xε

m(x)
)
> −∞.

For z̄ ∈ Zdε it will be useful to consider the shift operator S z̄ε : Xε → Xε and S z̄ε : Eε → Eε
defined by

S z̄ε (x) =
(
[ε(z̄ + z)], v

)
for x = ([εz], v) ∈ Xε,

S z̄ε (x, y) =
(
S z̄ε (x), S z̄ε (y)

)
for (x, y) ∈ Eε.

Moreover, for ψ : Xε → R and J : Eε → R we define

σz̄εψ : Xε → R,
(
σz̄εψ

)
(x) := ψ(S z̄ε (x)) for x ∈ Xε,

σz̄εJ : Eε → R,
(
σz̄εJ

)
(x, y) := J(S z̄ε (x, y)) for (x, y) ∈ Eε.

(3.18)
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3. Dynamical transport problems on periodic graphs

Definition 3.2.9 (Discrete continuity equation). A pair (m,J) is said to be a solution to the
discrete continuity equation if m : I → RXε+ is continuous, J : I → REεa is Borel measurable,
and

∂tmt(x) +
∑
y∼x

Jt(x, y) = 0 (3.19)

for all x ∈ Xε in the sense of distributions. We use the notation

(m,J) ∈ CETε .

Remark 3.2.10. We may write (3.20) as ∂tmt + div Jt = 0 using the notation (3.137).

Lemma 3.2.11 (Mass preservation). Let (m,J) ∈ CEIε . Then we have ms(Xε) = mt(Xε) for
all s, t ∈ I.

Proof. Without loss of generality, suppose that s, t ∈ I with s < t. Approximating the
characteristic function χ[s,t] by smooth test functions, we obtain, for all x ∈ Xε,

mt(x)−ms(x) =
� t

s

∑
y∼x

Jr(x, y) dr.

Summing (3.20) over x ∈ Xε and using the anti-symmetry of J, the result follows.

We are now ready to define one of the main objects in this paper.

Definition 3.2.12 (Discrete action functional). For any continuous function m : I → RXε+
such that t 7→ ∑

x∈Xεmt(x) ∈ L1(I) and any Borel measurable function J : I → REεa , we
define

AIε (m,J) :=
�
I
Fε(mt, Jt) dt ∈ R ∪ {+∞}.

Furthermore, we set

AIε (m) := inf
{
AIε (m,J) : (m,J) ∈ CEIε

}
.

Remark 3.2.13. We claim that AIε (m,J) is well-defined as an element in R ∪ {+∞}. Indeed,
the (at least) linear growth condition (3.14) yields as in Remark 3.2.8

Fε(mt, Jt) ≥ −C
(

1 + (2R + 1)d
∑
x∈Xε

mt(x)
)
.

for any t ∈ I. Since t 7→ ∑
x∈Xεmt(x) ∈ L1(I), the claim follows.

In particular, AIε (m,J) is well-defined whenever (m,J) ∈ CEIε , since t 7→
∑
x∈Xεmt(x) is

constant by Lemma 3.2.11.
Remark 3.2.14. If the time interval is clear from the context, we often simply write CEε and
Aε.

The aim of this work is to study the asymptotic behavior of the energies AIε as ε→ 0.
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3.3. Dynamical optimal transport in the continuous setting

3.3 Dynamical optimal transport in the continuous
setting

We shall now define a corresponding class of dynamical optimal transport problems on the
continuous torus Td. We start in Section 3.3.1 by defining the natural continuous analogues
of the discrete objects from Section 3.2. In Section 3.3.2 we define generalisations of these
objects that have better compactness properties.

3.3.1 Continuous continuity equation and action functional
First we define solutions to the continuity equation on a bounded open time interval I.

Definition 3.3.1 (Continuity equation). A pair (µ,ν) is said to be a solution to the continuity
equation ∂tµ+∇ · ν = 0 if the following conditions holds:

(i) µ : I →M+(Td) is vaguely continuous;

(ii) ν : I →Md(Td) is a Borel family satisfying
�
I |νt|(T

d) dt <∞;

(iii) The equation

∂tµt(x) +∇ · νt(x) = 0 (3.20)

holds in the sense of distributions, i.e., for all φ ∈ Cc
(
I × Td

)
,

�
I

�
Td
∂tφt(x) dµt(x) dt+

�
I

�
Td
∇φt(x) · dνt(x) dt = 0.

We use the notation

(µ,ν) ∈ CEI .

We will consider the energy densities f with the following properties.

Assumption 3.3.2. Let f : R+ × Rd → R ∪ {+∞} be a lower semicontinuous and convex
function, whose domain has nonempty interior. We assume that there exist constants c > 0
and C <∞ such that the (at least) linear growth condition

f(ρ, j) ≥ c|j| − C(ρ+ 1) (3.21)

holds for all ρ ∈ R+ and j ∈ Rd.

The corresponding recession function f∞ : R+ × Rd → R ∪ {+∞} is defined by

f∞(ρ, j) := lim
t→+∞

f(ρ0 + tρ, j0 + tj)
t

,

where (ρ0, j0) ∈ D(f) is arbitrary. It is well known that the function f∞ is lower semicontinuous
and convex, and it satisfies

f∞(ρ, j) ≥ c|j| − Cρ. (3.22)
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3. Dynamical transport problems on periodic graphs

We refer to [AFP00, Section 2.6] for a proof of these facts.

Let L d denote the Lebesgue measure on Td. For µ ∈M+(Td) and ν ∈Md(Td) we consider
the Lebesgue decompositions given by

µ = ρL d + µ⊥, ν = jL d + ν⊥

for some ρ ∈ L1
+(Td) and j ∈ L1(Td;Rd). It is always possible to introduce a measure

σ ∈M+(Td) such that

µ⊥ = ρ⊥σ, ν⊥ = j⊥σ,

for some ρ⊥ ∈ L1
+(σ) and j⊥ ∈ L1(σ;Rd). (Take, for instance, σ = µ⊥ + |ν⊥|.) Using this

notation we define the continuous energy as follows.

Definition 3.3.3 (Continuous energy functional). Let f : R+ × Rd → R ∪ {+∞} satisfy
Assumption 3.3.2. We define the continuous energy functional by

F :M+(Td)×Md(Td)→ R ∪ {+∞},

F(µ, ν) :=
�
Td
f
(
ρ(x), j(x)

)
dx+

�
Td
f∞

(
ρ⊥(x), j⊥(x)

)
dσ(x).

Remark 3.3.4. By 1-homogeneity of f∞, this definition does not depend on the choice of the
measure σ ∈M+(Td).

Definition 3.3.5 (Action functional). For any curve µ : I →M+(Td) with
�
I µt(T

d) dt <∞
and any Borel measurable curve ν : I →Md(Td) we define

AI(µ,ν) :=
�
I
F(µt, νt) dt.

Furthermore, we set

AI(µ) := inf
ν

{
AI(µ,ν) : (µ,ν) ∈ CEI

}
.

Remark 3.3.6. As f(ρ, j) ≥ −C(1 + ρ) by (3.21), the assumption
�
I µt(T

d) dt <∞ ensures
that AI(µ,ν) is well-defined in R ∪ {+∞}.
Remark 3.3.7 (Dependence on time intervals). Remark 3.2.14 applies in the continuous setting
as well. If the time interval is clear from the context, we often simply write CE and A.

Under additional assumptions on the function f , it is possible to prove compactness for families
of solutions to the continuity equation with bounded action; see [DNS09, Corollary 4.10].
However, in our general setting, such a compactness result fails to hold, as the following
example shows.

Example 3.3.8 (Lack of compactness). To see this, let yε(t) be the position of a particle
of mass m that moves from 0 to ȳ ∈ [0, 1

2 ]d in the time interval (aε, bε) :=
(

1−ε
2 , 1+ε

2

)
with

constant speed |ȳ|
ε
. At all other times in the time interval I = (0, 1) the particle is at rest:

yε(t) =


0, t ∈ [0, aε],(
t− 1

2(1− ε)
)
ε−1ȳ, t ∈

(
aε, bε),

ȳ t ∈ [bε, 1].
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3.3. Dynamical optimal transport in the continuous setting

The associated solution (µε,νε) to the continuity equation ∂tµε +∇ · νε = 0 is given by

µεt(dx) := mδyε(t)(dx), νεt (dx) := m|ȳ|
ε

χ(aε,bε)(t)δyε(t)(dx).

Let f(ρ, j) = |j| be the total momentum, which satisfies Assumption 3.3.2. We then have
F(µεt , νεt ) = m|ȳ|

ε
1(aε,bε)(t), hence AI(µε,νε) = mȳ, independently of ε.

However, as ε → 0, the motion converges to the discontinous curve given by µt = δ0 for
t ∈ [0, 1

2) and µt = δȳ for t ∈ (1
2 , 1]. In particular, it does not satisfy the continuity equation in

the sense above.

3.3.2 Generalised continuity equation and action functional
In view of this lack of compactness, we will extend the definition of the continuity equation
and the action functional to more general objects.

Definition 3.3.9 (Continuity equation). A pair of measures (µ,ν) ∈M+
(
I×Td

)
×Md

(
I×

Td
)
is said to be a solution to the continuity equation

∂tµ+∇ · ν = 0 (3.23)

if, for all φ ∈ C1
c

(
I × Td

)
, we have

�
I×Td

∂tφ dµ+
�
I×Td

∇φ · dν = 0.

As above, we use the notation (µ,ν) ∈ CEI .

Clearly, this definition is consistent with Definition 3.3.5.

Let us now extend the action functional AI as well. For this purpose, let L d+1 denote the
Lebesgue measure on I × Td. For µ ∈M+

(
I × Td

)
and ν ∈Md

(
I × Td

)
we consider the

Lebesgue decompositions given by

µ = ρL d+1 + µ⊥, ν = jL d+1 + ν⊥

for some ρ ∈ L1
+

(
I×Td

)
and j ∈ L1

(
I×Td;Rd

)
. As above, it is always possible to introduce

a measure σ ∈M+(I × Td) such that

µ⊥ = ρ⊥σ, ν⊥ = j⊥σ, (3.24)

for some ρ⊥ ∈ L1
+(σ) and j⊥ ∈ L1(σ;Rd).

Definition 3.3.10 (Action functional). We define the action by

AI :M+
(
I × Td

)
×Md

(
I × Td

)
→ R ∪ {+∞},

AI(µ,ν) :=
�
I×Td

f
(
ρt(x), jt(x)

)
dx dt+

�
I×Td

f∞
(
ρ⊥t (x), j⊥t (x)

)
dσ(t, x).

Furthermore, we set

AI(µ) := inf{AI(µ,ν) : (µ,ν) ∈ CEI}.
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3. Dynamical transport problems on periodic graphs

Remark 3.3.11. This definition does not depend on the choice of σ, in view of the 1-homogeneity
of f∞. As f(ρ, j) ≥ −C(1 + ρ) and f∞(ρ, j) ≥ −Cρ from (3.21) and (3.22), the fact that
µ(I × Td) <∞ ensures that AI(µ,ν) is well-defined in R ∪ {+∞}.

Example 3.3.12 (Lack of compactness). Continuing Example 3.3.8, we can now describe
the limiting jump process as a solution to the generalised continuity equation. Consider the
measures µε ∈M+(I × Td) and νε ∈Md(I × Td) defined by

µε(dx, dt) = µεt(dx) dt, νε(dx, dt) = νεt (dx) dt.

Then we have µε → µ and νε → ν weakly, respectively, inM+(I × Td) andMd(I × Td),
where µ represents the discontinuous curve

µ(dx, dt) = dµt(x) dt, where µt =

δ0, t ∈ [0, 1
2),

δȳ, t ∈ (1
2 , 1].

The measure ν does not admit a disintegration with respect to the Lebesgue measure on I; in
other words, it is not associated to a curve of measures on Td. We have

νt(dx, dt) = m|ȳ|H 1|[0,ȳ](dx)δ1/2(dt).

Here H 1|[0,ȳ] denotes the 1-dimensional Hausdorff measure on the (shortest) line segment
connecting 0 and ȳ.

Note that (µ,ν) solves the continuity equation, as CEI is stable under joint weak-convergence.
Furthermore, we have AI(µ,ν) = mȳ.

The next result shows that any solution to the continuity equation (µ,ν) ∈ CEI induces
a (not necessarily continuous) curve of measures (µt)t ∈ I. The measure ν is not always
associated to a curve of measures on I; see Example 3.3.12. We refer to Appendix B.2 for the
definition of BVKR(I;M+(Td)).

Lemma 3.3.13 (Disintegration of solutions to CEI). Let (µ,ν) ∈ CEI . Then dµ(t, x) =
dµt(x) dt for some measurable curve t 7→ µt ∈ M+(Td) with finite constant mass. If
AI(µ) <∞, then this curve belongs to BVKR(I;M+(Td)) and

‖µ‖BVKR(I;M+(Td)) ≤ |ν|
(
I × Td

)
. (3.25)

Proof. Let λ ∈M+(I) be the time-marginal of µ, i.e., λ := (e1)#µ where e1 : I × Td → I,
e1(t, x) = t. We claim that λ is a constant multiple of the Lebesgue measure on I. By the
disintegration theorem (see, e.g., [AGS08, Theorem 5.3.1]), this implies the first part of the
result.

To prove the claim, note that the continuity equation CEI yields�
I
∂tφ(t) dλ(t) =

�
I×Td

∂tφ(t) dµ(t, x) = 0 (3.26)

for all φ ∈ C∞c (I).

Write I = (a, b), let ψ ∈ C∞c (I) be arbitrary, and set ψ̄ := 1
|I|

�
I ψ(t) dt. We define

φ(t) =
� t
a
ψ(s) ds− (t− a)ψ̄. Then φ ∈ C∞c (I) and ∂tφ = ψ− ψ̄. Applying (3.26) we obtain�

I(ψ − ψ̄) dλ = 0, which implies the claim, and hence the first part of the result.
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3.3. Dynamical optimal transport in the continuous setting

To prove the second part, suppose that µ ∈ M+(I × Td) has finite action, and let ν ∈
Md

(
I×Td

)
be a solution to the continuity equation (3.23). Applying (3.23) to a test function

φ ∈ C1
c

(
I; C1(Td)

)
⊆ C1

c

(
I × Td

)
such that maxt∈I ‖φt‖C1(Td) ≤ 1, we obtain

�
I×Td

∂tφt dµt dt = −
�
I×Td

∇φ · dν ≤ |ν|
(
I × Td

)
<∞, (3.27)

which implies the desired bound in view of (B.3).

The next lemma deals with regularity properties for curves of measures with finite action and
fine properties for the functionals A defined in Definition 3.3.10 with f = fhom.

Lemma 3.3.14 (Properties of AI). Let I ⊂ R be a bounded open interval. The following
statements hold:

(i) The functionals (µ,ν) 7→ AI(µ,ν) and µ 7→ AI(µ) are convex.

(ii) Let µ ∈ M+(I × Td). Let {In}n be a sequence of bounded open intervals such that
In ⊆ I and |I \ In| → 0 as n→∞. Let µn ∈M+(In × Td) be such that 1

µn → µ vaguely inM+(I × Td) and µn(In × Td)→ µ(I × Td).

as n→∞. Then:

lim inf
n→∞

AIn(µn) ≥ AI(µ). (3.28)

If, additionally, ν ∈ Md(I × Td) and νn ∈ Md(In × Td) satisfy νn → ν vaguely in
Md(I × Td), then we have

lim inf
n→∞

AIn(µn,νn) ≥ AI(µ,ν). (3.29)

In particular, the functionals (µ,ν) 7→ AI(µ,ν) and µ 7→ AI(µ) are lower semicontinu-
ous with respect to (joint) vague convergence.

Proof. (i): Convexity of AI follows from convexity of f , f∞, and the linearity of the constraint
(3.23).

(ii): First we show (3.29). Consider the convex energy density g(ρ, j) := f(ρ, j) + C(ρ+ 1),
which is nonnegative by (3.14). Let Ag be the corresponding action functional defined using
g instead of f . Using the nonnegativity of g, the fact that |I \ In| → 0, and the lower
semicontinuity result from [AFP00, Theorem 2.34], we obtain

lim inf
n→∞

AIng (µn,νn) ≥ lim inf
n→∞

AĨg (µn,νn) ≥ AĨg (µ,ν).

for every open interval Ĩ b I. Taking the supremum over Ĩ, we obtain

lim inf
n→∞

AIng (µn,νn) ≥ AIg (µ,ν). (3.30)

1We regard measures on In × Td as measures on the bigger set I × Td by the canonical inclusion.
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Since we have µn
(
In × Td

)
→ µ

(
I × Td

)
by assumption, the desired result (3.29) follows

from (3.30) and the identity

AIng (µn,νn) = AIn(µn,νn) + C
(
µn(In × Td) + 1

)
.

Let us now show (3.28). Let {µn}n ⊆M+
(
In × Td

)
be such that supnAIn(µn) <∞ and

µn → µ vaguely inM+(I ×Td). Let νn ∈Md(In×Td) be such that (µn,νn) ∈ CEIn and

AIn(µn,νn) ≤ AIn(µn) + 1
n
.

From Lemma 3.3.13, we infer that dµn(t, x) = dµnt (x) dt where (µnt )t∈In is a curve of constant
total mass cn := µnt (Td). Moreover, M := supn cn < +∞, since µn → µ vaguely. The
growth condition (3.21) implies that

sup
n
|νn|

(
In × Td

)
≤ 1
c

sup
n

AInhom(µn) + C|I|
c

(
M + 1

)
<∞.

Hence, by the Banach–Alaoglu theorem, there exists a subsequence of {νn}n (still indexed
by n) such that νn → ν vaguely in Md(I × Td) and (µ,ν) ∈ CEI . Another application
of Lemma 3.3.13 ensures that dµ(t, x) = dµt(x) dt where (µt)t∈I is of constant mass
c := µt(Td) = limn→∞ cn.

We can thus apply the first part of (ii) to obtain

AI(µ) ≤ AI(µ,ν) ≤ lim inf
n→∞

AIn(µn,νn) = lim inf
n→∞

AIn(µn),

which ends the proof.

3.4 The homogenised transport problem
Throughout this section we assume that (X , E) safisfies Assumption 3.2.1 and F safisfies
Assumption 3.2.3.

3.4.1 Discrete representation of continuous measures and vector
fields

To define fhom, the following definition turns out to be natural.

Definition 3.4.1 (Representation).

(i) We say that m ∈ RX+ represents ρ ∈ R+ if m is Zd-periodic and∑
x∈XQ

m(x) = ρ.

(ii) We say that J ∈ REa represents a vector j ∈ Rd if

a) J is Zd-periodic;
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3.4. The homogenised transport problem

b) J is divergence-free (i.e., div J(x) = 0 for all x ∈ X );
c) The effective flux of J equals j; i.e., Eff(J) = j, where

Eff(J) := 1
2

∑
(x,y)∈EQ

J(x, y)
(
yz − xz

)
. (3.31)

We use the (slightly abusive) notation m ∈ Rep(ρ) and J ∈ Rep(j). We will also write
Rep(ρ, j) = Rep(ρ)× Rep(j).

Remark 3.4.2. Let us remark that xz = 0 in the formula for Eff(J), since xz ∈ XQ.
Remark 3.4.3. The definition of the effective flux Eff(J) is natural in view of Lemmas 3.4.9
and 3.4.11 below. These results show that a solution to the continuous continuity equation
can be constructed starting from a solutions to the discrete continuity equation, with a vector
field of the form (3.31).

Clearly, Rep(ρ) 6= ∅ for every ρ ∈ R+. It is also true, though less obvious, that Rep(j) 6= ∅ for
every j ∈ Rd. We will show this in Lemma 3.4.5 using the Zd-periodicity and the connectivity
of (X , E).

To prove the result, we will first introduce a natural vector field associated to each simple
directed path P on (X , E), For an edge e = (x, y) ∈ E , the corresponding reversed edge will
be denoted by e = (y, x) ∈ E .

Definition 3.4.4 (Unit flux through a path). Let P := {xi}mi=0 be a simple path in (X , E),
thus ei = (xi−1, xi) ∈ E for i = 1, . . . ,m, and xi 6= xk for i 6= k. The unit flux through P is
the discrete field JP ∈ REa given by

JP (e) =


1 if e = ei for some i,
−1 if e = ei for some i,
0 otherwise

(3.32)

The periodic unit flux through P is the vector field J̃P ∈ REa defined by

J̃P (e) =
∑
z∈Zd

JP (Tze) for e ∈ E . (3.33)

In the next lemma we collect some key properties of these vector fields. Recall the definition of
the discrete divergence in (3.137).

Lemma 3.4.5 (Properties of JP ). Let P := {xi}mi=0 be a simple path in (X , E).

(i) The discrete divergence of the associated unit flux JP : E → R is given by

div JP = 1{x0} − 1{xm}. (3.34)

(ii) The discrete divergence of the periodic unit flux J̃P : E → R is given by

div J̃P (x) = 1{(x0)v}(xv)− 1{(xm)v}(xv), x ∈ X . (3.35)

In particular, div J̃P ≡ 0 iff (x0)v = (xm)v.
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xm

x0
2

1

2

1

2

1

xm

x0

Figure 3.4: In the first figure, in red, the (directed) path P from x0 to xm, support of the
vector field JP . In the second one, in red, the support of the vector field J̃P and its values.

(iii) The periodic unit flux J̃P : E → R satisfies Eff(J̃P ) = (xm)z − (x0)z.

(iv) For every j ∈ Rd we have Rep(j) 6= ∅.

Proof. (i) is straightforward to check, and (ii) is a direct consequence.

To prove (iii), we use the definition of J̃P,q to obtain∑
(x,y)∈EQ

J̃P (x, y)
(
yz − xz

)
=

∑
(x,y)∈EQ

∑
z∈Zd

JP (Tzx, Tzy)
(
yz − xz

)
=

∑
(x,y)∈E

JP (x, y)
(
yz − xz

)
.

By construction, we have

1
2

∑
(x,y)∈E

JP (x, y)
(
yz − xz

)
=

m∑
j=1

(xj)z − (xj−1)z = (xm)z − (x0)z,

which yields the result.

For (iv), taking j = ei, we use the connectivity and nonemptyness of (X , E) to find a simple
path connecting some (v, z) ∈ X to (v, z + ei) ∈ X . The resulting J̃P ∈ REa is divergence-free
by (ii) and Eff(J̃P ) = ei by (iii), so that J̃P ∈ Rep(ei). For a general j = ∑d

i=1 jiei we have
Rep(j) ⊇ ∑d

i=1 ji Rep(ei) 6= ∅.

3.4.2 The homogenised action
We are now in a position to define the homogenised energy density.

Definition 3.4.6 (Homogenised energy density). The homogenised energy density fhom :
R+ × Rd → R ∪ {+∞} is defined by the cell formula

fhom(ρ, j) := inf
{
F (m, J) : (m, J) ∈ Rep(ρ, j)

}
. (3.36)
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3.4. The homogenised transport problem

For (ρ, j) ∈ R+×Rd, we say that (m, J) ∈ Rep(ρ, j) is an optimal representative if F (m, J) =
fhom(ρ, j). The set of optimal representatives is denoted by

Rep
o

(ρ, j).

In view of Lemma 3.4.5, the set of representatives Rep(ρ, j) is nonempty for every (ρ, j) ∈
R+ × Rd. The next result shows that Repo(ρ, j) is nonempty as well.

Lemma 3.4.7 (Properties of the cell formula). Let (ρ, j) ∈ R+ × Rd. If fhom(ρ, j) < +∞,
then the set of optimal representatives Repo(ρ, j) is nonempty, closed, and convex.

Proof. This follows from the coercivity of F and the direct method of the calculus of variations.

Lemma 3.4.8 (Properties of fhom and f∞hom). The following properties hold:

(i) The functions fhom and f∞hom are lower semicontinuous and convex.

(ii) There exist constants c > 0 and C <∞ such that, for all ρ ≥ 0 and j ∈ Rd,

fhom(ρ, j) ≥ c|j| − C(ρ+ 1), f∞hom(ρ, j) ≥ c|j| − Cρ. (3.37)

(iii) The domain D(fhom) ⊆ R+ × Rd has nonempty interior. In particular, for any pair
(m◦, J◦) satisfying (3.15), the element (ρ◦, j◦) ∈ (0,∞)× Rd defined by

(ρ◦, j◦) :=
( ∑
x∈XQ

m◦(x), 1
2

∑
(x,y)∈EQ

J◦(x, y)
(
yz − xz

))
(3.38)

belongs to D(fhom)◦.

Proof. (i): The convexity of fhom follows from the convexity of F and the affinity of the
constraints. Let us now prove lower semicontinuity of fhom.

Take (ρ, j) ∈ R+ × Rd and sequences {ρn}n ⊆ R+ and {jn}n ⊆ Rd converging to ρ and j
respectively. Without loss of generality we may assume that L := supn→∞ fhom(ρn, jn) <∞.
By definition of fhom, there exist (mn, Jn) ∈ Rep(ρn, jn) such that F (mn, Jn) ≤ fhom(ρn, jn)+
1
n
. From the growth condition (3.14) we deduce that

sup
n

∑
x∈XQ

mn(x) = sup
n
ρn <∞ and sup

n

∑
(x,y)∈EQ

|Jn(x, y)| . 1 + L+ sup
n
rn <∞.

From the Bolzano–Weierstrass theorem we infer subsequential convergence of {(mn, Jn)}n to
some Zd-periodic pair (m, J) ∈ RX+ × RE . Therefore, by lower semicontinuity of F , it follows
that

F (m, J) ≤ lim inf
n→∞

F (mn, Jn) ≤ lim inf
n→∞

fhom(ρn, jn) (3.39)

Since (m, J) ∈ Rep(ρ, j), we have fhom(ρ, j) ≤ F (m, J), which yields the desired result.
Convexity and lower semicontinuity of f∞hom follow from the definition, see [AFP00, Section
2.6].
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(ii) Take ρ ∈ R+ and j ∈ Rd. If fhom(ρ, j) = +∞, the assertion is trivial, so we assume that
fhom(ρ, j) < +∞. Then there exists a competitor (m, J) ∈ Rep(ρ, j) such that F (m, J) ≤
fhom(ρ, j) + 1. The growth condition (3.14) asserts that

F (m, J) ≥ c
∑

(x,y)∈EQ
|J(x, y)| − C

∑
x∈XQ

m(x)− C

Therefore, the claim follows from the fact that

R0
∑

(x,y)∈EQ
|J(x, y)| & |j| and

∑
x∈XQ

m(x) = r,

where R0 = max(x,y)∈E |xz − yz|`d∞ .

(iii): Let (m◦, J◦) ∈ D(F )◦ satisfy Assumption 3.2.3, and define (ρ◦, j◦) ∈ (0,∞) × Rd by
(3.38). For i = 1, . . . , d, let ei be the coordinate unit vector. Using Lemma 3.4.5 ( iv) we take
J i ∈ Rep(ei). For α ∈ R with |α| sufficiently small, and β = ∑d

i=1 βiei ∈ Rd we define

mα(x) := m◦(x) + α

#(XQ) x ∈ X ,

Jβ(x, y) := J◦(x, y) +
d∑
i=1

βiJ
i(x, y) (x, y) ∈ E .

It follows that (mα, Jβ) ∈ Rep(ρ◦+α, j◦+β), and therefore, fhom(ρ◦+α, j◦+β) ≤ F (mα, Jβ).
By Assumption 3.2.3, the right-hand side is finite for |α|+ |β| sufficiently small. This yields
the result.

The homogenised action AIhom can now be defined by taking f = fhom in Definition 3.3.10.

3.4.3 Embedding of solutions to the discrete continuity equation
For ε > 0 and z ∈ Z (or more generally, for z ∈ R) let Qz

ε := εz + [0, ε)d ⊆ Td denote the
cube of side-length ε based at εz. For m ∈ RXε+ and J ∈ REεa we define ιεm ∈M+(Td) and
ιεJ ∈Md(Td) by

ιεm := ε−d
∑
x∈Xε

m(x)L d|Qxz
ε
, (3.40a)

ιεJ := ε−d+1 ∑
(x,y)∈Eε

J(x, y)
2

( � 1

0
L d|

Q
(1−s)xz+syz
ε

ds
)

(yz − xz) , (3.40b)

The embeddings (3.40) are chosen to ensure that solutions to the discrete continuity equation
are mapped to solutions to the continuous continuity equation, as the following result shows.

Lemma 3.4.9. Let (m,J) ∈ CEIε solve the discrete continuity equation and define µt = ιεmt

and νt = ιεJt. Then (µ,ν) solves the continuity equation (i.e., (µ,ν) ∈ CEI).
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Proof. Let φ : I × Td → R be smooth with compact support. Then:�
I

�
Td
∇φ · dνt dt

= 1
2εd

∑
(x,y)∈Eε

�
I
Jt(x, y)

� 1

0

�
Q

(1−s)xz+syz
ε

∇φ(t, x) · ε(yz − xz) dL d ds dt

= 1
2εd

∑
(x,y)∈Eε

�
I
Jt(x, y)

� 1

0
∂s

( �
Q

(1−s)xz+syz
ε

φ dL d

)
ds dt

= 1
2εd

∑
(x,y)∈Eε

�
I
Jt(x, y)

( �
Qyz
ε

φ dL d −
�
Qxz
ε

φ dL d

)
dt.

On the other hand, the discrete continuity equation yields�
I

�
Td
∂tφ dµt dt = 1

εd
∑
x∈Xε

�
I
mt(x)∂t

( �
Qxz
ε

φ dL d

)
dt

= 1
2εd

∑
(x,y)∈Eε

�
I
Jt(x, y)

( �
Qxz
ε

φ dL d −
�
Qyz
ε

φ dL d

)
dt.

Comparing both expressions, we obtain the desired identity ∂tµ+∇ · ν = 0 in the sense of
distributions.

The following result provides a useful bound for the norm of the embedded flux.

Lemma 3.4.10. For J ∈ REεa we have

|ιεJ |(Td) ≤
εR0
√
d

2
∑

(x,y)∈Eε
|J(x, y)|.

Proof. This follows immediately from (3.41), since L d
(
Q(1−s)xz+syz
ε

)
= εd and |yz − xz| ≤

R0
√
d for (x, y) ∈ Eε.

Note that both measures in (3.40) are absolutely continuous with respect to the Lebesgue
measure. The next result provides an explicit expression for the density of the momentum field.
Recall the definition of the shifting operators σz̄ε in (3.18).

Lemma 3.4.11 (Density of the embedded flux). Fix ε < 1
2R0

. For J ∈ REεa we have
ιεJ = jεL d where jε : Td → Rd is given by

jε(u) = ε−d+1 ∑
z∈Zdε

χQzε(u)
1

2
∑

(x,y)∈Eε
xz=z

Ju(x, y)
(
yz − xz

) for u ∈ Td. (3.41)

Here, Ju(x, y) is a convex combination of
{
σz̄εJ(x, y)

}
z̄∈Zdε

, i.e.,

Ju(x, y) =
∑
z̄∈Zdε

λε,z̄u (x, y)σz̄εJ(x, y),

where λε,z̄u (x, y) ≥ 0 and ∑z̄∈Zdε λ
ε,z̄
u (x, y) = 1. Moreover,

λε,z̄u (x, y) = 0 whenever u ∈ Qxz
ε , |z̄|∞ > R0 + 1. (3.42)
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3. Dynamical transport problems on periodic graphs

Proof. Fix ε < 1
2R0

, let z ∈ Zdε and u ∈ Qz
ε. We have

jε(u) = ε−d+1 ∑
(x,y)∈Eε

J(x, y)
2

( � 1

0
χ
Q

(1−s)xz+syz
ε

(u) ds
)

(yz − xz)

= ε−d+1 ∑
(x,y)∈Eε
xz=z

∑
z̄∈Zdε

σz̄εJ(x, y)
2

( � 1

0
χ
Q
z̄+(1−s)xz+syz
ε

(u) ds
)

(yz − xz),

which is the desired form (3.41) with

λε,z̄u (x, y) =
( � 1

0
χ
Q
z̄+(1−s)xz+syz
ε

(u) ds
)

for (x, y) ∈ Eε with xz = z. Since the family of cubes
{
Qz̄+syz+(1−s)xz
ε

}
z̄∈Zdε

is a partition of
Td, it follows that ∑z̄∈Zdε λ

ε,z̄
u (x, y) = 1.

To prove the final claim, let (x, y) ∈ Eε with xz = z as above and take z̄ ∈ Zdε with
|z̄|∞ > R0 + 1. Since |xz − yz| ≤ R0, the triangle inequality yields∥∥∥(z̄ + syz + (1− s)xz

)
− xz

∥∥∥
∞
≥ ‖z̄‖∞ − (1− s)‖yz − xz‖∞ > 1 ,

for s ∈ [0, 1]. Therefore, u ∈ Qz
ε implies χ

Q
z̄+(1−s)xz+syz
ε

(u) = 0, hence λε,z̄u (x, y) = 0 as
desired.

3.5 Main Results
In this section we present the main result of this paper, which asserts that the discrete
action functionals Aε converge to a continous action functional A = Ahom with the nontrivial
homogenised action density function f = fhom defined in Section 3.4.

3.5.1 Main convergence result
We are now ready to state our main result. We use the embedding ιε : RXε+ → M+(Td)
defined in (3.40a). The proof of this result is given in Section 3.7 and 3.8.

Theorem 3.5.1 (Γ-convergence). Let (X , E) be a locally finite and Zd-periodic connected
graph of bounded degree (see Assumption 3.2.1). Let F : RX+ × REa → R ∪ {+∞} be a cost
function satisfying Assumption 3.2.3. Then the functionals AIε Γ-converge to AIhom as ε→ 0
with respect to the weak (and vague) topology. More precisely:

(i) (Γ-liminf inequality) Let µ ∈ M+(I × Td). For any sequence of curves {mε}ε with
mε = (mε

t)t∈I ⊆ RXε+ such that ιεmε → µ vaguely inM+(I × Td) as ε→ 0, we have
the lower bound

lim inf
ε→0

AIε (mε) ≥ AIhom(µ). (3.43)

(ii) (Γ-limsup inequality) For any µ ∈ M+(I × Td) there exists a sequence of curves
{mε}ε with mε = (mε

t )t∈I ⊆ RXε+ such that ιεmε → µ weakly inM+(I ×Td) as ε→ 0,
and we have the upper bound

lim sup
ε→0

AIε (mε) ≤ AIhom(µ). (3.44)
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3.5.2 Scaling limits of Wasserstein transport problems
For 1 ≤ p <∞, recall that the energy density associated to the Wasserstein metric Wp on Rd

is given by f(ρ, j) = |j|p
ρp−1 . This function satisfies the scaling relations f(λρ, λj) = λf(ρ, j)

and f(ρ, λj) = |λ|pf(ρ, j) for λ ∈ R.

In discrete approximations ofWp on a periodic graph (X , E), it is reasonable to assume analogous
scaling relations for the function F , namely F (λm, λJ) = λF (m, J) and F (m,λJ) =
|λ|pF (m, J). The next result shows that if such scaling relations are imposed, we always
obtain convergence to Wp with respect to some norm on Rd. This norm does not have to be
Hilbertian (even in the case p = 2) and is characterised by the cell problem (3.36).

Corollary 3.5.2. Let 1 ≤ p <∞, and suppose that F has the following scaling properties for
m ∈ RX+ and j ∈ REa :

(i) F (λm, λJ) = λF (m, J) for all λ ≥ 0;

(ii) F (m,λJ) = |λ|pF (m, J) for all λ ∈ R.

Then fhom(ρ, j) = ‖j‖p
ρp−1 for some norm ‖ · ‖ on Rd.

Proof. Fix ρ > 0 and j ∈ Rd. The scaling assumptions imply that

fhom(λρ, λj) = λfhom(ρ, j) and fhom(ρ, λj) = |λ|pfhom(ρ, j). (3.45)

Consequently,

fhom(ρ, j) = ρfhom(1, j/ρ) = fhom(1, j)
ρp−1 .

We claim that fhom(1, j) > 0 whenever j 6= 0. Indeed, it follows from (3.37) that fhom(1, j) > 0
whenever |j| is sufficiently large. By homogeneity (3.45), the same holds for every j 6= 0. It
also follows from (3.45) that fhom(1, 0) = 0.

We can thus define ‖j‖ := fhom(1, j)1/p ∈ [0,∞). In view of the previous comments, we have
‖0‖ = 0 and ‖j‖ > 0 for all j ∈ Rd \{0}. The homogeneity (3.45) implies that ‖λj‖ = |λ| ‖j‖
for j ∈ Rd and λ ∈ R.

It remains to show the triangle inequality ‖j1 + j2‖ ≤ ‖j1‖+ ‖j2‖ for j1, j2 ∈ Rd. Without
loss of generality we assume that ‖j1‖+ ‖j2‖ > 0. For λ ∈ (0, 1), the convexity of fhom (see
Lemma 3.4.8) and the homogeneity (3.45) yield

fhom(1, j1 + j2) ≤ (1− λ)fhom

(
1, j1

1− λ

)
+ λfhom

(
1, j2

λ

)
= fhom(1, j1)

(1− λ)p−1 + fhom(1, j2)
λp−1 .

Substitution of λ = ‖j2‖
‖j1‖+‖j2‖ yields the triangle inequality.
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3.5.3 Compactness results
As we frequently need to compare measures with unequal mass in this paper, it is natural to
work with the the Kantorovich–Rubinstein norm. This metric is closely related to the transport
distance W1; see Appendix B.1.

The following compactness result holds for solutions to the continuity equation with bounded
action. As usual, we use the notation µ(dx, dt) = µt(dx) dt.

Theorem 3.5.3 (Compactness under linear growth). Let mε : I → RXε+ be such that

sup
ε>0
AIε (mε) <∞ and sup

ε>0
mε(I × Xε) <∞.

Then there exists a curve (µt)t∈I ∈ BVKR(I;M+(Td)) such that, up to extracting a subse-
quence,

(i) ιεmε → µ weakly inM+(I × Td);

(ii) ιεmε
t → µt weakly inM+(Td) for almost every t ∈ I;

(iii) t 7→ µt(Td) is constant.

The proof of this result is given in Section 3.6.

Under a superlinear growth condition on the cost function F , the following stronger compactness
result holds.

Assumption 3.5.4 (Superlinear growth). We say that F is of superlinear growth if there exists
a function θ : [0,∞)→ [0,∞) with limt→∞

θ(t)
t

=∞ and a constant C ∈ R such that

F (m, J) ≥ (m0 + 1)θ
(

J0

m0 + 1

)
− C(m0 + 1) (3.46)

for all m ∈ RX+ and all J ∈ REa , where

m0 =
∑
x∈X
|x|
`d∞
≤R

m(x) and J0 =
∑

(x,y)∈EQ
|J(x, y)|, (3.47)

with R = max{R0, R1} as in Assumption 3.2.3.

Remark 3.5.5. The superlinear growth condition (3.46) implies the linear growth condition
(3.14). To see this, suppose that F has superlinear growth. Let v0 > 0 be such that θ(v) ≥ v
for v ≥ v0. If J0

m0+1 ≥ v0, we have

F (m, J) ≥ (m0 + 1)θ
(

J0

m0 + 1

)
− C(m0 + 1) ≥ J0 − C(m0 + 1). (3.48)

On the other hand, if J0
m0+1 < v0, the nonnegativity of θ implies that

F (m, J) ≥ −C(m0 + 1) ≥ C

v0
J0 − 2C(m0 + 1). (3.49)
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Combining (3.48) and (3.49), we have

F (m, J) ≥ min
{

1, C
v0

}
J0 − 2C(m0 + 1),

which is of the desired form (3.14).

Example 3.5.6. The edge-based costs

F (m, J) =
∑

(x,y)∈EQ
|J(x, y)|p

have superlinear growth if and only if 1 < p <∞ (with θ(t) = ctp and c = |EQ|1−p). Indeed,

F (m, J) =
∑

(x,y)∈EQ
|J(x, y)|p ≥ cJp0 ≥ c

Jp0
(m0 + 1)p−1 = c(m0 + 1)θ

(
J0

m0 + 1

)
.

Example 3.5.7. The functions (3.16) arising in discretisation of p-Wasserstein distances have
superlinear growth if and only if p > 1 (with θ(t) = tp).

To see this, consider the function G(α, β, γ) := 1
p

|γ|p
Λ(α,β)p−1 . Since G is convex, non increasing

in (α, β), and positively one-homogeneous, we obtain

F (m, J) =
∑

(x,y)∈EQ
G
(
qxym(x), qyxm(y), J(x, y)

)

≥ G

 ∑
(x,y)∈EQ

qxym(x),
∑

(x,y)∈EQ
qyxm(y),

∑
(x,y)∈EQ

|J(x, y)|


≥ cG(m0,m0, J0) ≥ c

p

Jp0
(m0 + 1)p−1 = c

p
(m0 + 1)θ

(
J0

m0 + 1

)
,

where c > 0 depends on R, the maximum degree and the weights qxy.

Theorem 3.5.8 (Compactness under superlinear growth). Suppose that Assumption 3.5.4
holds. Let mε : I → RXε+ be such that

sup
ε>0
AIε (mε) <∞ and sup

ε>0
mε(I × Xε) <∞ .

Then there exists a curve (µt)t∈I ∈ W 1,1
KR(I;M+(Td)) such that, up to extracting a subse-

quence,

(i) ιεmε → µ weakly inM+(I × Td);

(ii) ‖ιεmε
t − µt‖KR(Td) → 0 uniformly for t ∈ I;

(iii) t 7→ µt(Td) is constant.

This is proven in Section 3.6.2.

Note that curve t 7→ µt ∈ W 1,1
KR(I;M+(Td)) can be continuously extended to I. Therefore, it

is meaningful to assign boundary values to these curves.
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3.5.4 Result with boundary conditions
Under Assumption 3.5.4, we are able to obtain the following result on the convergence of
dynamical optimal transport problems. Fix I = (a, b) ⊂ R an open interval. Define for
ma,mb ∈ RXε+ with ma(Xε) = mb(Xε) the minimal action as

MAIε (ma,mb) := inf
{
AIε (m) : ma = ma,mb = mb)

}
. (3.50)

Similarly, define the minimal homogenized action for µa, µb ∈M+(Td) with µa(Td) = µb(Td)
as

MAIhom(µa, µb) := inf
{
AIhom(µ) : µa = µa, µb = µb)

}
. (3.51)

Note that in general, both MAIhom andMAIε may be infinite even if the two measures have
equal mass. Here, the values µa and µb are well-defined under Assumption 3.5.4 by Theorem
3.5.8. Under linear growth, µa and µb can still be defined using the trace theorem in BV, but
we cannot prove the following statement in that case. We prove this in Section 3.6.3.

Theorem 3.5.9 (Γ-convergence of boundary value problems). Assume that Assumption 3.5.4
holds. Then the boundary value problemsMAIε Γ-converge to MAIhom in the weak topology
ofM+(Td)×M+(Td). Precisely:

(i) For any sequences ma
ε , mb

ε ∈ RXε+ such that ιεmi
ε → µi weakly inM+(Td) as ε→ 0 for

i = a, b , we have

lim inf
ε→0

MAIε (ma
ε ,m

b
ε) ≥MAIhom(µa, µb) . (3.52)

(ii) For any (µa, µb) ∈ M+(Td)×M+(Td), there exist two sequences ma
ε ,m

b
ε ∈ RXε+ such

that ιεmi
ε → µi weakly inM+(Td) as ε→ 0 for i = a, b and

lim sup
ε→0

MAIε (ma
ε ,m

b
ε) ≤MAIhom(µa, µb) . (3.53)

3.6 Proof of compactness and convergence of minimal
actions

This section is divided into three sub-parts: in the first one, we prove the general compactness
result Theorem 3.5.3, which is valid under the linear growth assumption (3.2.3).

In the second and third part, we assume the stronger superlinear growth condition (3.5.4) and
prove the improved compactness result Theorem 3.5.8 and the convergence results for the
problems with boundary data, i.e. Theorem 3.5.9.

3.6.1 Compactness under linear growth
The only assumption here is the linear growth condition (3.2.3).

Proof of Theorem 3.5.3. For ε > 0, let mε : I → RXε+ be a curve such that

sup
ε>0
AIε (mε) <∞ and sup

ε>0
mε(I × Xε) <∞. (3.54)
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We can find a solution to the discrete continuity equation (mε,Jε) ∈ CEIε , such that

sup
ε>0
AIε (mε,Jε) <∞.

Set (µεt , νεt ) := (ιεmε
t , ιεJ

ε
t ), where ιε is defined in (3.40). Lemma 3.4.9 implies that (µε,νε) ∈

CEI for every ε > 0.

Using Lemma 3.4.10, the growth condition (3.14), and the bounds (3.54) on the masses and
the action, we infer that

sup
ε>0
|νε|

(
I × Td

)
≤ R0

√
d

2 sup
ε>0

ε

�
I

∑
(x,y)∈Eε

|Jεt (x, y)| dt <∞. (3.55)

Up to extraction of a subsequence, the Banach–Alaoglu Theorem yields existence of a measure
ν̄ ∈Md(I ×Td) such that νε → ν̄ weakly inMd(I ×Td). It also follows that |ν̄|(I ×Td) ≤
lim infε→0 |νε|(I × Td) <∞; see, e.g., [Bog07, Theorem 8.4.7].

Furthermore, (3.56) and (3.55) imply that the BV-seminorms of µε are bounded:

sup
ε>0
‖µε‖BVKR(I;M+(Td)) ≤ sup

ε>0
|νε|(I × Td) <∞, (3.56)

In particular, supε>0µ
ε(I × Td) <∞. Thus, by another application of the Banach–Alaoglu

Theorem, there exists a measure µ ∈ M+(I × Td) and a subsequence (not relabeled) such
that µε → µ weakly inM+(I × Td).

We claim that µ does not charge the boundary (I \I)×Td and that µ( dx, dt) = µt(dx) dt for
a curve (µt)t∈I of constant total mass in time. To prove the claim, write e1(t, x) := t, and note
that each curve t 7→ µεt is of constant mass. Therefore, the time-marginals (e1)#µ

ε ∈M+(I)
are constant multiples of the Lebesgue measure. Since these measures are weakly-convergent to
the time-marginal (e1)#µ, it follows that the latter is also a constant multiple of the Lebesgue
measure, which implies the claim.

By what we just proved, µ can be identified with a measure on the open setM+(I × Td).
Let ν be the restriction of ν̄ to I × Td. Since µε (resp. νε) converges vaguely to µ (resp.
ν), it follows that (µ,ν) belongs to CEI .

In view of (3.56), we can apply the BV-compactness theorem (see, e.g., [MR15, Theorem
B.5.10]) to obtain a further subsequence such that ‖µεt −µt‖KR(Td) → 0 for almost every t ∈ I,
and the limiting curve µ belongs to BVKR(I;M+(Td)). Proposition B.1.5 yields µεt → µt
weakly inM+(Td) for almost every t ∈ I.

3.6.2 Uniform compactness under superlinear growth
In the last two sections, we shall work with the stronger growth condition from Assumption
3.5.4.
Remark 3.6.1 (Property of fhom, superlinear case). Let us first observe that under Assumption
3.5.4, one has superlinear growth of fhom:

fhom(ρ, j) ≥ θ
( |j|
ρ+ 1

)
(ρ+ 1)− C(ρ+ 1) , ∀ρ ≥ 0 , j ∈ Rd ,

where we recall θ : [0,∞)→ [0,∞) is such that limt→∞
θ(t)
t

= +∞.
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3. Dynamical transport problems on periodic graphs

In addition for all j 6= 0 we have

f∞hom(0, j) = lim
t→∞

1
t
fhom(ρ0, j0 + tj) ≥ lim

t→∞

θ
(
|j0+tj|
ρ0+1

)
(ρ0 + 1)
t

=∞. (3.57)

In particular, if AIhom(µ,ν) < ∞, then ν � µ + L d+1. Indeed, fix σ ∈ M+(I × Td) as
in (3.24) and suppose that (µ+ L d+1)(A) = 0 for some A ⊂ I × Td. By positivity of the
measures, this implies that µ(A) = L d+1(A) = 0, thus by construction

µ⊥(A) = 0 and ν(A) = ν⊥(A) .

From the first condition and µ⊥ = ρ⊥σ, we deduce that ρ⊥(t, x) = 0 for σ-a.e. (t, x) ∈ A.
From the assumption of finite energy and (3.57), writing ν⊥ = j⊥σ, we infer that j⊥(t, x) = 0
for σ-a.e. (t, x) ∈ A as well. It follows that ν(A) = ν⊥(A) = 0, which proves the claim.

We are ready to prove Theorem 3.5.8.

Proof of Theorem 3.5.8. Let {mε}ε be a sequence of measures such that

M := sup
ε

mε(I × Xε) + 1 <∞ and A := sup
ε
AIε (mε) <∞. (3.58)

Thanks to Remark (3.6.1), we have that ν � µ + L d+1 for all solutions (µ,ν) ∈ CEI
with AIhom(µ) < ∞. Applying Lemma 3.3.13 we can write µ = dt ⊗ µt and because
L d+1 = dt ⊗L d, we also have disintegration ν = dt ⊗ νt with νt � µt + L d for almost
every t ∈ I.

Moreover, it follows from the definition of CEI that, for any test function φ ∈ C1
c (I; C1(Td))

we have
〈µ, ∂tφ〉 = −〈ν,∇φ〉 = −

�
I

〈 dνt
d(µt + L d)(µt + L d),∇φ

〉
dt.

This shows that dt⊗ µt ∈ W 1,1
KR(I;M+(Td)), with weak derivative

∂tµt = ∇ ·
( dνt

d(µt + L d)(µt + L d)
)
∈ KR(Td) for a.e. t ∈ I .

We are left with showing uniform convergence of ιεmε
t → µt in KR(Td). We claim that the

curves {t 7→ ιεm
ε
t}ε are equicontinuous with respect to the Kantorovich–Rubinstein norm

‖ · ‖KR(Td).

To show the claimed equicontinuity, take φ ∈ C1(Td) and s, t ∈ I with s < t. Since
(ιεmε

t , ιεJ
ε
t ) ∈ CEI we obtain using Lemma 3.4.10,∣∣∣∣∣

�
Td
φ d(ιεmε

t)−
�
Td
φ d(ιεmε

s)
∣∣∣∣∣ =

∣∣∣∣∣
� t

s

�
Td
∇φ · d(ιεJεr ) dr

∣∣∣∣∣
≤ ‖∇φ‖C(Td)

� t

s

|ιεJεr |(Td) dr

≤ R0
√
d

2 ‖∇φ‖C(Td)

� t

s

∑
(x,y)∈Eε

ε|Jεr (x, y)| dr ,

(3.59)
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3.6. Proof of compactness and convergence of minimal actions

To estimate the latter integral, we consider for z ∈ Zdε the quantities

mε
r(z) :=

∑
x∈Xε

|xz−z|`d∞
≤R

mε
r(x) and Jεr(z) :=

∑
(x,y)∈Eε
xz=z

|Jεr (x, y)|.

We fix a “velocity threshold” v0 > 0, and split Zdε into the low velocity region Z− := {z ∈
Zdε : ε|Jεr(z)|

mε
r(z)+εd

≤ v0} and its complement Z+ := Zdε \ Z−. Then:∑
z∈Z−

εJεr(z) ≤ v0
∑
z∈Z−

(
mε
r(z) + εd

)
≤ CR

(
mε
r(Xε) + 1

)
v0, (3.60)

where CR := (2R + 1)d. For z ∈ Z+ we use the growth condition (3.46) to estimate

εJεr(z) ≤
(

mε
r(z) + εd

)
θ
(

εJεr(z)
mε
r(z) + εd

)
sup
v>v0

v

θ(v)

≤ εd
(
F

(
τ zεm

εd
,
τ zε J

εd−1

)
+ C

(mε
r(z)
εd

+ 1
))

sup
v>v0

v

θ(v) .

Since (3.46) implies non-negativity of the term in brackets, we obtain
∑
z∈Z+

εJεr(z) ≤
∑
z∈Td

εd
(
F

(
τ zεm

εd
,
τ zε J

εd−1

)
+ C

(mε
r(z)
εd

+ 1
))

sup
v>v0

v

θ(v)

≤ Fε(mε
r, J

ε
r ) + C

(
mε
r(Xε) + 1

)
sup
v>v0

v

θ(v) .
(3.61)

Integrating in time, we combine (3.60) and (3.61) with (3.58) to obtain
� t

s

∑
(x,y)∈Eε

ε|Jεr (x, y)| dr =
� t

s

∑
z∈Zdε

εJεr(z) dr ≤ g(t− s),

where g(r) := inf
v0>0

{
rCRMv0 +

(
A+ C(M + |I|)

)
sup
v>v0

v

θ(v)

}
.

(3.62)

Combining (3.59) and (3.62) we conclude that

sup
ε>0
‖ιεmε

t − ιεmε
s‖KR(Td) ≤ sup

ε>0
sup

‖φ‖C1(Td)≤1

∣∣∣∣∣
�
Td
φ d(ιεmε

t)−
�
Td
φ d(ιεmε

s)
∣∣∣∣∣

≤ R0
√
d

2 g(t− s).

To prove the claimed equicontinuity, it suffices to show that g(r) → 0 as r → 0. But this
follows from the growth properties of θ by picking, e.g., v0 := r−1/2.

Of course the masses are uniformly bounded in ε and t. The Arzela-Ascoli theorem implies
that every subsequence has a subsequence converging uniformly in

(
M+(Td), ‖ · ‖KR

)
.

3.6.3 The boundary value problems under superlinear growth
The last part of this section is devoted to the proof of the convergence of boundary value
problems, under the assumption of superlinear growth, i.e. Theorem 3.5.9. The proof is a
straightforward consequence of the stronger compactness result Theorem 3.5.8 (and the general
convergence result Theorem 3.5.1) proved in the previous section, which ensures the stability
of the boundary conditions as well. We fix I = (a, b).

81



3. Dynamical transport problems on periodic graphs

Proof of Theorem 3.5.9. We shall prove the upper and the lower bound.

Liminf inequality. Pick any ιεmε
a → µa, ιεmε

b → µb weakly inM+(Td), and let (mε,Jε) ∈ CEIε
with the same boundary data such that

lim
ε→0
AIε (mε,Jε) = lim

ε→0
MAIε (mε

a,m
ε
b) <∞ .

By Theorem 3.5.8, there exists a (non-relabeled) subsequence of mε such that ‖ιεmε
t−µt‖KR →

0, uniformly for t ∈ I. In particular, µa = µa, µb = µb. We can then apply the lower bound of
Theorem 3.5.1, and conclude

MAIhom(µa, µb) ≤ AIhom(µ) ≤ lim inf
ε→∞

MAIε (mε
a,m

ε
b) .

Limsup inequality. Fix µa, µb ∈M+(Td) such that MAIhom(µa, µb) <∞. By the definition of
MAIhom and the lower semicontinuity of Ahom (Lemma 3.3.14), there exists µ ∈M+(I × Td)
with AIhom(µ) = MAIhom(µa, µb) and µa = µa, µb = µb.

We can then apply Theorem 3.5.1 and find a recovery sequence (mε,Jε) ∈ CEIε such that
ιεmε → µ weakly and

lim sup
ε→0

AIε (mε,Jε) ≤ AIhom(µ) = MAIhom(µa, µb) .

By the improved compactness result Theorem 3.5.8, ιεmε
t → µt in KR(Td) for every t ∈ I, in

particular for t = a, b. This allows us to conclude

lim sup
ε→0

MAIε (mε
a,m

ε
b) ≤MAIhom(µa, µb) , and ιεm

ε
i → µi weakly

for i = a, b, which is sought recovery sequence for MAIhom(µa, µb).

Remark 3.6.2. It is instructive to see that under the simple linear growth condition (3.2.3),
the above written proof cannot be carried out. Indeed, by the lack of compactness in
W 1,1(I;M+(Td)) (but rather only in BV by Theorem 3.5.3), we are not able to ensure
stability at the level of the initial data, i.e. in general, µa 6= µa (and similarly for t = b).
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3.7. Proof of the Γ-liminf inequality

3.7 Proof of the Γ-liminf inequality
In this section we present the proof of the Γ-liminf inequality in our main result, Theorem
3.5.1. The proof relies on two key ingredients. The first one is a partial regularisation result for
discrete measures of bounded energy, which is stated in Proposition 3.7.1 and proved in Section
3.7.1 below. The second ingredient is a lower bound of the energy under partial regularity
conditions on the involved measures (Proposition 3.7.4). The proof of the Γ-liminf inequality
in Theorem 3.5.1, which combines both ingredients, is given at the end of this section.

First we state the regularisation result. Recall the Kantorovich–Rubinstein norm ‖ · ‖KR. see
Appendix B.1.

Proposition 3.7.1 (Discrete Regularisation). Fix ε < 1
2R0

and let (m,J) ∈ CEIε be a solution
to the discrete continuity equation satisfying

M := m0(Xε) <∞ and A := AIε (m,J) <∞.

Then, for any η > 0 there exists an interval Iη ⊂ I := (0, T ) with |I \ Iη| ≤ η and a solution
(m̃, J̃) ∈ CEIηε such that:

(i) the following approximation properties hold:

(measure approximation) ‖ιε(m̃−m)‖KR(Iη×Td) ≤ η, (3.63a)
(energy approximation) AIηε (m̃, J̃) ≤ AIε (m,J) + η. (3.63b)

(ii) the following regularity properties hold, uniformly for any t ∈ Iη and any z ∈ Tdε:

(boundedness)
∥∥∥m̃t

∥∥∥
`∞(Xε)

+ ε
∥∥∥J̃t∥∥∥

`∞(Eε)
≤ CBε

d, (3.64a)

(time-reg.)
∥∥∥ div J̃t

∥∥∥
`∞(Xε)

≤ CT ε
d, (3.64b)

(space-reg.)
∥∥∥σzεm̃t − m̃t

∥∥∥
`∞(Xε)

+ ε
∥∥∥σzε J̃t − J̃t∥∥∥`∞(Eε)

≤ CS|z|εd+1, (3.64c)

(domain reg.)
(
τ zε m̃t

εd
,
τ zε J̃t
εd−1

)
∈ K. (3.64d)

The constants CB, CT , CS <∞ and the compact set K ⊆ D(F )◦ depend on η, M and
A, but not on ε.

Remark 3.7.2. The `∞-bounds in (3.64a) are explicitly stated for the sake of clarity, although
they are implied by the compactness of the set K in (3.64d).

Since (m̃, J̃) ∈ CEIηε , inequality (3.64b) in effect bounds
∥∥∥∂tm̃t

∥∥∥
`∞(Xε)

≤ CT ε
d.

In the next result, we start by showing how to construct Zd-periodic solutions to the static
continuity equation by superposition of unit fluxes. Additionally, we can build these solutions
with vanishing effective flux and ensure good `∞-bounds.

Lemma 3.7.3 (Periodic solutions to the divergence equation). Let g : X → R be a Zd-periodic
function with ∑x∈XQ g(x) = 0. There exists a Zd-periodic discrete vector field J : E → R
satisfying

div J = g, Eff(J) = 0, and ‖J‖`∞(EQ) ≤ 1
2‖g‖`1(XQ).
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3. Dynamical transport problems on periodic graphs

Proof. For any v, w ∈ V, fix a simple path P vw in (X , E) connecting (0, v) and (0, w). Let
J̃vw := J̃P vw be the associated periodic unit flux defined in (3.33). Since ∑v∈V g(0, v) = 0, we
can pick a coupling Γ between the negative part and the positive part of g. More precisely, we
may pick a function Γ : V× V→ R+ with ∑v,w∈V Γ(v, w) = ‖g‖`1(XQ) such that∑

w∈V
Γvw = g−(0, v) for v ∈ V, and

∑
v∈V

Γvw = g+(0, w) for w ∈ V.

We then define

J :=
∑
v,w∈V

ΓvwJ̃vw.

It is straightforward to verify using Lemma 3.4.5 that J has the three desired properties.

The following result states the desired relation between the functionals Fε and Fhom under
suitable regularity conditions for the measures involved. These regularity conditions are
consistent with the regularity properties obtained in Proposition 3.7.1.

Proposition 3.7.4 (Energy lower bound for regular measures). Let CB, CT , CS < ∞ and
let K ⊆ D(F )◦ be a compact set. There exists a threshold ε0 > 0 and a constant C < ∞
such that the following implication holds for any ε < ε0: if m ∈ RXε+ and J ∈ REεa satisfy the
regularity properties (3.64a)-(3.64d) then we have the energy bound

Fhom(ιεm, ιεJ) ≤ Fε(m, J) + Cε.

Proof. Recall from (3.41) that ιεm = ρL d and ιεJ = jL d, where, for z̄ ∈ Zdε and u ∈ Qz̄
ε,

ρ(u) := ε−d
∑
x∈Xε
xz=z̄

m(x) and j(u) := 1
2εd−1

∑
(x,y)∈Eε
xz=z̄

Ju(x, y)
(
yz − xz

)
,

where Ju(x, y) is a convex combination of
{
J
(
T zε x, T

z
ε y
)}

z∈Zdε
, i.e.,

Ju(x, y) =
∑
z∈Zdε

λε,zu (x, y)J
(
T zε x, T

z
ε y
)
,

where λε,z̄u (x, y) ≥ 0, ∑z∈Zdε λ
ε,z
u (x, y) = 1, and λε,zu (x, y) = 0 whenever |z| > R0.

Step 1. Construction of a representative. Fix z̄ ∈ Zdε and u ∈ Qz̄
ε. Our first goal is to construct

a representative (
m̂u

εd
,
Ĵu
εd−1

)
∈ Rep

(
ρ(u), j(u)

)
.

For this purpose we define candidates m̂u ∈ RX+ and J̃u ∈ REa as follows. We take the values
of m and Ju in the ε-cube at z̄, and insert these values at every cube in (X , E), so that the
result is Zd-periodic. In formulae:

m̂u(z, v) := m(εz̄, v) for (z, v) ∈ X

J̃u

(
(z, v), (z′, v′)

)
:= Ju

(
(εz̄, v), (ε(z̄ + z′ − z), v′)

)
for

(
(z, v), (z′, v′)

)
∈ E .

see Figure 3.5. 84



3.7. Proof of the Γ-liminf inequality

εz̄ 0

Figure 3.5: On the left, using different colors for different values, the measures m and Ju. On
the right, the corresponding m̂u and J̃u, for u ∈ Qz̄

ε.

We emphasize that the right-hand side does not depend on z, hence mu and J̃u are Zd-periodic.
Our construction also ensures that

ε−d
∑
x∈XQ

m̂u(x) = ρ(u),

hence ε−dm̂u ∈ Rep
(
ρ(u)

)
. However, the vector field ε−(d−1)J̃u does (in general) not belong

to Rep
(
j(u)

)
: indeed, while J̃u has the desired effective flux (i.e., Eff

(
ε−(d−1)J̃u

)
= j(u)),

J̃u is not (in general) divergence-free.
To remedy this issue, we introduce a corrector field J̄u, i.e., an anti-symmetric and Zd-periodic
function J̄u : E → R satisfying

div J̄u = − div J̃u, Eff(J̄u) = 0, and
∥∥∥J̄u∥∥∥

`∞(EQ)
≤ 1

2

∥∥∥ div J̃u
∥∥∥
`1(XQ)

. (3.65)

The existence of such a vector field is guaranteed by Lemma 3.7.3. It immediately follows that
Ĵu := J̃u + J̄u satisfies div Ĵu = 0 and Eff

(
ε−(d−1)Ĵu

)
= j(u), thus

Ĵu
εd−1 := J̃u + J̄u

εd−1 ∈ Rep
(
ju
)
.

Step 2. Density comparison. We will now use the regularity assumptions (3.64a)-(3.64d) to
show that the representative (m̂u, Ĵu) is not too different from the shifted density (τz̄m, τz̄J).
Indeed, for x = (z, v) ∈ X with |z| ≤ R0 we obtain using (3.64c),

|τ z̄εm(x)− m̂u(x)| =
∣∣∣m(ε(z̄ + z), v

)
−m

(
εz̄, v

)∣∣∣ ≤ CSε
d+1|z|. (3.66)

Let us now turn to the momentum field. For (x, y) =
(
(z, v), (z′, v′)

)
∈ E with |z|, |z′| ≤ R1,

we have, using (3.64c),∣∣∣τ z̄ε J(x, y)− J̃u(x, y)
∣∣∣

=
∣∣∣∣J((ε(z̄ + z), v

)
,
(
ε(z̄ + z′), v′

))
− Ju

((
εz̄, v

)
,
(
ε(z̄ + z′ − z), v′

))∣∣∣∣
=
∣∣∣∣∣ ∑
z̃∈Zdε

λε,z̃u (x, y)
{
J
((
ε(z̄ + z), v

)
,
(
ε(z̄ + z′), v′

))

− J
((
ε(z̄ + z̃), v

)
,
(
ε(z̄ + z̃ + z′ − z), v′

))}∣∣∣∣∣
≤ CSε

d|z − z̃| ≤ R0CSε
d.
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Moreover, using (3.65), (3.64c), and (3.64b), we obtain

|J̄u(x, y)| ≤ 1
2‖ div J̃u‖`1(XQ) ≤ CT

(
‖ div J‖`∞(Eε) + εd

)
≤ Cεd,

for some C <∞ not depending on ε. Combining these bounds we obtain

|τ z̄ε J(x, y)− Ĵu(x, y)| ≤ |τ z̄ε J(x, y)− J̃u(x, y)|+ |J̄u(x, y)| ≤ Cεd. (3.67)

Step 3. Energy comparison. Since
(
τ z̄εm

εd
,
τ z̄ε J

εd−1

)
∈ K by assumption, it follows from (3.66)

and (3.67) that
(
m̂u

εd
,
Ĵu
εd−1

)
∈ K ′ for ε > 0 sufficiently small. Here K is a compact set,

possibly slightly larger than K, contained in D(F)◦.

Since F is convex, it is Lipschitz continuous on compact subsets in the interior of its domain.
In particular, it is Lipschitz continuous on K ′. Therefore, there exists a constant CL < ∞
depending on F and K ′ such that

F
(
τ z̄εm

εd
,
τ z̄ε J

εd−1

)
≥ F

(
m̂u

εd
,
Ĵu
εd−1

)
− CL

(∥∥∥∥τ z̄εm− m̂u

εd

∥∥∥∥
`∞R0

(X )
+
∥∥∥∥τ z̄ε J − Ĵuεd−1

∥∥∥∥
`∞R0

(E)

)

≥ F
(
m̂u

εd
,
Ĵu
εd−1

)
− Cε

≥ fhom
(
ρ(u), j(u)

)
− Cε,

with C < ∞ depending on CL, CS, CT , and R1, but not on ε. Here, the subscript R0 in
`∞R0(E) and `∞R0(X ) indicates that only elements with |xz| ≤ R1 are considered.

Integration over Qz̄
ε followed by summation over z̄ ∈ Zdε yields

Fε(m, J) = εd
∑
z̄∈Zdε

F
(
τ z̄εm

εd
,
τ z̄ε J

εd−1

)
≥
∑
z̄∈Zdε

�
Qz̄ε

(
fhom

(
ρ(u), j(u)

)
− Cε

)
du

=
�
Td
fhom

(
ρ(u), j(u)

)
du− Cε = Fhom(ιεm, ιεJ)− Cε,

which is the desired result.

We are now ready to give the proof of the Γ-liminf inequality in our main result, Theorem
3.5.1.

Proof of Theorem 3.5.1 (liminf inequality). Let µ ∈M+
(
I × Td

)
and let (mε

t )t∈I ⊆ RXε+ be
such that the induced measures mε ∈M+

(
I ×Xε

)
defined by dmε(t, x) = dmε

t (x) dt satisfy
ιεmε → µ vaguely inM+(I × Td) as ε→ 0. Observe that

M := sup
ε>0

mε
(
I × Xε

)
<∞.

Without loss of generality, we may assume that

A := sup
ε>0
Aε(mε) <∞.
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Step 1 (Regularisation): Fix η > 0. Let (Jεt )t∈I ⊆ REεa be an approximately optimal discrete
vector field, i.e.,

(mε,Jε) ∈ CEIε and Aε(mε,Jε) ≤ Aε(mε) + η. (3.68)

Using Proposition 3.7.1 we take an interval Iη ⊂ I := (0, T ), |I\Iη| ≤ η and an approximating
pair (m̃ε, J̃ε) ∈ CEIηε satisfying

‖ιε(m̃ε −mε)‖KR(Iη×Td) ≤ η and AIηε (m̃ε, J̃ε) ≤ Aε(mε,Jε) + η, (3.69)

together with the regularity properties (3.64) for some constants CB, CT , CS < ∞ and a
compact set K ⊆ D(F )◦ depending on η, but not on ε. By virtue of these regularity properties,
we may apply Proposition 3.7.4 to (m̃ε, J̃ε). This yields

AIηhom(ιεm̃ε, ιεJ̃ε) =
�
Iη

Fhom(ιεm̃ε
t , ιεJ̃

ε
t ) dt ≤

�
Iη
Fε(m̃ε

t , J̃
ε
t ) dt+ Cε, (3.70)

with C <∞ depending on η, but not on ε.

Step 2 (Limit passage ε→ 0): It follows by definition of the Kantorovich–Rubinstein norm that

sup
ε
ιεm̃ε

(
Iη × Td

)
≤ sup

ε

(
ιεmε

(
I × Td

)
+ ‖ιε(m̃ε −mε)‖KR(Iη×Td)

)
≤M + η.

It follows from the growth condition (3.14) and (3.69) that

sup
ε

∣∣∣ιεJ̃ε∣∣∣(Iη × Td
)
. sup

ε

�
Iη
ε‖J̃εt ‖`1(Eε) dt

. sup
ε

�
Iη

(
1 + ‖m̃ε

t‖`1(Xε) + Fε(m̃ε
t , J̃

ε
t )
)

dt

≤ sup
ε

(
T + ιεm̃ε

(
Iη × Td

)
+AIηε (m̃ε, J̃ε)

)
≤ T + (M + η) + (A+ 2η).

(3.71)

Therefore, there exist measures µη ∈M+
(
Iη × Td

)
and νη ∈Md

(
Iη × Td

)
and convergent

subsequences satisfying

ιεm̃ε → µη and ιεJ̃ε → νη weakly inM+(Iη × Td) andMd(Iη × Td) as ε→ 0. (3.72)

The vague lower semicontinuity of the limiting functional (see Lemma 3.3.14), combined with
(3.68), (3.69), and (3.70) thus yields

AIηhom(µη,νη) ≤ lim inf
ε→0

AIηhom(ιεm̃ε, ιεJ̃ε) ≤ lim inf
ε→0

Aε(mε) + 2η. (3.73)

Step 3 (Limit passage η → 0): Let φ ∈ Lip1

(
Iη × Td

)
, ‖φ‖∞ ≤ 1. For brevity, write

〈φ,µ〉 =
�
Iη×Td φ dµ. Since from (3.72) ιεmε → µ and ιεm̃ε → µη weakly, and ‖ιε(m̃ε −

mε)‖KR(Iη×Td) ≤ η we obtain

〈φ,µη − µ〉 ≤ lim sup
ε→0

(∣∣∣〈φ,µη − ιεm̃ε
〉∣∣∣+ ∣∣∣〈φ, ιε(m̃ε −mε)

〉∣∣∣+ ∣∣∣〈φ, ιεmε − µ
〉∣∣∣)

≤ 0 + η + 0.
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It follows that ‖µη − µ‖KR(Iη×Td) ≤ 2η, which together with |I \ Iη| ≤ η implies µη → µ ∈
M+(I × Td) vaguely as η → 0.

Furthermore, (3.71) implies that supη
∣∣∣νη∣∣∣(Iη × Td

)
< ∞. Therefore, we may extract a

subsequence so that νη → ν vaguely inMd(I × Td) as η → 0. It thus follows from (3.73)
and the joint vague-lower semicontinuity of Ahom (see Lemma 3.3.14) that

Ahom(µ,ν) ≤ lim inf
ε→0

Aε(mε).

To conclude the desired estimate Ahom(µ) ≤ lim infε→0Aε(mε), it remains to show that (µ,ν)
solves the continuity equation. To show this, we first note that (ιεm̃ε, ιεJ̃ε) ∈ CEIη in view
of Lemma 3.4.9. It then follows from the weak convergence in (3.72) that (µη,νη) ∈ CEIη .
Since µη → µ, νη → ν vaguely, and |I − Iη| ≤ η it holds (µ,ν) ∈ CEI , which completes
the proof.
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3.7.1 Proof of the discrete regularisation result
This section is devoted to the proof of main discrete regularisation result, Proposition 3.7.1.

The regularised approximations are constructed by a three-fold regularisation: in time, space,
and energy. Let us now describe the relevant operators.

3.7.2 Energy regularisation
First we embed m◦ and J◦ into the graph (Xε, Eε). We thus define m◦ε ∈ RXε+ and J◦ε ∈ REεa
by

m◦ε(εz, v) := εdm◦(0, v) J◦ε (εz, v) := εd−1J◦(0, v).

It follows that (m◦ε, J◦ε ) ∈ D(Fε)◦ (by continuity of τ zε , z ∈ Zdε) and

Fε(m◦ε, J◦ε ) = F (m◦, J◦).

We then consider the energy regularisation operators defined by

Rδ : RXε+ → RXε+ , Rδm := (1− δ)m+ δm0
ε,

Rδ : REεa → REεa , RδJ := (1− δ)J + δJ0
ε .

Lemma 3.7.5 (Energy regularisation). Let δ ∈ (0, 1). The following inequalities hold for any
ε < 1

2R0
, m ∈ RXε+ , and J ∈ REεa :

Fε(Rδm,RδJ) ≤ (1− δ)Fε(m, J) + δFε(m◦ε, J◦ε ),
‖Rδm‖`∞(Xε) ≤ (1− δ)‖m‖`∞(Xε) + δεd‖m◦‖`∞(X ),

‖RδJ‖`∞(Eε) ≤ (1− δ)‖J‖`∞(Eε) + δεd−1‖J◦‖`∞(E).

Proof. The proof is straightforward consequence of the convexity of F and the periodicity of
m◦ and J◦.

3.7.3 Space regularisation
Our space regularisation is a convolution in the z-variable with the discretised heat kernel. It is
of crucial importance that the regularisation is performed in the z-variable only. Smoothness in
the v-variable is not expected.

For λ > 0 and x ∈ Td, let hλ(x) be the heat kernel on Td. We consider the discrete version

Hε
λ : Zdε → R, Hε

λ

(
[z]
)

:=
�
Qzε

hλ(x) dx,

where the integration ranges over the cube Qz
ε := εz + [0, ε)d ⊆ Td. Using the boundedness

and Lipschitz properties of hδ, we infer that for z ∈ Zdε,

inf
Zdε
Hε
λ ≥ cλε

d, ‖Hε
λ‖`∞(Zdε) ≤ Cλε

d, (3.74)

‖Hε
λ‖`1(Zdε) = 1,

∥∥∥Hε
λ(·+ εz)−Hε

λ

∥∥∥
`∞(Zdε)

≤ Cλε
d+1|z| (3.75)
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for some non-negative constant Cλ <∞ depending only on λ > 0. We then define

Sλ : RXε+ → RXε+ , Sλm :=
∑
z∈Zdε

Hε
λ(z)σzεm,

Sλ : REεa → REεa , SλJ :=
∑
z∈Zdε

Hε
λ(z)σzεJ,

where σzε is defined in (3.18).

Lemma 3.7.6 (Regularisation in space). Let λ > 0. There exist constants cλ > 0 and
Cλ <∞ such that the following estimates hold, for any ε < 1

2R0
, m ∈ RXε+ , J ∈Md(Eε), and

z ∈ Zdε:

(i) Energy bound: Fε(Sλm,SλJ) ≤ Fε(m, J).

(ii) Gain of integrability:

‖Sλm‖`∞(Xε) ≤ Cλε
d‖m‖`1(Xε) and ‖SλJ‖`∞(Eε) ≤ Cλε

d‖J‖`1(Eε).

(iii) Density lower bound: inf
x∈Xε

Sλm(x) ≥ cλε
d‖m‖`1(X ).

(iv) Spatial regularisation:∥∥∥τ zε Sλm− Sλm∥∥∥`∞(Xε)
≤ Cλε

d+1|z|‖m‖`1(Xε) and∥∥∥τ zε SλJ − SλJ∥∥∥`∞(Eε)
≤ Cλε

d+1|z|‖J‖`1(Eε).

Proof. Using the convexity of F and the identity ∑zH
ε
λ(z) = 1 we obtain

Fε(Sλm,SλJ) =
∑
z∈Zdε

εdF

(
τ zε Sλm

εd
,
τ zε SλJ

εd−1

)

≤
∑
z∈Zdε

∑
z′∈Zdε

εdHε
λ(z′)F

(
τ z+z

′
ε m

εd
,
τ z+z

′
ε J

εd−1

)

=
∑
z∈Zdε

( ∑
z′∈Zdε

Hε
λ(z − z′)

)
εdF

(
τ zεm

εd
,
τ zε J

εd−1

)
= F (M,J) ,

where in the last equality we used (3.75). This shows (i). Properties (ii), (iii), and (iv)
are straightforward consequence of the uniform bounds (3.74), (3.75) for the discrete kernels
Hε
λ.

3.7.4 Time regularisation
Fix an interval I = (a, b) ⊂ R and a regularisation parameter τ > 0. For (m,J) ∈ CEIε , we
define for t ∈ Iτ := (a+ τ, b− τ)

(Tτm)t :=
 t+τ

t−τ
ms ds, (TτJ)t :=

 t+τ

t−τ
Js ds .

Note that, thanks to the linearity of the continuity equation we get (Tτm, TτJ) ∈ CEIτε .

We have the following regularisation properties for the operator Tτ .
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Lemma 3.7.7 (Regularisation in time). Let τ ∈ (0, b−a2 ). The following estimates hold for all
ε < 1

2R0
and all Borel curves m = (mt)t∈I ⊆ RXε+ and J = (Jt)t∈I ⊆Md(Eε):

(i) Energy estimate: for some 0 ≤ C <∞ depending only on (3.14) we have

AIτε (Tτm, TτJ) ≤ Aε(m,J) + Cτ
(
m(I × Xε) + 1

)
.

(ii) Mass estimate: sup
t∈Iτ
‖(Tτm)t‖`p(Xε) ≤ sup

t∈I
‖mt‖`p(Xε).

(iii) Momentum estimate: sup
t∈Iτ
‖(TτJ)t‖`p(Xε) ≤

1
τ

�
I
‖Jt‖`p(Xε) dt.

(iv) Time regularity: sup
t∈Iτ

∥∥∥∂t(Tτm)t
∥∥∥
`p(Xε)

≤ 1
τ

sup
t∈I
‖mt‖`p(Xε).

Proof. Set wτ (s) := (2τ)−1
∣∣∣[(s− τ) ∨ a, (s+ τ) ∧ b]

∣∣∣ for s ∈ I. Then we have

AIτε (Tτm, TτJ) ≤
�
Iτ

 t+τ

t−τ
Fε(ms, Js) ds dt =

�
I
w(s)Fε(ms, Js) ds , (3.76)

as a consequence of Jensen’s inequality and Fubini’s theorem. Using that 0 ≤ wτ ≤ 1,�
I(1− wτ (s)) ds = 2τ , and the growth condition (3.14) we infer

�
I
(1− wτ (s))Fε(ms, Js) ds ≥ −Cτ

(
m(I × Xε) + 1

)
,

which together with (3.76) shows (i).

Properties (ii), (iii) follow directly from the convexity of the `p-norms and the subadditivity of
the integral.

Finally, (iv) follows from the direct computation ∂t(Tτm)t = 1
2τ (mt+τ −mt−τ ).

3.7.5 Proof of the regularisation result
We start with a lemma that shows that the effect of the three regularising operators is small if
the parameters are small.

Recall the definition of the Kantorovich-Rubinstein norm as given in Appendix B.

Lemma 3.7.8 (Bounds in KR-norm). Let I ⊂ R and interval and (mt)t∈I ⊆ RXε+ be
a Borel measurable curve of constant total mass (i.e., t 7→ mt(Xε) is constant), and let
m ∈M+(I × Xε) be the associated measure on space-time defined by m := dt⊗mt. Then
there exists a constant C <∞ depending on |I| such that:

(i) ‖ιεTτm− ιεm‖KR(Iτ×Td) ≤ Cτ sup
t∈I

∥∥∥mt

∥∥∥
`1(Xε)

for any τ < |I|/2.

(ii) ‖ιεSλm− ιεm‖KR(I×Td) ≤ C
√
λ sup
t∈I

∥∥∥mt

∥∥∥
`1(Xε)

for any λ > 0.
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(iii) ‖ιεRδm− ιεm‖KR(I×Td) ≤ Cδ
(
m◦(XQ) + sup

t∈I

∥∥∥mt

∥∥∥
`1(Xε)

)
for any δ ∈ (0, 1).

Proof. (i): For any µ ∈ M(I × Td) and any Lipschitz function φ : Iτ × Td → R (and, in
fact, for any temporally Lipschitz function) we have∣∣∣∣∣

�
Iτ×Td

φ(t, x) dµ(t, x)−
�
Iτ×Td

φ(t, x) d(Tτµ)(t, x)
∣∣∣∣∣

=
∣∣∣∣∣
�
Iτ×Td

 t+τ

t−τ
φ(s, x)− φ(t, x) ds dµ(t, x)

∣∣∣∣∣ ≤ τ [φ]Lipµ
(
I × Td

)
.

Since ιεm
(
I × Td

)
≤ |I| supt∈I

∥∥∥mt

∥∥∥
`1(Xε)

we obtain the result.

(ii): In view of mass-preservation, we have

‖ιεSλm− ιεm‖KR(I×Td) ≤
�
I

∥∥∥ιεSλmt − ιεmt

∥∥∥
KR(Td)

dt

≤ sup
t∈I

mt(Xε)
�
I

∥∥∥ιεHλ − ιεH0

∥∥∥
KR(Td)

dt

≤C
√
λ sup
t∈I

mt(Xε).

Here in the last inequality we used scaling law of the heat kernel.

(iii): Let us write m◦ε := dt⊗m◦ε for brevity. By linearity, we have

‖ιε(Rδm−m)‖KR(I×Td) = δ‖ιε(m◦ε −m)‖KR(I×Td)

≤ δ(1 + |I|)
(

m◦ε
(
I × Tdε

)
+ m

(
I × Tdε

))
≤ δ|I|(1 + |I|)

(
m◦(XQ) + sup

t∈I
mt(Xε)

)
.

Proof of Proposition 3.7.1. We define

m̃ :=
(
Rδ ◦ Sλ ◦ Tτ

)
m and J̃ :=

(
Rδ ◦ Sλ ◦ Tτ

)
J.

We will show that the desired inequalities hold if δ, λ, τ > 0 are chosen to be sufficiently small,
depending on the desired accuracy η > 0. Set Iτ := (τ, T − τ).

(i): We use the shorthand notation KRτ := KR(Iτ × Td). Using Lemma 3.7.8 we obtain

‖ιεm− ιεm̃‖KRτ ≤ ‖ιεm− ιεTτm‖KRτ + ‖ιεTτm− ιε(SλTτ )m‖KRτ

+ ‖ιε(SλTτ )m− ιε(RδSλTτ )m‖KRτ

.M(τ +
√
λ+ δ) +m◦(XQ)δ.

(3.77)

Furthermore, using Lemma 3.7.5, Lemma 3.7.6(i), and Lemma 3.7.7(i) we obtain the energy
bound

AIτε (m̃, J̃) = Eε
(

(Rδ ◦ Sλ ◦ Tτ )m, (Rδ ◦ Sλ ◦ Tτ )J
)

≤ (1− δ)Aε
(

(Sλ ◦ Tτ )m, (Sλ ◦ Tτ )J
)

+ δTFε(m◦ε, J◦ε )

≤ (1− δ)Aε(m,J) + δTF(m◦, J◦) + Cτ(M + 1) .

(3.78)
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The desired inequalities (3.63) follow by choosing δ, λ, and τ sufficiently small.

(ii): We will show that all the estimates hold with constants depending on η through the
parameters δ, λ, and τ .

Boundedness :

sup
t∈Iτ
‖m̃t‖`∞(Xε) ≤ εd

(
(1− δ)Cλ sup

t∈[0,T ]
‖mt‖`1(Xε) + δ‖m◦‖`∞(Xε)

)
,

≤ εd
(
CλM + δ‖m◦‖`∞(XQ)

)
.

(3.79)

sup
t∈Iτ
‖J̃t‖`∞(Xε) ≤ εd−1

(
1− δ
τ

Cλ sup
t∈[0,T ]

�
I
ε‖Jt‖`1(Xε) dt+ δ‖J◦‖`∞(Xε)

)
,

. εd−1
(
Cλ
τ

(
T (1 +M) + E

)
+ δ‖J◦‖`∞(EQ)

)
.

(3.80)

Time-regularity :

sup
t∈Iτ
‖∂tm̃t‖`∞(Xε) ≤ εd

(
21− δ

τ
Cλ sup

t∈[0,T ]
‖mt‖`1(Xε) + δ‖m◦‖`∞(Xε)

)
,

≤ εd
(

2Cλ
τ
M + δ‖m◦‖`∞(XQ)

)
.

(3.81)

Space-regularity : For z, z′ ∈ Zdε and v ∈ V we have

|m̃t(z, v)− m̃t(z′, v)| ≤ (1− δ)
∣∣∣(Sλ ◦ Tτ)mt(z, v)−

(
Sλ ◦ Tτ

)
mt(z′, v)

∣∣∣
≤ Cλε

d−1|z − z′|
∥∥∥Tτmt

∥∥∥
`1(Xε)

≤ Cλε
d+1|z − z′| sup

t∈[0,T ]

∥∥∥mt

∥∥∥
`1(Xε)

,

which shows that

sup
t∈Iτ
‖σzεm̃t − m̃t‖`∞(Xε) ≤ Cλε

d+1|z| sup
t∈[0,T ]

∥∥∥mt

∥∥∥
`1(Xε)

≤ Cλε
d+1|z|M. (3.82)

Similarly,
sup
t∈Iτ
‖σzε J̃t − J̃t‖`∞(Eε) ≤

Cλ
τ
εd+1|z|

�
I

∥∥∥Js∥∥∥
`1(Eε)

ds

≤ Cλ
τ
εd|z|

(
T (1 +M) + E

)
.

(3.83)

Domain-regularity : For all t ∈ Iτ we observe that

ε−d‖(SλTτm)t‖`∞(Xε) ≤ Cλ‖(Tτm)t‖`1(Xε) ≤ Cλ sup
t∈[0,T ]

‖mt‖`1(Xε) ≤ CλM,

ε−d‖(SλTτJ)t‖`∞(Eε) ≤ Cλ‖(Tτm)t‖`1(Eε) ≤
Cλ
τ

�
I
‖Jt‖`1(Eε) dt ≤ Cλ

τε

(
T (1 +M) + E

)
.
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We infer that∥∥∥∥∥τ zε (SλTτm)t
εd

∥∥∥∥∥
`∞(X )

≤ CλM and
∥∥∥∥∥τ zε (SλTτJ)t

εd−1

∥∥∥∥∥
`∞(E)

≤ Cλ
τ

(
T (1 +M) + E

)

Since (
τ zε m̃t

εd
,
τ zε J̃t
εd−1

)
= (1− δ)

(
τ zε (SλTτm)t

εd
,
τ zε (SλTτJ)t

εd−1

)
+ δ(m◦, J◦),

the claim follows by an application of Lemma B.3.1 to the product of balls in `∞(X ) and
`∞(E), taking into account that F is defined on a finite-dimensional subspace by the locality
assumption.

The result follows from the inequalities (3.77)–(3.83), by choosing δ, λ, and τ sufficiently
small.
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3.8 Proof of the Γ-limsup inequality
In this section we present the proof of the Γ-limsup inequality in Theorem 3.5.1. The first step
is to introduce the notion of optimal microstructures.

3.8.1 The optimal discrete microstructures
Let I be an open interval in R. We will make use of the following canonical discretisation of
measures and vector fields on the cartesian grid Zdε.

Definition 3.8.1 (Zdε-discretisation of measures). Let µ ∈ M+(Td) and ν ∈ Md(Td) have
continuous densities ρ and j, respectively, with respect to the Lebesgue measure. Their
Zdε-discretisations Pεµ : Zdε → R+ and Pεν : Zdε → Rd are defined by

Pεµ(z) := µ(Qz
ε) , Pεν(z) :=

(�
∂Qzε∩∂Q

z+ei
ε

j · ei dHd−1
)d
i=1

.

An important feature of this discretisation is the preservation of the continuity equation, in the
following sense.

Definition 3.8.2 (Continuity equation on Zdε). Fix I ⊂ R an open interval. We say that
r : I × Zdε → R+ and u : I × Zdε → Rd satisfy the continuity equation on Zdε, and write
(r,u) ∈ CEIε,d, if r is continuous, u is Borel measurable, and the following discrete continuity
equation is satisfied in the sense of distributions:

∂trt(z) +
d∑
i=1

(
ut(z)− ut(z − ei)

)
· ei = 0, for z ∈ Zdε . (3.84)

Lemma 3.8.3 (Discrete continuity equation on Zdε). Let (µ,ν) ∈ CEI have continuous
densities with respect to the space-time Lebesgue measure on I×Td. Then (Pεµ,Pεν) ∈ CEIε,d.

Proof. This follows readily from the Gauß divergence theorem.

The key idea of the proof of the Γ-limsup inequality in Theorem 3.5.1 is to start from a (smooth)
solution to the continuous equation CEI , and to consider the optimal discrete microstructure
of the mass and the flux in each cube Qz

ε. The global candidate is then obtained by gluing
together the optimal microstructures cube by cube.
We start defining the gluing operator. Recall the operator T 0

ε defined in (3.17).

Definition 3.8.4 (Gluing operator). Fix ε > 0. For each z ∈ Zdε, let

mz ∈ RX+ and Jz ∈ REa

be Zd-periodic. The gluings of m = (mz)z∈Zdε and J = (Jz)z∈Zdε are the functions Gεm ∈ RXε+
and GεJ ∈ REεa defined by

Gεm
(
T 0
ε (x)

)
:= mxz(x) for x ∈ X ,

GεJ
(
T 0
ε (x), T 0

ε (y)
)

:= 1
2

(
Jxz(x, y) + Jyz(x, y)

)
for (x, y) ∈ E .

(3.85)
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Remark 3.8.5 (Well-posedness). Note that Gεm and GεJ are well-defined thanks to the
Zdε-periodicity of the functions mz and Jz.
Remark 3.8.6. (Mass preservation and KR-bounds) The gluing operation is locally mass-
preserving in the following sense. Let µ ∈ M+(Td) and consider a family of measures
m = (mz)z∈Zdε ⊆ RX+ satisfying mz ∈ Rep

(
Pεµ(z)

)
for some z ∈ Zdε. Then:

Gεm
(
Xε ∩ {xz = z}

)
= µ(Qz

ε)

for every ε > 0. Consequently,

‖ιεGεm− µ‖KR(I×Td) ≤ µ
(
I × Td

)√
dε (3.86)

for all weakly continuous curves µ = (µt)t∈I ⊆M+(Td) and all m = (mz
t )t∈I,z∈Zdε such that

mz
t ∈ Rep

(
Pεµt(z)

)
for all t ∈ I and z ∈ Zdε.

Energy estimates for Lipschitz microstructures

The next lemma shows that the energy of glued measures can be controlled under suitable
regularity assumptions.

Lemma 3.8.7 (Energy estimates under regularity). Fix ε > 0. For each z ∈ Zdε, let mz ∈ RX+
and Jz ∈ REa be Zd-periodic functions satisfying:

(i) (Lipschitz dependence): For all z, z̃ ∈ Zdε∥∥∥mz −mz̃
∥∥∥
`∞(X )

+ ε
∥∥∥Jz − J z̃∥∥∥

`∞(E)
≤ L|z − z̃|εd+1.

(ii) (Domain regularity): There exists a compact and convex set K b D(F )◦ such that, for
all z ∈ Zdε, (

mz

εd
,
Jz

εd−1

)
∈ K. (3.87)

Then there exists ε0 > 0 depending only on K, F such that for ε ≤ ε0

Fε
(
Gεm,GεJ

)
≤
∑
z∈Zdε

εdF

(
mz

εd
,
Jz

εd−1

)
+ cε, (3.88)

where c <∞ depends only on L, the (finite) Lipschitz constant Lip(F ;K), and the locality
radius R1.

Proof. Fix z̄ ∈ Zdε. As m is Zd-periodic, (i) yields for x = (z, v) ∈ XR1 ,

|τ z̄ε Gεm(x)−mz̄(x)| = |mz̄+z(x)−mz̄(x)| ≤ LR1ε
d+1, (3.89)

Similarly, using the Zd-periodicity of J , (i) yields for (x, y) ∈ E with x = (z, v) ∈ XR1 and
y = (z̃, ṽ) ∈ XR1 ,

|τ z̄ε GεJ(x, y)− J z̄(x, y)| =
∣∣∣∣(1

2J
z̄+z + 1

2J
z̄+z̃ − J z̄

)
(x, y)

∣∣∣∣ ≤ LR1ε
d. (3.90)
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Hence the domain regularity assumption (ii) imply a domain regularity property for the glued
measures, namely (

τ z̄ε Gεm
εd

,
τ z̄ε GεJ
εd−1

)
∈ K̃

for all z̄ ∈ Zdε and ε ≤ ε0 := 1
2dist(K, ∂ D(F )) ∈ (0,+∞), where K̃ b D(F )◦ is a slightly

bigger compact set than K.

Consequently, we can use the Lipschitzianity of F on the compact set K̃ and its locality to
estimate the energy as∣∣∣∣∣F

(
τ z̄ε Gεm
εd

,
τ z̄ε GεJ
εd−1

)
− F

(
M z̄

εd
,
J z̄

εd−1

)∣∣∣∣∣
≤ Lip(F ; K̃)

(‖τ z̄ε Gεm−mz̄‖`∞(XR1 )

εd
+
‖τ z̄ε GεJ − J z̄‖`∞(ER1 )

εd−1

)
,

where XR := {x ∈ X : |x|`d∞ ≤ R} and ER := {(x, y) ∈ E : |x|`d∞ , |y|`d∞ ≤ R}.

Combining the estimate above with (3.89) and (3.90), we conclude that∣∣∣∣∣F
(
τ z̄ε Gεm
εd

,
τ z̄ε GεJ
εd−1

)
− F

(
M z̄

εd
,
J z̄

εd−1

)∣∣∣∣∣ ≤ 2LR1 Lip(F ; K̃)ε .

for ε ≤ ε0. Summation over z̄ ∈ Zdε yields the desired estimate (3.88).

We now introduce the notion of optimal microstructure associated with a pair of measures
(µ, ν) ∈M+(Td)×Md(Td). First, let us define regular measures.

Definition 3.8.8 (Regular measures). We say that (µ, ν) ∈M+(Td)×Md(Td) is a regular
pair of measures if the following properties hold:

(i) (Lipschitz regularity): With respect to the Lebesgue measure on Td, the measures µ and
ν have Lipschitz continuous densities ρ and j respectively.

(ii) (Compact inclusion): There exists a compact set K̃ b D(fhom)◦ such that(
ρ(x), j(x)

)
∈ K̃ for all x ∈ Td.

We say that (µt, νt)t∈I ⊆ M+(Td) ×Md(Td) is a regular curve of measures if (µt, νt) are
regular measures for every t ∈ I and t 7→ (ρt(x), jt(x)) is measurable for every x ∈ Td.

Definition 3.8.9 (Optimal microstructure). Let (µ, ν) ∈ M+(Td) ×Md(Td) be a regular
pair of measures.

(i) We say that (mz, Jz)z∈Zdε ⊆ RX+ × REa is an admissible microstructure for (µ, ν) if

(mz, Jz) ∈ Rep
(
Pεµ(z)
εd

,
Pεν(z)
εd−1

)

for every z ∈ Zdε.
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(ii) If, additionally, (mz, Jz) ∈ Repo
(

Pεµ(z)
εd

, Pεν(z)
εd−1

)
for every z ∈ Zdε, we say that (mz, Jz)z∈Zdε

is an optimal microstructure for (µ, ν).

Remark 3.8.10 (Measurable dependence). If t 7→ (µt, νt) is a measurable curve inM+(Td)×
Md(Td), it is possible to select a collection of admissible (resp. optimal) microstructures that
depend measurably on t. This follows from Lemma 3.4.7; see e.g. [RW98, Theorem 14.37]. In
the sequel, we will always work with measurable selections.

The next proposition shows that each optimal microstructures associated with a regular pair of
measures (µ, ν) has discrete energy which can be controlled by the homogenised continuous
energy Fhom(µ, ν).

Proposition 3.8.11 (Energy bound for optimal microstructures). Let (mz, Jz)z∈Zdε ⊆ RX+×REa
be an optimal microstructure for a regular pair of measures (µ, ν) ∈ M+(Td) ×Md(Td).
Then:

∑
z∈Zdε

εdF
(
mz

εd
,
Jz

εd−1

)
≤ Fhom(µ, ν) + Cε,

where C <∞ depends only on Lip(fhom; K̃) and the modulus of continuity of the densities ρ
and j of µ and ν.

Proof. Let us denote the densities of µ and ν by ρ and j respectively. Using the regularity of
µ and ν, and the fact that fhom is Lipschitz on K̃, we obtain

∑
z∈Zdε

εdF
(
mz

εd
,
Jz

εd−1

)
=
∑
z∈Zdε

εdfhom

(
Pεµ(z)
εd

,
Pεν(z)
εd−1

)
≤
�
Td
fhom(ρt(a), jt(a)) da+ Cε,

which is the desired estimate.

Remark 3.8.12 (Lack of regularity). Suppose that m̂ := Gεm and Ĵ := GεJ are constructed by
gluing the optimal microstructure (m, J) = (mz, Jz)z∈Zdε from the previous lemma. It is then
tempting to seek for an estimate of the form

Fε(m̂, Ĵ) ≤
∑
z∈Zdε

εdF
(
mz

εd
,
Jz

εd−1

)
+ {small error}.

However, (m, J) does not have the required a priori regularity estimates to obtain such a
bound. Moreover, the gluing procedure does not necessarily produce solutions to the discrete
continuity equation if we start with solutions to the continuous continuity equation.

We conclude the subsection with the following L1 and L∞ estimates.

Lemma 3.8.13 (L1 and L∞ estimates). Let (µt, νt)t∈I ⊂M+(Td)×Md(Td) be a regular
curve of measures satisfying

M := sup
t∈I

µt(Td) <∞ and A := AIhom(µ,ν) <∞. (3.91)

Let (mz
t , J

z
t )z∈Zdε ⊆M+(Td)×Md(Td) be corresponding optimal microstructures. Then:
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3.8. Proof of the Γ-limsup inequality

(i) (Pεµ,Pεν) satisfies the uniform estimate

sup
ε>0

sup
t∈I
‖Pεµt‖`1(Zdε) = M. (3.92)

(ii) (mt, Jt)t∈I satisfies the uniform estimate

sup
ε>0

sup
(t,x)∈I×X

∑
z∈Zdε

mz
t (x) ≤M (3.93)

sup
ε>0

sup
(x,y)∈E

ε

�
I

∑
z∈Zdε

∣∣∣Jzt (x, y)
∣∣∣ dt . A+M. (3.94)

Proof. The first claim follows since ‖Pεµt‖`1(Zdε) = µt(Td) by construction.

To prove (ii), note that ∑
z∈Zdε

∑
x∈XQ

mz
t (x) =

∑
z∈Zdε

Pεµ(z) = µt(Td),

which yields (3.93).

To prove (3.94), we use the growth condition on F , the periodicity of Jzt , and (i) to obtain for
(x, y) ∈ E and t ∈ I:

ε
∑
z∈Zdε

∣∣∣Jzt (x, y)
∣∣∣ ≤ ∑

z∈Zdε

εd
∑

(x̃,ỹ)∈EQ

∣∣∣∣∣Jzt (x̃, ỹ)
εd−1

∣∣∣∣∣ . ∑
z∈Zdε

εdF
(
mz
t

εd
,
Jzt
εd−1

)
+M

.
�
Td
fhom

( dµt
dx ,

djt
dx

)
dx+M ,

where in the last inequality we applied Proposition 3.8.11. Integrating in time and taking the
supremum in space and ε > 0, we obtain (3.94).

3.8.2 Approximation result
The goal of this subsection is to show that despite the issues of Remark 3.8.12, we can
find a solution to CEIε with almost optimal energy that is ‖ · ‖KR-close to a glued optimal
microstructure.

In the following result, Iη = (a − η, b + η) denotes the η-extension of the open interval
I = (a, b) for η > 0.

Proposition 3.8.14 (Approximation of optimal microstructures). Let (µ,ν) ∈ CEIη be a
regular curve of measures sastisfying

M := µ0(Td) <∞ and A := AIηhom(µ,ν) <∞.

Let (mz
t , J

z
t )t∈I,z∈Zdε ⊆ RX+ ×REa be a measurable family of optimal microstructures associated

to (µt, νt)t∈I and consider their gluing (m̂t, Ĵt)t∈I ⊆ RXε+ × REεa . Then, for every η′ > 0,
there exists ε0 > 0 such that the following holds for all 0 < ε ≤ ε0: there exists a solution
(m∗,J∗) ∈ CEIε satisfying the bounds

(measure approximation) ‖ιε(m̂−m∗)‖KR(I×Td) ≤ η′, (3.95a)
(energy approximation) AIε (m∗,J∗) ≤ AIhom(µ,ν) + η′ + Cε, (3.95b)

where C <∞ depends on M , A, |I|, and η′, but not on ε.
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Remark 3.8.15. It is also true that

AIε (m∗,J∗) ≤ AIε (m̂, Ĵ) + η′ + Cε ,

but this information is not “useful”, as we do not expect to be able to control AIε (m̂, Ĵ) in
terms of AIhom(µ,ν); see also Remark 3.8.12.

The proof consists of four steps: the first one is to consider optimal microstructures associated
with (µ,ν) on every scale ε > 0 and glue them together to obtain a discrete curves (m∗,J∗)
(we omit the ε-dependence for simplicity). The second step is the space-time regularisation of
such measures in the same spirit as done in the proof of Proposition 3.7.1. Subsequently, we
aim at finding suitable correctors in order to obtain a solution to the continuity equation and
thus a discrete competitor (in the definition of Aε). Finally, the energy estimates conclude the
proof of Proposition 3.8.14.

Let us first discuss the third step, i.e. how to find small correctors for (m∗,J∗) in order to
obtain discrete solutions to CEIε which are close to the first ones. Suppose for a moment that
(m∗,J∗) are "regular", as in the outcome of Proposition 3.7.1. Then the idea is to consider
how far they are from solving the continuity equation, i.e. to study the error in the continuity
equation

gt(x) := ∂tm
∗
t (x) + div J∗t (x) , x ∈ Xε ,

and find suitable (small) correctors J̃ to J∗ in such a way that (m∗,J∗ + J̃) ∈ CEIε .

This is based on the next result, which is obtained on the same spirit of Lemma 3.7.3 in a
non-periodic setting. In this case, we are able to ensure good `∞-bounds and support properties.

Lemma 3.8.16 (Bounds for the divergence equation). Let g : Xε → R with ∑x∈Xε g(x) = 0.
There exists a vector field J : Eε → R such that

div J = g and ‖J‖`∞(Eε) ≤ 1
2‖g‖`1(Xε). (3.96)

Moreover, suppV ⊆ conv supp g +BCε with C depending only on X .

Proof. Let g+ be the positive part of g, and let g− be the negative part. By assumption, these
functions have the same `1-norm N := ‖g−‖`1(Xε) = ‖g+‖`1(Xε). Let Γ be an arbitrary coupling
between the discrete probability measures g−/N and g+/N .

For any x, y ∈ supp g: take an arbitrary path Pxy connecting these two points. Let Jxy be the
unit flux field constructed in Definition 3.4.4. Then the vector field J := ∑

x,y Γ(x, y)Jxy has
the desired properties.

Remark 3.8.17 (Measurability). It is clear from the previous proof that one can choose the
vector field J : Eε → R in such a way that the function g 7→ J is a measurable map.

The plan is to apply Lemma 3.8.16 to a suitable localisation of gt, in each cube Qz
ε, for every

z ∈ Zdε. Precisely, the goal is to find gt(z; ·) for every z ∈ Zdε such that∑
z∈Zdε

gt(z;x) = gt(x) ,
∑
x∈Xε

gt(z;x) = 0 , (3.97)

which is small on the right scale, meaning

supp gt(z; ·) ⊂ B∞(z,Rε) , ‖gt(z; ·)‖∞ ≤ Cεd . (3.98)
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Remark 3.8.18. Note that ∑x∈Xε gt(x) = 0 for all t ∈ I, since m∗ has constant mass in time
and J∗ is skew-symmetric. However, an application of Lemma 3.8.16 without localisation
would not ensure a uniform bound on the corrector field, as we are not able to control the
`1-norm of gt a priori.
Remark 3.8.19. A seemingly natural attempt would be to define gt(z;x) := gt(x)1{z}(xz).
However, this choice is not of zero-mass, due to the flow of mass across the boundary of the
cubes.

Recall that we use the notation (r,u) ∈ CEIε,d to denote solutions to the continuity equation
on Zdε in the sense of Definition 3.8.2. We shall later apply Lemma 3.8.22 to the pair
(r,u) = (Pεµ,Pεν) ∈ CEIε,d, thanks to Lemma 3.8.3.

The notion of shortest path in the next definition refers to the `1-distance on Zdε.

Definition 3.8.20. For all z′, z′′ ∈ Zdε, we choose simultaneously a shortest path p(z′, z′′) :=
(z0, . . . , zN ) of nearest neighbors in Zdε connecting z0 = z′ to zN = z′′ such that p(z′ + z̃, z′′ +
z̃) = p(z′, z′′) + z̃ for all z̃ ∈ Zdε. Then define for z, z′, z′′ ∈ Zdε and i = 1, . . . , d the signs
σz;z

′,z′′

i ∈ {−1, 0, 1} as

σz;z
′,z′′

i :=


−1 if (zk−1, zk) = (z, z − ei) for some k within p(z′, z′′),
1 if (zk−1, zk) = (z − ei, z) for some k within p(z′, z′′),
0 otherwise.

Note that since the paths p(z′, z′′) are simple, each pair of nearest neighbours appears at most
once in any order, so that σz;z

′,z′′

i is well-defined.

It follows readily from Definition 3.8.20 that∑
z∈Zdε

σz;z
′,z′′

i = (z′′ − z′) · ei (3.99)

for all z′, z′′ ∈ Zdε and i = 1, . . . , d.
Remark 3.8.21. A canonical choice of the paths p(z′, z′′) is to interpolate first between z′1 ∈ Z1

ε

and z′′1 ∈ Z1
ε one step at a time, then between z′2 and z′′2 , and so on. The precise choice of path

is irrelevant to our analysis as long as paths are short and satisfy p(z′+ z̃, z′′+ z̃) = p(z′, z′′)+ z̃.
Since the paths are invariant under translations, so are the signs, i.e.

σz;z
′+z̃,z′′+z̃

i = σz−z̃;z
′,z′′

i (3.100)

for all z, z̃, z′, z′′ ∈ Zdε, which is used in the prof of Lemma 3.8.22 below.

Lemma 3.8.22 shows that if we start from a solution to the continuity equation (µ,ν) ∈ CEI
and consider an admissible microstructure (m,J) = (mz

t , J
z
t )t∈I,z∈Zdε associated to (Pεµ,Pεν),

then it is possible to localise the error in the continuity equation arising from the gluing
(GεM,GεU) as in (3.97).

Lemma 3.8.22 (Localisation of the error to CEIε ). Let (r,u) ∈ CEIε,d and suppose that
mt := (mz

t )z∈Zdε ⊆ RX+ and Jt := (Jzt )z∈Zdε ⊆ REa satisfy

(mz
t , J

z
t ) ∈ Rep

(
rt(z), ut(z)

)
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for every t ∈ I and z ∈ Zdε. Consider their gluings m̂t := Gεmt and Ĵt := GεJt and define, for
z ∈ Zdε and x ∈ Xε,

gt(x) := ∂tm̂t(x) + div Ĵt(x), (3.101)

gt(z;x) := ∂tm̂t(x)1{z}(xz) + 1
2
∑
y∼x

d∑
i=1

σz;xz,yz
i

(
J̃t(z;x, y)− J̃t(z − ei;x, y)

)
, (3.102)

where J̃t(z; ·) : Eε → R is the Tdε-periodic map satisfying J̃t
(
z;T 0

ε (x′), T 0
ε (y′)

)
= Jzt (x′, y′) for

all (x′, y′) ∈ E . Then the following statements hold for every t ∈ I:

(i) gt(z;x) is a localisation of the error gt(x) of (m̂, Ĵ) from solving CEIε , i.e.,

∑
z∈Zdε

gt(z;x) = gt(x) for all x ∈ Xε.

(ii) Each localised error gt(z; ·) has zero mass, i.e.,

∑
x∈Xε

gt(z;x) = 0 for all z ∈ Zdε.

Proof. (i): For (x, y) ∈ Eε, consider the path p(xz, yz) = (z0, . . . , zN ) constructed in Definition
3.8.20. For all t ∈ I we have

∑
z∈Zdε

d∑
i=1

σz;xz,yz
i

(
J̃t(z;x, y)− J̃t(z − ei;x, y)

)

=
N∑
k=1

(
J̃t(zk;x, y)− J̃t(zk−1;x, y)

)
= J̃t(yz;x, y)− J̃t(xz;x, y).

Summation over all neighbours of x ∈ Xε yields, for all t ∈ I,

∑
z∈Zdε

gt(z;x) = ∂tmt(x) + 1
2
∑
y∼x

∑
z∈Zdε

d∑
i=1

σz;xz,yz
i

(
J̃t(z;x, y)− J̃t(z − ei;x, y)

)

= ∂tmt(x) + 1
2
∑
y∼x

(
J̃t(yz;x, y)− J̃t(xz;x, y)

)

= ∂tmt(x) + 1
2
∑
y∼x

(
J̃t(yz;x, y) + J̃t(xz;x, y)

)
= gt(x),

where we used the Zd-periodicity of (X , E) and the vanishing divergence of Jxz
t .

(ii): Fix z ∈ Zdε and t ∈ I. Using the periodicity of J̃t(z; ·), the identity (3.100), the group
structure of Zdε, the relation between J̃ and J , the fact that Jzt ∈ Rep

(
ut(z)

)
, and the identity
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(3.99), we obtain
∑

(x,y)∈Eε

d∑
i=1

σz;xz,yz
i

(
J̃t(z;x, y)− J̃t(z − ei;x, y)

)

=
∑

(x,y)∈Eε
xz=z

∑
z̃∈Zdε

d∑
i=1

σz;xz+z̃,yz+z̃
i

(
J̃t(z;x, y)− J̃t(z − ei;x, y)

)

=
∑

(x,y)∈Eε
xz=z

∑
z̃∈Zdε

d∑
i=1

σz−z̃;xz,yz
i

(
J̃t(z;x, y)− J̃t(z − ei;x, y)

)

=
∑

(x,y)∈Eε
xz=z

d∑
i=1

(
J̃t(z;x, y)− J̃t(z − ei;x, y)

)∑
z̃∈Zdε

σz̃;xz,yz
i



=
∑

(x′,y′)∈EQ

d∑
i=1

(
Jzt (x′, y′)− Jz−eit (x′, y′)

)
(y′z − x′z) · ei

= 2
d∑
i=1

(
ut(z)− ut(z − ei)

)
· ei.

By definition of gt(z; ·) we obtain
∑
x∈Xε

gt(z;x) =
∑
x∈Xε
xz=z

∂tmt(x) + 1
2

d∑
i=1

∑
(x,y)∈Eε

σz;xz,yz
i

(
J̃t(z;x, y)− J̃t(z − ei;x, y)

)

= ∂trt(z) +
d∑
i=1

(
ut(z)− ut(z − ei)

)
· ei = 0,

where we used that mz
t ∈ Rep

(
rt(z)

)
and eventually that (r,u) ∈ CEIε,d.

Now we are ready to prove Proposition 3.8.14.

Proof of Proposition 3.8.14. The proof consists of four steps. For simplicity: I := Iη.

Step 1: Regularisation. Recall the operators Rδ, Sλ, and Tτ as defined in Section 3.7.1. We
define

m∗ :=
(
Rδ ◦ Sλ ◦ Tτ

)
m̂ and J̄∗ :=

(
Rδ ◦ Sλ ◦ Tτ

)
Ĵ ,

where δ, λ > 0, 0 < τ < η will be chosen sufficiently small, depending on the desired accuracy
η′ > 0. Due to special linear structure of the gluing operator Gε, it is clear that

m∗ = Gεm and J̄∗ = GεJ̄ ,

for some
(
m, J̄

)
= (mz

t , J̄
z
t )t∈I,z∈Zdε . More precisely, they correspond to the regularised version

of the measures (mz
t , J

z
t )t∈I,z∈Zdε with respect to the graph structure of Zdε. In particular, an

application2 of Lemma 3.8.13, Lemma 3.7.6, and Lemma 3.7.7 yields

sup
t∈I

∥∥∥m·+zt −mt

∥∥∥
`∞(Zdε×X )

+ ε
∥∥∥J̄ ·+zt − J̄t

∥∥∥
`∞(Zdε×E)

≤ C|z|εd+1 ,

sup
t∈I

∥∥∥∂tmt

∥∥∥
`∞(Zdε×X )

≤ Cεd ,
(3.103)

2To be precise, this is an application of these lemmas to the case of V := {v}, thus Xε ' Zd
ε .
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for any z ∈ Zdε, as well as the domain regularity{(
mz
t

εd
,
J̄zt
εd−1

)
: z ∈ Zdε, t ∈ I

}
⊂ K b (DF )◦ , (3.104)

for a constant C and a compact set K depending only on M , A, δ, λ, and τ . We can then
apply Lemma 3.8.7 and deduce that for every t ∈ I, ε ≤ ε0 (depending on K and F ),

Fε
(
m∗t , J̄

∗
t

)
≤
∑
z∈Zdε

εdF

(
mz
t

εd
,
J̄zt
εd−1

)
+ cε , (3.105)

for a c ∈ R+ depending on the same set of parameters (via C and Lip(F ;K)) and R1.

Step 2: Construction of a solution to CEIε . From now on, the constants C appearing in the
estimates might change line by line, but it always depends on the same set of parameters as
the constant C in Step 1, and possibly on the size of the time interval |I|.

The next step is to find a quantitative small corrector V in such a way that (m∗, J̄∗+V) ∈ CEIε .
To do so, we observe that by construction we have for every t ∈ I(

mz
t , J̄

z
t

)
∈ Rep

(
r∗t (z), u∗t (z)

)
,

where (r∗,u∗) ∈ CEIε,d (by the linearity of equation (3.84)). Consider the corresponding error
functions, for (x, y) ∈ Eε, t ∈ I, z ∈ Zdε given by (3.101) and (3.102),

gt(x) := ∂tm
∗
t (x) + div J̄∗t (x) ,

gt(z;x) := ∂tm
∗
t (x)1{xz=z}(x) + 1

2
∑
y∼x

d∑
i=1

σz;xz,yz
i (J̃(z;x, y)− J̃(z − ei;x, y)) ,

where J̃(z; ·) : Eε → R is the Tdε-periodic map satisfying J̃(z;T 0
ε (x′), T 0

ε (y′)) = J̄zt (x′, y′), for
any (x′, y′) ∈ E . Thanks to Lemma 3.8.22, we know that∑

x∈Xε
gt(z;x) = 0 ,

∑
z′∈Zdε

gt(z′;x) = gt(x) , ∀x ∈ Xε , z ∈ Zdε .

Moreover, from the regularity estimates (3.103) and the local finiteness of the graph (X , E),
we infer for every z ∈ Zdε

‖gt(z; ·)‖`∞(Xε) ≤ Cεd , supp gt(z; ·) ⊂ {x ∈ Xε : ‖xz − z‖`∞(Zdε) ≤ C ′} , (3.106)

where C ′ only depends on (X , E). Hence, as an application of Lemma 3.8.16, we deduce the
existence of corrector vector fields Vt ∈ RZdε×Eε

a such that

div Vt(z; ·) = gt(z; ·) , suppVt(z; ·) ⊂ {(x, y) ∈ Eε : ‖xz − z‖`∞(Zdε) ≤ C̃ ′} ,
‖Vt(z; ·)‖`∞(Eε) ≤ 1

2‖gt(z; ·)‖`1(Xε) ≤ Cεd ,
(3.107)

for every t ∈ I, z ∈ Zdε. The existence of a measurable (in t ∈ I and z ∈ Zdε) map Vt(z; ·)
follows from the measurability of gt(z; ·) and Remark 3.8.17.

We then define V : I → REεa and J∗ : I → REεa as

V :=
∑
z∈Zdε

V(z; ·) , J∗ := J̄∗ + V ,
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3.8. Proof of the Γ-limsup inequality

and obtain a solution to the discrete continuity equation (m∗,J∗) ∈ CEIε .

Step 3: Energy estimates. The locality property (3.107) of Vt(z; ·) and local finiteness of the
graph (X , E) allow us to deduce the same uniform estimates on the global corrector as well.
Indeed for every t ∈ I, x ∈ Xε we have

Vt(x, y) :=
∑

z∈B∞(xz;C̃′)

V (z;x, y) , B∞(xz; C̃ ′) :=
{
z ∈ Zdε : ‖z − xz‖`∞(Zdε) ≤ C̃ ′

}
,

and hence from the estimate (3.107) we also deduce ‖V‖`∞(I×Eε) ≤ Cεd.

Since (3.104) implies that
(
τ zεm

∗
t

εd
,
τ zε J̄

∗
t

εd−1

)
∈ K , it then follows that

(
τ zεm

∗
t

εd
,
τ zε J

∗
t

εd−1

)
∈ K ′

for 0 < ε ≤ ε0 sufficiently small, where ε0 depends on K and C. Here K ′ is a compact set,
possibly slightly larger than K, contained in D(F )◦.

Therefore, we can estimate the energy

sup
t∈I

sup
z∈Zdε

∣∣∣∣∣F
(
τ zεm

∗
t

εd
,
τ zε J̄

∗
t

εd−1

)
− F

(
τ zεm

∗
t

εd
,
τ zε J

∗
t

εd−1

)∣∣∣∣∣ ≤ Lip(F ;K ′) 1
εd−1‖V‖`∞(I×Eε) ≤ Cε ,

and hence AIε
(
m∗,J∗

)
≤ AIε

(
m∗, J̄∗

)
+ Cε. Together with (3.105), this yields

AIε
(
m∗,J∗

)
≤
�
I

∑
z∈Zdε

εdF

(
mz
t

εd
,
J̄zt
εd−1

)
dt+ Cε .

Finally, to control the energy of the regularised microstructures (m̄, J̄), we take advantage (as
in (3.78)) of Lemma 3.7.5, Lemma 3.7.6 (i), and Lemma 3.7.7 (i) to obtain3

�
I

∑
z∈Zdε

εdF

(
mz
t

εd
,
J̄zt
εd−1

)
dt ≤

�
I

 t+τ

t−τ

∑
z∈Zdε

εdF
(
mz
s

εd
,
Jzs
εd−1

)
ds dt+ δ|I|F (m◦, J◦)

≤
�
I

 t+τ

t−τ
Fhom(µs, νs) ds dt+ δ|I|F (m◦, J◦) + c′ε

≤
�
I
Fhom(µt, νt) dt+ δ|I|F (m◦, J◦) + c′(ε+ τ) ,

for a c′ <∞, where at last we used Proposition 3.8.11 and that fhom is Lipschitz on K̃.

For every given η′ > 0, the energy bound (3.95b) then follows choosing τ, δ > 0 small enough.

Step 4: Measures comparison. We have seen in (3.77) that Lemma 3.7.8 implies

‖ιεm∗ − ιεm̂‖KR([0,T ]×Td) .M(τ +
√
λ+ δ) +m◦(XQ)δ ,

where we also used that mass preservation of the gluing operator, see Remark 3.8.6. For
every η′ > 0, the distance bound (3.95a) can be then obtained choosing τ , λ, δ sufficiently
small.

3As before, it’s an application of these lemmas on Zd
ε (corresponding to V = {v}).
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3.8.3 Proof of the Γ-limsup inequality
This subsection is devoted to the proof of the Γ-limsup inequality in Theorem 3.5.1. First we
formulate the existence of a recovery sequence in the smooth case.

Proposition 3.8.23 (Existence of a recovery sequence, smooth case). Fix I = (a, b), a < b,
η > 0, and set Iη := (a−η, b+η). Let (µ,ν) ∈ CEIη be a solution to the continuity equation
with smooth densities (ρt, jt)t∈Iη and such that

AIηhom(µ,ν) <∞ and
{(
ρt(x), jt(x)

)
: (t, x) ∈ Iη × Td

}
b D(fhom)◦ . (3.108)

Then there exists a sequence of curves (mε
t)t∈I ⊆ RXε+ such that ιεmε → µ|I×Td weakly in

M+(I × Td) as ε→ 0 and

lim sup
ε→0

AIε (mε) ≤ AIηhom(µ,ν) + Cη|I|
(
µ0(Td) + 1

)
, (3.109)

for some C <∞.

Proof. We write KRI := KR(I × Td). Let (µ,ν) ∈ CEIη be smooth curves of measures
satisfying the assumptions (3.108). Let (m̂, Ĵ) be the gluing of a measurable family of optimal
microstructure associated with (µ,ν), for every ε > 0. For every η′ > 0, Proposition 3.8.14
yields the existence of (mη′ ,Jη′) ∈ CEIε , a constant Cη′ , and ε0 = ε0(η′) depending on η′ such
that

‖ιε(mη′ − m̂)‖KRI ≤ η′ , Aε(mη′ ,Jη′) ≤ Ahom(µ,ν) + η′ + εCη′ ,

for every ε ≤ ε0.

Using Remark (3.8.6), in particular (3.86), and that (mη′ ,Jη′) ∈ CEIε , we infer

‖ιε(mη′)− µ‖KRI ≤ η′ + µ(I × Td)εd , Aε(mη′) ≤ Ahom(µ,ν) + η′ + εCη′ .

for every ε ≤ ε0. Therefore, we can find a diagunal sequence η′ = η′(ε)→ 0 as ε→ 0 such
that, if we set mε := mη′(ε), we obtain

lim
ε→0
‖ιε(mε)− µ‖KRI = 0 ,

lim sup
ε→0

AIε (mε) ≤ AIhom(µ,ν) ≤ AIηhom(µ,ν) + Cη|I|(µ0(Td) + 1) ,

where at last we used the growth condition (3.21).

In order to apply Proposition 3.8.23 for the existence of the recovery sequence in Theorem
3.5.1 we prove that the set of solutions to the continuity equation (3.23) with smooth densities
are dense-in-energy for AIhom.

Definition 3.8.24 (Affine change of variable in time). Fix I = (a, b). For any η > 0, we
consider the unique bijective increasing affine map Sη : I → (a − 2η, b + 2η). For every
interval Ĩ ⊆ I and every vector-valued measure ξ ∈ Mn(Ĩ × Td), n ∈ N, we define the
changed-variable measure

Sη[ξ] ∈Mn(Sη(Ĩ)× Td) , Sη[ξ] := |I|+ 4η
|I|

(
Sη, id

)
#
ξ . (3.110)
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3.8. Proof of the Γ-limsup inequality

Remark 3.8.25 (Properties of Sη). The scaling factor of Sη[ξ] is chosen so that if ξ � L d+1,
then Sη[ξ]� L d+1 and we have for (t, x) ∈ Sη(Ĩ)× Td the equality of densities

dSη[ξ]
dL d+1 (t, x) = dξ

dL d+1 ((Sη)−1(t), x). (3.111)

Moreover, if (µ,ν) ∈ CEI then
(
|I|+4η
|I| Sη[µ], Sη[ν]

)
∈ CESη(I).

We are ready to state and prove the last result of this section.

Proposition 3.8.26 (Smooth approximation of finite energy solutions to CEI). Fix I := (a, b)
and fix (µ,ν) ∈ CEI with Ahom(µ,ν) <∞. Then there exists a sequence {ηk}k ⊂ R+ such
that ηk → 0 as k →∞ and measures (µk,νk) ∈ CEIk for Ik := (a− ηk, b+ ηk) so that as
k →∞

(µk,νk)→ (µ,ν) weakly inM+
(
I × Td

)
×Md

(
I × Td

)
, (3.112)

dµk

dL d+1 ∈ C
∞
b

(
Ik × Td

)
,

dνk

dL d+1 ∈ C
∞
b

(
Ik × Td;Rd

)
, (3.113)

and such that the following energy bound holds true:

lim sup
k→∞

AIkhom(µk,νk) ≤ AIhom(µ,ν). (3.114)

Moreover, for any given k ∈ N we have the inclusion{( dµk

dL d+1 (t, x), dνk

dL d+1 (t, x)
)

: (t, x) ∈ Ik × Td
}
b (D fhom)◦. (3.115)

Proof. Without loss of generality we can assume fhom ≥ 0, if not we simply consider g(ρ, j) =
fhom(ρ, j)+Cρ+C for C ∈ R+ as in Lemma 3.3.14. For simplicity, we also assume I := (0, T ),
the extension to a generic interval is straightforward.

Fix (µ,ν) ∈ CET with Ahom(µ,ν) <∞.

Step 1: regularisation. The first step is to regularise in time and space. To do so, we consider
two sequences of smooth mollifiers φk1 : R→ R+, φk2 : Td → R for k ∈ N of integral 1, where
suppφk1 = [−αk, αk], suppφk2 = B 1

k
(0) ⊂ Td with αk → 0 as k →∞ to be suitably chosen.

We then set φk : R× Td → R+ as φk(t, x) := φk1(t)φk2(x).

We define space-time regular solutions to the continuity equation as

(µ̃k, ν̃k) := φk ∗ (µ,ν) ∈ CE(αk,T−αk) ,

(µ̂k, ν̂k) :=
(
T + 4ηk

T
Sηk [µ̃k], Sηk [ν̃k]

)
∈ CEIk ,

where Ik := Sηk
(
(αk, T − αk)

)
. Note that the mollified measures are defined only We choose

αk := Tηk
T+4ηk

, so that Ik = (−ηk, T + ηk).

Finally, for (ρ◦, j◦) as given in (3.38), we define

(µk,νk) := (1− δk)(µ̂k, ν̂k) + δk(ρ◦, j◦)L d+1 ∈ CEIk , (3.116)
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3. Dynamical transport problems on periodic graphs

for some suitable choice of ηk, δk → 0.

Step 2: Properties of the regularised measures. First of all, we observe that (µk,νk)� L d+1

with smooth densities for every k ∈ N, so that (3.113) is satisfied. Secondly, the convergence
(3.112) easily follows by the properties of the mollifiers and the fact that Sη → id uniformly in
(0, T ) as η → 0.

Moreover, we note that for t > 0, using that µt(Td) is constant on (0, T ) one gets

sup
t∈(αk,T−αk)

∥∥∥∥ dµ̃kt
dx

∥∥∥∥
∞
≤ ‖φk2‖∞µ

(
(0, T )× Td

)
=: Ck < +∞,

∥∥∥∥ dν̃k

dL d+1

∥∥∥∥
∞
≤ ‖φk‖∞|ν|

(
(0, T )× Td

)
<∞ ,

(3.117)

and thanks to (3.111) an analogous uniform estimate holds true for (µ̂k, ν̂k) too. We
can then apply Lemma B.3.1 and find convex compact sets Kk ⊂ (D fhom)◦ such that{( dµk

dL d+1 (·), dνk

dL d+1 (·)
)}
⊂ Kk, so that (3.115) follows.

Additionally, pick θ > 0 such that B◦ := B((ρ◦, j◦), θ) ⊂ (D fhom)◦. From (3.111), if one sets
Sk := Sηk , we see that

( dµk

dL d+1 ,
dνk

dL d+1

)
(t, x) = (1− δk)

( dµ̃k

dL d+1 ,
dν̃k

dL d+1

)
(S−1

k (t), x) + δk(ρ̃kt (x), j◦)
(3.118)

for t ∈ Ik and x ∈ Td, where the functions ρ̃k are given by

ρ̃kt (x) := ρ◦ + 1− δk
δk

2ηk
dµ̃k

dL d+1 (S−1
k (t), x).

We choose δk such that θδk > 2ηkCk and from (3.117) we get that

(ρ̃kt (x), j◦) ∈ B◦ , ∀t ∈ Ik , x ∈ Td , k ∈ N . (3.119)

For example we can pick ηk := (4kCk)−1 and θδk = k−1, both going to zero when k → +∞.

Step 3: energy estimation. As the next step we show that

A(αk,T−αk)
hom

(
µ̃k, ν̃k

)
≤ AT

hom(µ,ν), ∀k ∈ N . (3.120)

One can prove (3.120) using e.g. the fact [BF91] that for every interval I the energy AIhom is
the relaxation of the functional

(µ,ν) 7→


�
I×Td

fhom

(
dµ

dL d+1 ,
dν

dL d+1

)
dL d+1, if (µ,ν)� dL d+1,

+∞, otherwise ,

for which (3.120) follows from the convexity and nonnegativity of fhom and the properties of
the mollifiers φk.
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We shall then estimate the energy of (µk,νk). From (3.118) and (3.119), using the convexity
of fhom and the definition of the map Sη, we obtain

AIkhom(µk,νk)− (1 + 2ηk)δk sup
B◦

fhom

≤ (1− δk)
�

Ik×Td

fhom

( dµ̃k

dL d+1 (S−1
k (t), x), dν̃k

dL d+1 (S−1
k (t), x)

)
dL d+1

≤ (1− δk)(1 + 4ηk)A(αk,T−αk)
hom (µ̃k, ν̃k) ≤ (1− δk)(1 + 4ηk)AT

hom(µ,ν) ,

where in the last inequality we used (3.120). Taking the limsup in k →∞

lim sup
k→+∞

AIkhom(µk,νk) ≤ AT
hom(µ,ν) (3.121)

which concludes the proof of (3.114).

Now we are ready to prove the Γ-limsup inequality (3.44) in Theorem 3.5.1.

Proof of Theorem 3.5.1 (limsup inequality). Fix µ ∈M+
(
I×Td

)
. By definition of AIhom(µ),

it suffices to prove that for every ν ∈Md(I ×Td) such that (µ,ν) ∈ CET and AIhom(µ,ν) <
+∞, we can find mε : I → RXε+ such that ιεmε → µ weakly in M+(I × Td) and
lim supεAIε (mε) ≤ AIhom(µ,ν).

For any such (µ,ν), we apply Proposition 3.8.26 and find a smooth sequence (µk,νk)k ∈
CEI(k) where I(k) = (−ηk, T + ηk), where ηk → 0 and such that (3.114) and (3.115) hold
with (µk,νk)→ (µ,ν) weakly inM+(I × Td)×Md(I × Td) as k → +∞. In particular

sup
k∈N

sup
t∈I

µkt (Td) = sup
k∈N

µk0(Td) <∞ . (3.122)

Hence we can apply Proposition 3.8.23 and find mε,k ∈M+(I × Td) such that ιεmε,k → µk

weakly inM+(I × Td) and for each k ∈ N,

lim sup
ε→0

AIε (mε,k) ≤ AI(k)
hom(µk,νk) + Cηk|I|

(
µk0(Td) + 1

)
. (3.123)

We conclude by extracting a subsequence mε := mε,k(ε) such that ιεmε → µ weakly in
M+(I × Td) as ε→ 0 and from (3.122), (3.123), (3.114) we have

lim sup
ε→0

AIε (mε) ≤ AIhom(µ,ν) ,

which concludes the proof.

3.9 Analysis of the cell-problem
In the last section of this work, we discuss some properties of the limit functional Ahom and
analyse examples where explicit computations can be performed. For ρ ∈ R+ and j ∈ Rd,
recall that

fhom(ρ, j) := inf
{
F (m, J) : (m, J) ∈ Rep(ρ, j)

}
,
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where Rep(ρ, j) denotes the set of representatives of (ρ, j), i.e., all Zd-periodic functions
m ∈ RX+ and J ∈ REa satisfying

∑
x∈XQ

m(x) = ρ, Eff(J) = 1
2

∑
(x,y)∈EQ

J(x, y)(yz − xz) = j, and div J ≡ 0.

Invariance by rescaling. We start with an invariance property of the cell-problem. Fix a
Zd-periodic graph (X , E) as defined in Assumption 3.2.1. For every ε > 0, we consider the
corresponding rescaled graph (Xε, Eε). Using the fact that Tdε ⊂ Td and keeping in mind the
considerations in Remark 3.2.2, the rescaled graph corresponds to a Zd-periodic graph (X̃ , Ẽ),
where the corresponding Ṽ is identified with the points of Tdε.

We are thus considering the rescaled graph as a new initial graph, with a new cost function
F̃ := Fε. Denote by f̃hom the corresponding limit density. In view of our convergence result,
we then expect the corresponding cell-formula to be invariant, namely fhom = f̃hom. This is
indeed the case, as we are going to see, and it is a consequence of the convexity of F .

One inequality follows from the natural inclusion of representatives

Rep(ρ) ↪→ εdR̃ep(ρ), Rep(j) ↪→ εd−1R̃ep(j) , (3.124)

which is obtained as m̃ := εd(τ 0
ε )−1(m) and J̃ := εd−1(τ 0

ε )−1(J), for every (m, J) ∈ Rep(ρ, j)
(note that the inverse of τ 0

ε is well-defined on Zd-periodic maps). In particular we have∑
x∈X̃Q

m̃(x) =
∑
x∈XQ

m(x) = ρ, Eff(J̃) = Eff(J), F̃ (m̃, J̃) = F (m, J) ,

which implies fhom ≥ f̃hom.

The opposite inequality is where the convexity of F comes into play. Pick any (m̃, J̃) ∈ R̃ep(ρ, j).
A first attempt to define a couple in Rep(ρ, j) would be to consider the inverse map of what
we did in (3.124), but this would not give us Zd-periodic maps (but only 1

ε
Zd-periodic). What

we can do is to consider a convex combination of such values. Precisely, we define

m(x) := εd
∑
z∈Zdε

τ zε m̃(x)
εd

, J(x, y) := εd
∑
z∈Zdε

τ zε J̃(x, y)
εd−1 , ∀(x, y) ∈ XQ .

It is not difficult to see that (m, J) ∈ Rep(ρ, j) (by linearity of the constraints) and using the
convexity of F we obtain

F (m, J) = F

(
εd
∑
z∈Zdε

(
τ zε m̃

εd
,
τ zε J̃

εd−1

))
≤
∑
z∈Zdε

εdF

(
τ zεm

εd
,
τ zε J

εd−1

)
= F̃ (m̃, J̃) ,

which in particular proves fhom ≤ f̃hom.

The simplest case: V = {v} and nearest-neighbor interaction. The easiest example
we can consider is the one where the set V consists of only one element v ∈ V . In other
words, we focus on the case when X ' Zd and thus Xε ' Zdε. We also consider the graph
structure defined via the nearest-neighbor interaction, meaning that E consists of the elements
of (x, y) ∈ Zd × Zd such that |x− y|∞ = 1.
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In this setting, we can identify XQ ' V (in particular it consists of only one element) and
EQ ' {(v, v ± ei) : i = 1, . . . , d} of cardinality 2d. In particular, for every ρ ∈ R+, j ∈ Rd,
the set Rep(ρ, j) consists of only one element (m, J) given by

m(x) = ρ, J(v, v ± ei) = ±ji, ∀(x, y) ∈ E , i = 1, . . . , d .

Consequently, the limit problem is explicitly computable as fhom(ρ, j) = F (m, J).

For example, if F is edge-based (Remark 3.2.5) with edge-energies {Fxy}, then we obtain

fhom(ρ, j) = 2
d∑
i=1

Fxy(ρ, ρ, ji) , ∀ρ ∈ R+, j ∈ Rd .

In the even more special case of the discretised p-Wasserstein distances as described in (3.16),
using the properties of the mean Λ, we end up with

fhom(ρ, j) = 1
p

|j|pp
ρp−1 , ∀ρ ∈ R+, j ∈ Rd ,

which correspond to the p-Wasserstein distance with underlined metric given by the `p-distance
| · |p. The case p = 2 corresponds to the framework studied in [GM13].

As we are going to discuss in the last section, this is just a special situation of a more general
framework, which is the one of isotropic finite-volume partition of Td.

Finite-volume partitions of Td. The next class of examples are the graph structures
associated with Zd-periodic finite volume partitions (FVPs) T̃ of Rd.

Figure 3.6: A Z2-periodic finite volume partition of R2. In red, the unitary cube [0, 1]2 ⊂ R2.
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Definition 3.9.1 (Finite-volume on Td). A Zd-periodic finite-volume partitions T̃ of Rd is a
locally finite family of points x ∈ X̃ and convex sets Kx ⊂ Rd

T̃ :=
{

(x,Kx) :
⋃
·

x∈X
Kx = Rd, x ∈ Kx

}

which satisfies the following properties:

(i) T̃ is Zd-periodic, i.e. (x+ z,Kx + z) ∈ T̃ , for every (x,Kx) ∈ T , z ∈ Zd.

(ii) T̃ is admissible, i.e. y − x ⊥ ∂Kx ∩ ∂Ky for any neighbouring cells, thus satisfying
H d−1(∂Kx ∩ ∂Ky) 6= 0.

A finite-volume partition T on Td = Rd/Zd is obtained from any Zd-periodic FVP of Rd T̃ by
taking the quotient by the action of Zd. We set X := X̃ /Zd ⊂ Td.

For any Zd-periodic finite volume partition on Rd, we can associate the embedded Zd-periodic
graph (X , E) where the edges E are given by every (x, y) such that H d−1(∂Kx ∩ ∂Ky) 6= 0.
In this case we write the usual notation y ∼ x.

Throughout the whole section, we use the notation

π(x) := L d(Kx), dxy := |y − x|, τxy := y − x
dxy

∈ Sd−1,

|(x|y)| := H d−1(∂Kx ∩ ∂Ky), ωxy := |(x|y)|
dxy

,

for x, y ∈ X .

Geometric expression for the effective flux in embedded graphs
If (X , E) is an embedded Zd-periodic graph in Rd in the sense of Remark 3.2.2, it is possible
to give an equivalent geometric definition of the effective flux. We thus consider the situation
where V is a subset of [0, 1)d and use the identification (z, v) ≡ z + v, so that X can be
identified with a Zd-periodic subset of Rd. Let us define

Effgeo(J) := 1
2

∑
(x,y)∈EQ

J(x, y)
(
y − x

)
.

Note that we simply replaced yz − xz by y − x in the definition of Eff(J). Remarkably, the
following result shows that Effgeo(J) = Eff(J) for any periodic divergence-free vector field
J . In particular, Effgeo(J) does not depend on the choice of the embedding into Rd. As a
consequence, one can equivalently define Rep(j), and hence the renormalised energy density
fhom(ρ, j), in terms of Effgeo(J) instead of Eff(J).

Proposition 3.9.2. For every periodic and divergence-free vector field J ∈ REa we have
Eff(J) = Effgeo(J).

Proof. Without loss of generality we assume that XQ ⊆ (0, 1)d. The general case then follows
by continuity.
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Fix a vertex x0 ∈ XQ. For t > 0 sufficiently small and v ∈ Rd, consider the modified embedded
Zd-periodic graph (X (t), E(t)) in Rd obtained from X by shifting the nodes x0 +Zd by tv ∈ Rd,
i.e., we consider the shifted nodes x0(t) + Zd := x0 + tv + Zd (and with them, the associated
edges).

Let J ∈ REa ' RE(t)
a be a Zd-periodic divergence-free discrete vector field and consider the

corresponding effective fluxes

Effgeo(t, J) := 1
2

∑
(x,y)∈EQ(t)

J(x, y)
(
y − x

)

for t > 0 small enough. As J is periodic and divergence-free, we have

2 d
dt

∣∣∣∣∣
t=0

Effgeo(t, J) =
∑

x:(x,x0)∈EQ
J(x, x0)v −

∑
y:(x0,y)∈EQ

J(x0, y)v

= −
∑
y∼x0

J(x0, y)v +
∑
z∈Zd

∑
y∈XQ, y∼x0+z

J(y, x0 + z)v

J per.= − div J(x0)v +
∑
z∈Zd

∑
y∈XQ, y−z∼x0

J(y − z, x0)v

= − div J(x0)v +
∑
y′∼x0

J(y′, x0)v = −2 div J(x0)v = 0,

hence t 7→ Effgeo(t, J) is constant. It readily follows that Effgeo(J) does not depend on the
position of the embedded vertices. We also obtain the sought equality Eff(J) = Effgeo(J), as
Eff(J) corresponds to the limiting case where all the elements of V “collapse” into a single
point of [0, 1)d.

A natural class of energies to consider are the edge-based ones given by

Ff (m, J) := 1
2

∑
(x,y)∈XQ

1
ωxy

f(r̂xy, J(x, y)), where r̂xy := Λ
(
m(x)
π(x) ,

m(y)
π(y)

)
, (3.125)

where {Λxy}xy is a family of admissible means (in the sense of [GKM20, Definition 2.2]) and
f : R+ × R → R ∪ {∞} is a convex, lower-semicontinuous function such that Ff satisfies
Assumption 3.2.3.

Example 3.9.3. In many interesting examples, the energy f is chosen of the particular form

fm
ψ (r, J) := m(r)ψ

( 2J
m(r)

)
,

ψ : R→ [0,∞], ψ convex, ψ(0) = 0,
m : R+ → [0,+∞), m concave, non-decreasing .

(3.126)

The discretised p-Wasserstein distances (3.16) are a special, p-homogeneous subcase of this.
An interesting, different choice for ψ would be to consider ψ(J) = cosh(J) − 1, which has
been studied in [MPR14] in connection to the theory of Large Deviations in the setting of
discrete Markov chains.

The framework of finite-volume partitions of euclidean domains have been extensively studied
in [GKM20], in the special case of discretisation of the 2-Wasserstein distance on convex and
bounded domains of Rd.
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3. Dynamical transport problems on periodic graphs

It has been showed in [GKM20] that the limit of the discrete distances Wε (in the Gromow-
Hausdorff sense) as ε→ 0 coincides with the 2-Wasserstein distance W2 on P(Td) if and only
if an asymptotic local isotropy condition is satisfied.

The goal of this section is to discuss the role of isotropy in the periodic setting. In this
framework, we have an easy equivalent way to formulate such a condition.

Definition 3.9.4. (Isotropic meshes) Given a Zd-periodic finite volume partition T on Rd, we
say the isotropy condition holds with parameters {λxy}x,y∈X whenever∑

y∼x
λxydxy|(x|y)|τxy ⊗ τxy = π(x)Id, ∀x ∈ X (3.127)

where λxy + λyx = 1 for every (x, y) ∈ E .

It is possible to show that the previous definition is equivalent, in the periodic setting, to the
asymptotic condition introduced in [GKM20], see [GKMP20] for a proof of this fact in the
one-dimensional case.

Let us start with the simpler one-dimensional picture, that is d = 1.

The one-dimensional case: We consider the graph structure (X , E) associated with a finite-
volume partition of the circle T1 = S1 with energy of the form Ff , as introduced in (3.125).
In the special case of d = 1, we can identify EQ with a set of indexes i = 1, . . . ,M , where M
is the cardinality of XQ. We can write the energy in the form

Ff (m, J) = 1
2

M∑
i=1

di
(
f(r̂i, Ji,i+1) + f(r̂i,−Ji,i+1)

)
,

where riπi = mi and r̂i = Λ(ri, ri+1). In the one-dimensional case, the cell-formula drastically
simplifies. In particular, for every j ∈ R, the set Eff(j) only consists of constant vector fields,
i.e. satisfying Ji,i+1 = −Ji+1,i = j, for every i = 1, . . . ,M . Hence the limit problem can be
equivalently recast as

fhom(ρ, j) = inf
{

1
2

M∑
i=1

di
(
f(r̂i, j) + f(r̂i,−j)

)
:

M∑
i=1

riπi = ρ , rM+1 := r1

}
.

This problem can be explicitly solved under some additional geometric assumptions.

Definition 3.9.5. A family of means {Λxy}xy are adapted to {λxy}xy ⊂ [0, 1] when

Λxy(a, b) = Λyx(b, a), Λxy(a, b) ≤ λxya+ λyxb

for any (x, y) ∈ E , a, b ∈ R+. Moreover we assume λxy = 1− λyx ∈ [0, 1].

Remark 3.9.6. Each continuously differentiable mean Λ is λ-balanced for exactly one value of
λ ∈ [0, 1], namely

λ = ∂1Λ(1, 1) . (3.128)

We claim that under the additional assumption that {Λxy}xy are adapted to {λxy}xy and the
mesh is isotropic with same parameters (in the sense of Definition 3.9.4), then we have

fhom(ρ, j) = 1
2
(
f(ρ, j) + f(ρ,−j)

)
, ∀ρ, j ∈ R+ × R ,
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3.9. Analysis of the cell-problem

for every f which is not increasing in the first variable.

The key observation is that ∑M
i=1 di = |S1| = 1. Using the trivial competitor ri ≡ ρ, we obtain

the upper bound (note that no isotropy is needed for this step). To obtain the lower bound,
we first observe that, by adaptedness of Λ and the isotropy4 of the mesh, we have:

M∑
i=1

dir̂i ≤
M∑
i=1

di
(
λi,i+1ri + λi+1,iri+1

)
=

M∑
i=1

ri
(
diλi,i+1 + di−1λi,i−1

)
=

M∑
i=1

riπi = ρ ,

for every competitor m = πr ∈ Rep(ρ). We can then apply this bound, together with the
convexity of f and its monotonicity to show that

M∑
i=1

di
(
f(r̂i, j) + f(r̂i,−j)

)
≥ f

( M∑
i=1

dir̂i, j
)

+ f
( M∑
i=1

dir̂i,−j
)
≥
(
f(ρ, j) + f(ρ,−j)

)
,

for every competitor m = πr ∈ Rep(ρ), which concludes the proof of the claim.

Arbitary dimension, quadratic energies. Finally, we discuss a particular class of energies
associated to finite-volume partitions in arbitrary dimension. We focus on quadratic energies,
where f in (3.125) is of the form

fm(ρ,J) =


|J |2
m(ρ) if ρ > 0,
0 if ρ = 0 = J,

+∞ otherwise
(3.129)

where m : R+ → R+ is a concave, non-decreasing mobility function. They represent the
discrete counterparts of generalised Wasserstein distances, as introduced in [DNS09], given by

W2
m(µ0, µ1) := inf {Am(µ,ν) : (µ,ν) ∈ CE(µ0, µ1)} = MAm(µ0, µ1) ,

where Am is the continuous energy functional associated with fm, as in Definition 3.3.10.

The linear mobility case m(ρ) = ρ corresponds to the study of the discrete energies as introduced
in [GKM20], where the authors deal with the limit behaviour as ε → 0 of the associated
Riemannian distances on P(Xε) defined via the minimisation

Wε(m0,m1) := inf
{
Am
ε (m,J) : (m,J) ∈ CEε(m0,m1)

}
=MAm

ε (m0,m1) ,

although the authors do not work in a periodic setting, but rather with general convex and
bounded domains of Rd.

In this final section of our work, we apply the homogenisation result Theorem 3.5.1 and show
that the isotropy condition (3.9.4) is equivalent to the fact that the discrete energies Am

ε

converge to the continuous ones Am, namely that fm
hom(ρ, j) = fm(ρ, |j|) (coherently with

what shown in [GKM20] in the linear mobility case). We start by showing that, regardless of
any additional condition, the limit density is always smaller than fm.

Lemma 3.9.7. Consider the periodic graph structure of (Xε, Eε) induced by a finite volume
partition T and let Am

ε be the quadratic energies associated to fm as defined in (3.129). Let
fm

hom be corresponding limit density as ε→ 0 as given by Theorem 3.5.1. Then we have

fm
hom(r, j) ≤ fm(r, |j|), ∀r > 0, j ∈ Rd.

4In d = 1, it means πi = diλi,i+1 + di−1λi,i−1, for every i = 1, . . . ,M , see [GKMP20, Definition 4.3].

115



3. Dynamical transport problems on periodic graphs

Proof. Pick any j ∈ Rd and define the discrete vector field J∗ as

J∗(x, y) := 〈j, τxy|(x|y)|〉, x, y ∈ X . (3.130)

We claim that such a vector field is a competitor for the cell problem fm
hom(r, j). Indeed, for

any x ∈ X

∑
y∼x

J∗(x, y) =
〈
j,
∑
y∼x

τxy|(x|y)|
〉

=
〈
j,

�
∂Kx

νext dH d−1
〉

= 0 (3.131)

where in the last step we used Stokes’ theorem. This shows that J∗ is divergence-free. We
now compute the effective flux of J∗ is given by j. By definition of J∗

Eff(J∗) = 1
2

∑
(x,y)∈EQ

J∗(x, y)(y − x) =
1

2
∑

(x,y)∈EQ
dxy|(x|y)|τxy ⊗ τxy

 j = j , (3.132)

where we used the fact that
1
2

∑
(x,y)∈EQ

dxy|(x|y)|τxy ⊗ τxy = Id. (3.133)

This can be proved, in the periodic setting, in the same way as in [GKM20, Lemma 5.4].

Finally, we prove the theorem choosing as competitors

m(x) = m∗(x) := rπx, J(x, y) = J∗(x, y). (3.134)

A direct computation shows

2Ffm(m∗, J∗) = 1
m(r)

∑
(x,y)∈EQ

dxy|J∗(x, y)|2

|(x|y)|

= 1
m(r)

∑
(x,y)∈EQ

dxy|(x|y)| |〈j, τxy〉|2

= 1
m(r)

〈 ∑
(x,y)∈EQ

dxy|(x|y)|τxy ⊗ τxy

 j, j〉

= 2|j|2

m(r) ,

where we used (3.133) once again. This ends the proof.

Next, we show that (m∗, J∗) as defined in (3.134) is an optimal competitor if and only if the
isotropy condition holds, in particular condition (3.9.4) is equivalent to Am

hom = Am.

Theorem 3.9.8 (Isotropy is equivalent to fm
hom = fm). Let {Λxy}xy be a family of means that

are adapted to {λxy}xy. Consider fm
hom, fm as before.

1. If T satisfies the isotropy condition with parameters {λxy}, then fm
hom = fm.

2. Assume that each mean Λxy and m are continuously differentiable. If fm
hom = fm, then

T satisfies the isotropy condition with parameters {λxy}.
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3.9. Analysis of the cell-problem

Proof of (1). By homogeneity, it is enough to consider j ∈ Sd−1, and to show that (m∗, J∗)
as defined in (3.134) is a minimizer for the cell problem fm

hom(r, j). We introduce the constraint
functions g1 : RX → R+, g2 : RE → RX × Rd given by

g1(m) =
∑
x∈X

m(x), g2(J) =
(

div J,Eff(J)
)
.

Using these notations, the cell problem reads

fm
hom(r, j) = inf

(m,J)

{
Fm(m, J) : g1(m) = r, g2(J) = (0, j)

}
,

for Fm := Ffm as defined in (3.125). Note that the minimisation is described by two linear
constraints in m and J which depend on just one of the two variables. Therefore by convexity
of Fm, to show (1) it is enough to prove stationarity of (m∗, J∗) along the two corresponding
affine subspaces.

Step 1 : let m be such that g1(m) = r. Note that (3.133) implies

1
2

∑
(x,y)∈EQ

dxy|(x|y)| |〈j, τxy〉|2 = 1, j ∈ Sd−1 , (3.135)

whereas the very definition of J∗ (3.130) shows that

|J∗(x, y)| = |(x|y)| |〈j, τxy〉| , ∀x, y ∈ T .

These equations, together with the weighted arithmetic-harmonic mean inequality, the adapt-
edness, the monotonicity of m, and the isotropy condition, gives us the lower bound

Fm(m, J∗) = 1
2

∑
(x,y)∈EQ

dxy|(x|y)| |〈j, τxy〉|2
1

m ◦ Λxy(r(x), r(y))

≥

 ∑
(x,y)∈EQ

dxy|(x|y)| |〈j, τxy〉|2 m ◦ Λxy(r(x), r(y))
−1

≥

 ∑
(x,y)∈EQ

dxy|(x|y)| |〈j, τxy〉|2 m (λxyr(x) + λyxr(y))
−1

≥
[
m

(∑
x∈X

r(x)
∑
y∼x

λxydxy|(x|y)| |〈j, τxy〉|2
)]−1

=
[
m

(∑
x∈X

r(x)π(x)
)]−1

= 1
m(r) = Fm(m∗, J∗) ,

where we used the notation m(x) = r(x)π(x), so that r denotes the density of m with respect
to π. In the last inequality we also used (3.135) and the concavity of m.

Step 2 : consider the following minimization problem

min
J

Fm(m∗, J) = 1
2

∑
(x,y)∈EQ

µxy|J(x, y)|2 : g2(J) = (0, j)

 ,
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3. Dynamical transport problems on periodic graphs

where we set µxy = dxy(m(r)|(x|y)|)−1 and let J0 be the corresponding minimizer. We claim
that J0 = J∗. To prove it, observe that the minimizer J0 must satisfy

µxyJ0(x, y) = λ0(x) +
d∑
i=1

λi〈y − x, ∂i〉 = λ0(x) +
〈
y − x,

d∑
i=1

λi∂i

〉
,

for some Lagrangian multipliers λ0 ∈ RX , λ1, ..., λd ∈ R, where ∂i just denotes the i-th element
of the canonical basis of Rd. In particular one can equivalently express the latter equation as
follows

J0(x, y) = λ0(x)
µxy

+ 〈τxy|(x|y)|, w0〉 , w0 =
d∑
i=1

rλi∂i.

In other words, J0 is a perturbation of the divergence-free vector field 〈τxy|(x|y)|, w0〉 (basically
of J∗ where the ∗ is made with respect to w0) which is divergence-free itself, as shown in
(3.131). This forces λ0 ≡ 0. Finally, using (3.133) as in (3.132), we see that g2(J0) = (0, j),
which implies w0 = j, thus J0 = J∗.

We then just proved that Fm(m∗, J) ≥ Fm(m∗, J∗) for any J such that g2(J) = (0, j), which
ends the proof of (1).

Proof of (2). By hypothesis, for any j ∈ Sd−1 the optimal competitor for the cell problem is
given by (m∗, J∗) as defined in (3.130), (3.134), which means

fm
hom(r, j) = Fm(m∗, J∗), ∀j ∈ Sd−1.

For any x ∼ y, let us consider the following variation of m∗, given by

mα(s) = m∗(s) + αδx(s)− αδy(s), s ∈ X .

Clearly mα is an admissible competitor for α small enough and by optimality

Fm(m∗, J∗) ≤ Fm(mα, J
∗), ∀α << 1, ∀x ∼ y .

In particular, we infer
∂

∂α

∣∣∣∣
α=0

Fm(mα, J
∗) = 0 . (3.136)

In order to simplify a bit the notation, we set εxy := dxy|(x|y)| |〈j, τxy〉|2 so that

Fm(mα, J
∗) =

1
2

 ∑
s∼x, s 6=y

εxs

m ◦ Λxs

(
r + α

πx
, r
) +

∑
s∼y, s 6=x

εys

m ◦ Λys

(
r − α

πy
, r
) + εxy

m ◦ Λxy

(
r + α

πx
, r − α

πy

)


+ terms independent of α.

Assuming that Λxs is smooth, the adaptness and the homogeneity of the means yield

∂2Λsx(r, r) = ∂1Λxs(r, r) = ∂1Λxs(1, 1) = λxs, ∀r ≥ 0, ∀x, s ∈ X .

A straightforward computation then shows

∂

∂α

∣∣∣∣
α=0

Fm(mα, J
∗) = m′(r)

m2(r)
(
Ay − Ax

)
,
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3.9. Analysis of the cell-problem

where
Ax :=

∑
s∼x

εxs
πx
λxs .

Reasoning as above for every x ∼ y, we deduce from the optimality conditions (3.136) that
there must exist a β ∈ R+ such that Ax = β for all x ∈ X . In particular, this means that∑

s∼x
λxsdxs|(x|s)|τxs ⊗ τxs(j, j) = πxβ, ∀x ∈ X , ∀j ∈ Sd−1.

We conclude once again thanks to (3.133) which implies β = 1 (and hence the isotropy
condition).
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3. Dynamical transport problems on periodic graphs

3.10 Notation
For the convenience of the reader we collect some notation used in this paper.
A◦ topological interior of a set A
D(F ) domain of a functional F : D(F ) = {x ∈ X : F (x) <∞}.
I bounded open time interval.
Md(A) the space of finite Rd-valued Radon measures on A.
M+(A) the space of finite (positive) Radon measures on A.
XQ the set of all x ∈ X with xz = 0.
EQ the set of all (x, y) ∈ E with xz = 0.
REa the set of anti-symmetric real functions on E .
Tdε, Zdε the discrete torus of mesh size ε > 0: Tdε = (εZ/Z)d = εZdε.
Eff(J) the effective flux of J : Eff(J) = 1

2
∑

(x,y)∈EQ J(x, y)(yz − xz).
Rep(ρ) the set of representatives of ρ ∈ R+, i.e, all m ∈ RX+ s.t. ∑x∈XQm(x) = ρ.
Rep(j) the set of representatives of j ∈ Rd, i.e, all J ∈ REa divergence-free and s.t.

1
2
∑

(x,y)∈XQ J(x, y)(yz − xz) = j.
Rep(ρ, j) the set of representatives of ρ ∈ R+, j ∈ Rd: Rep(ρ, j) = Rep(ρ)× Rep(j).
Qz
ε the cube of size ε > 0 centered in εz ∈ Td: for z ∈ Zdε, Qz

ε := [0, ε)d + εz.
S z̄ shift operator: S z̄ε : X → X , S z̄ε (x) = (z̄ + z, v) for x = (z, v) ∈ X .

shift operator: S z̄ε : E → E , S z̄ε (x, y) :=
(
S z̄ε (x), S z̄ε (y)

)
for (x, y) ∈ Eε

σz σz̄εψ : Xε → R, (σz̄εψ)(x) := ψ(S z̄ε (x)) for x ∈ Xε .
σz̄εJ : Eε → R, (σz̄εJ)(x, y) := J(S z̄ε (x, y)) for (x, y) ∈ Eε .

T z̄ε rescaling operator: T z̄ε : X → Xε: T z̄ε (x) = (ε(z̄ + z), v) for x = (z, v) ∈ X .
τ zε τ z̄εψ : X → R,

(
τ z̄εψ

)
(x) := ψ

(
T z̄ε (x)

)
for x ∈ X .

τ z̄ε J : E → R,
(
τ z̄ε J

)
(x, y) := J

(
T z̄ε (x), T z̄ε (y)

)
for (x, y) ∈ E .

CE discrete continuity equation: (m,J) ∈ CE iff ∂tmt + div J = 0 on (X , E).
CE continuous continuity equation: (µ,ν) ∈ CE iff ∂tµt +∇ · ν = 0 on Td.
BV more precisely BVKR(I;M+(Td)): the space of time-dependent curves of

(positive) measures with bounded variation with respect to the KR norm
(Kantorovich-Rubenstein) onM+(Td).

W 1.1 more precisely W 1,1
KR(I;M+(Td)): the space of time-dependent curves of

(positive) measures belonging to the Banach space W 1,1
(
I; (C1(Td))∗

)
.

Pεµ,Pεν discretisation of µ ∈M+(Td), ν ∈Md(Td): for z ∈ Zdε, (Pεµ(z),Pεν(z)) ∈
R+ × Rd, given by Pεµ(z) = µ(Qz

ε), Pεν(z) =
(
(ν · ei)(∂Qz

ε ∩ ∂Qz+ei
ε )

)
i
.

In the paper we use some standard terminology from graph theory. Let (X , E) be a locally
finite graph. A discrete vector field is an anti-symmetric function J : E → R. Its discrete
divergence is the function div J : X → R defined by

div J(x) :=
∑
y∼x

J(x, y). (3.137)

We say that J is divergence-free if div J = 0.
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CHAPTER 4
Evolutionary Γ-convergence of entropic

gradient flow structures for
Fokker–Planck equations in multiple

dimensions

In this chapter we present a discrete-to-continuum convergence result for gradient-flow structures
for Fokker–Planck equation in arbitrary dimension. This is the content of the work [FMP20],
obtained in collaboration with Dominik Forkert and Jan Maas.

More in detail, we consider finite-volume approximations of Fokker-Planck equations on
bounded convex domains in Rd and study the corresponding gradient flow structures. We
reprove the convergence of the discrete to continuous Fokker-Planck equation via the method of
Evolutionary Γ-convergence, i.e., we pass to the limit at the level of the gradient flow structures,
generalising the one-dimensional result obtained by Disser and Liero. The proof is of variational
nature and relies on a Mosco convergence result for functionals in the discrete-to-continuum
limit that is of independent interest. Our results apply to arbitrary regular meshes, even though
the associated discrete transport distances may fail to converge to the Wasserstein distance in
this generality.

4.1 Introduction
This paper deals with the convergence of discrete gradient flow structures arising from finite
volume discretisations of Fokker-Planck equations on bounded convex domains Ω ⊂ Rd. For a
given potential V ∈ C1(Ω) ∩ C(Ω) we consider the Fokker-Planck equation

∂tµ = ∆µ+∇ · (µ∇V ) on (0, T )× Ω, µ|t=0 = µ0 (4.1)

with no-flux boundary conditions, for T ∈ (0,+∞). Since the seminal works of Jordan,
Kinderlehrer, and Otto [JKO98, Ott01] it is known that (4.1) can be formulated as a gradient
flow in the space of probability measures P(Ω) endowed with the 2-Wasserstein distance W
from optimal transport. The driving functional is the relative entropy with respect to the
invariant measure m(dx) := 1

ZV
exp(−V (x)) dx, where ZV is a normalising constant. Here
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4. Evolutionary Γ-convergence of gradient flow structures for Fokker–Planck

we consider spatial discretisations of (4.1) obtained by finite volume methods for a general
class of admissible meshes. In this setting it is very well known that solutions to the discrete
equations converge to solutions of (4.1); see, e.g., [EGH00], [BHO18] for results in dimension
2 and 3, and [DEG+18] for more general situations.

The discretised Fokker-Planck equation can also be formulated as gradient flow, with respect
to a suitable discrete dynamical transport distance WT ; see the independent works [CHLZ12,
Maa11, Mie11]. Here we exploit this gradient flow structure to reprove the convergence of
discrete to continuous Fokker-Planck equations via the method of evolutionary Γ-convergence;
i.e., rather than directly passing to the limit at the level of the gradient flow equation, we pass
to the limit in the energy-dissipation inequality that characterises the gradient flow structure.

This yields a new proof of convergence for the associated gradient flow equations, which does
not rely on specific properties such as linearity or second order. Instead, the method is based
on properties of functionals and tools such as Γ- and Mosco convergence.

The method of evolutionary Γ-convergence was pioneered by Sandier and Serfaty [SS04]; see
[Mie16b] for a survey on the topic and [MMP21] for important refinements. It has recently
been applied to gradient system with a wiggly energy [DFM19, MMP21], coarse graining in
linear fast-slow reaction systems [MS19], diffusion in thin structures [FL18], chemical reaction
systems [MM20], and various other situations.

For Fokker-Planck equations in dimension d = 1, evolutionary Γ-convergence of the discrete
gradient flow structures was proved by Disser and Liero [DL15], for a specific class of finite-
volume discretisations (cf. Section 4.3.3). Their proof relies on interpolation techniques which
do not easily extend to multiple dimensions. Our proof is different and relies on compactness
and representation theorems, in particular [BFLM02, Theorem 2], adapting ideas from [AC04].
Our variational proof suggests the possibility of extending these techniques to more general
settings, e.g., to higher order and/or nonlinear PDEs.

The fact that the method of evolutionary Γ-convergence of the gradient structures works on
arbitrary admissible meshes is remarkable in view of recent work on the discrete-to-continuous
limit of the associated transport distances. In fact, it was shown in [GKM20] that the
convergence of the discrete transport distances to the Wasserstein distance W (in the limit of
vanishing mesh size) requires a restrictive isotropy condition on the meshes; see [GKMP20] for
explicit examples. This discrepancy in convergence behaviour can be explained by a difference
in regularity: to prove Γ-convergence of the discrete gradient flow structures one may exploit
spatial smoothness assumptions on the discrete dynamics (in view of regularity results for the
discrete gradient flows). By contrast, the transport costs on anisotropic meshes are minimised
along highly oscillatory curves.

Organisation of the paper. In Section 4.2 we discuss gradient flow structures for continuous
and discretised Fokker-Planck equations. Section 4.3 contains the main result of this paper,
namely, the evolutionary Γ-convergence of discrete to continuous gradient flow structures
(Theorem 4.3.7). This result relies on energy bounds (Theorem 4.3.3) which are proved using
Mosco convergence results in the discrete-to-continuum limit that are of independent interest
(Theorem 4.3.9). In Section 4.3.3 we discuss related work. Section 4.4 contains the proofs of
Theorem 4.3.3 and Theorem 4.3.7. The proof of Theorem 4.3.9 is contained in Sections 4.5,
4.6, and 4.7.
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4.2. Finite-volume discretisation of Wasserstein gradient flows

4.2 Finite-volume discretisation of Wasserstein gradient
flows

In this section we describe the formulation of the Fokker-Planck equations as gradient flow
in the space of probability measures, both at the continuous and at the discrete level. For
the sake of clarity, our discussion will be informal. We refer to Section 4.3 below for rigorous
statements of the main results.

4.2.1 Fokker-Planck equations as Wasserstein gradient flows
On a bounded convex domain Ω ⊂ Rd we consider the Fokker-Planck equation

∂tµt = ∆µt +∇ · (µt∇V ) (4.2)

with no-flux boundary conditions. From now on, we assume that V ∈ C(Ω)∩C2(Ω) is a driving
potential with bounded second derivative. This ensures the equivalence between different
formulation of the gradient-flow evolutions.

This equation describes the time-evolution of the law of a Brownian particle in a potential field.
The steady state is given by the probability measure

m ∈ P(Ω) with density σ(x) = dm
dx = 1

ZV
e−V (x), (4.3)

where ZV ∈ R+ is a normalising constant.

Since the seminal work of Jordan, Kinderlehrer and Otto [JKO98] it is known that (4.2) is
a gradient flow with respect to the Wasserstein distance W from optimal transport. In its
dynamical formulation, W is given by the Benamou–Brenier formula

W(µ0, µ1)2 = inf
{ � 1

0

�
Ω
|vt(x)|2 dµt(x) dt

}
, (4.4)

where the infimum runs over all curves (µt)t in the space of probability measures and all vector
fields (vt)t satisfying the continuity equation

∂tµt +∇ · (µtvt) = 0

in the sense of distributions, with boundary conditions µt|t=0 = µ0 and µt|t=1 = µ1. The
driving functional in this gradient flow formulation is the relative entropy H : P(Ω)→ [0,+∞]
given by

H(µ) :=


�

Ω ρ(x) log ρ(x) dm if dµ = ρ dm,

+∞ otherwise.

The gradient flow structure can be interpreted at various levels: the original formulation
in [JKO98] was given in terms of a time-discrete minimising movement scheme. Another
interpretation is in terms of Otto’s formal infinite-dimensional Riemannian calculus on the
Wasserstein space [Ott01]. Yet another approach relies on the metric formulation of gradient
flows in terms of the energy dissipation inequality (EDI)

H(µt) + 1
2

� T

0
|µ̇t|2W + |∂WH(µt)|2 dt ≤ H(µ0), (4.5)
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4. Evolutionary Γ-convergence of gradient flow structures for Fokker–Planck

where |µ̇t| denotes the W-metric derivative of the curve µt and ∂WH(µ) the slope of the
relative entropy, namely

|µ̇t|W := lim
h→0

1
h
W(µt+h, µt), |∂WH(µ)| := lim sup

ν→µ

[H(µ)−H(ν)]−
W(µ, ν) ,

where [a]− = max{0,−a}. Writing ρ = dµ
dm , we have the identity

|∂WH(µ)|2 = I(µ), where I(µ) :=
�

Ω
|∇ log ρ|2ρ dm = 4

�
Ω
|∇√ρ|2 dm (4.6)

is the relative Fisher information with respect to m. The equivalence between the notion of
the EDI and the Fokker–Planck solutions is consequence of our regularity assumption on the
driving potential, which ensure the λ-convexity of the entropy functionals, see also [AGS08].

A-A∗ formalism of gradient flows
One can recast (4.5) in terms of a suitable weighted Dirichlet energy A and its Legendre
transform A∗. Let us consider the energy functional

A(µ, ϕ) := 1
2

�
Ω
|∇ϕ|2 dµ, ϕ ∈ C∞c (Rd), µ ∈ P(Ω), (4.7)

and its Legendre dual of A with respect to the second variable:

A∗(µ, η) = sup
ϕ∈C∞c (Rd)

{〈ϕ, η〉 − A(µ, ϕ)}

for any distribution η ∈ D′(Rd). Note that A∗(µ,w) = A(µ, ϕ) whenever w = −∇ · (µ∇ϕ).
The connection to Wasserstein geometry is given by the infinitesimal Benamou–Brenier formula

1
2 |µ̇t|

2
W = A∗(µt, ∂tµt).

Moreover, the relative Fisher information can be written as

I(µ) = 2A
(
µ,−DH(µ)

)
, (4.8)

where DH(µ) = log ρ is the L2(m)-differential of H. Hence, it follows that (4.5) can be
stated equivalently as

H(µT ) +
� T

0
A∗(µt, µ̇t) + A

(
µt,−DH(µt)

)
dt ≤ H(µ0). (4.9)

This formulation is particularly convenient to relate the discrete framework to the continuous
one, as we discuss in the next subsection.

4.2.2 The discrete Fokker-Planck equation as gradient flow
We consider a finite volume discretisation of Ω, closely following the setup in [EGH00]. We thus
consider finite partition T of Ω into sets (called cells) with nonempty and convex interior. Note
that all interior cells are polytopes. We assume that T is admissible, in the sense that each of
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Figure 4.1: An admissible mesh with cells K,L, . . . on a domain Ω ⊂ Rd.

the cells K ∈ T contains a point xK ∈ K such that xK − xL is orthogonal to the boundary
surface ΓKL := ∂K ∩ ∂L, whenever K and L are neighbouring cells, i.e., H d−1(ΓKL) > 0.
In this case we write K ∼ L. This in a standard finite-volume setup.

An admissible mesh is said to be ζ-regular for some ζ ∈ (0, 1], if the following conditions hold:

(inner ball) B
(
xK , ζ[T ]

)
⊆ K for all K ∈ T ,

(area bound) H d−1(ΓKL) ≥ ζ[T ]d−1 for all K,L ∈ T with K ∼ L,

where [T ] := max
{

diam(K) : K ∈ T
}
denotes the size of the mesh.

Discrete Fokker-Plank equations
We consider discrete Fokker-Planck equations of the form

d
dtmt(K) =

∑
L∼K

wKL

(
mt(L)
πT (L) −

mt(K)
πT (K)

)
. (4.10)

Here, the probability measure πT ∈ P(T ) is the canonical discretisation of m, and the
coefficients wKL are defined using the geometry of the mesh:

πT ({K}) := m(K), wKL := H d−1(ΓKL)
|xK − xL|

SKL for K ∼ L. (4.11)

where SKL is a suitable average of the stationary density σ on K and L, i.e., SKL :=
θ
(
σ(xK), σ(xL)

)
for a fixed function θ : R+ × R+ → R+ satisfying min{a, b} ≤ θ(a, b) ≤

max{a, b}.

As (4.10) is the forward equation for a reversible Markov chain on T , it follows from the
theory in [Maa11] and [Mie11] that this equation is the gradient flow of the relative entropy
HT : P(T )→ R+ given by

HT (m) :=
∑
K∈T

m(K) log m(K)
πT (K) .

The discrete analogue of (4.7) is given by the operator AT : P(T )× RT → R+ defined by

AT (m, f) = 1
4
∑

K,L∈T

(
f(K)− f(L)

)2
θlog

(
m(K)
πT (K) ,

m(L)
πT (L)

)
wKL, (4.12)
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4. Evolutionary Γ-convergence of gradient flow structures for Fokker–Planck

where θlog(a, b) = a−b
log a−log b denotes the logarithmic mean. Its Legendre transform A∗T :

P(T )× RT → R with respect to the second variable is given by

A∗T (m,σ) = sup
f∈RT

{ ∑
K∈T

σ(K)f(K)−AT (m, f)
}
.

In analogy to (4.9), we can formulate the gradient flow structure for the discrete Fokker-Planck
equation (4.10) in terms of the discrete EDI

HT (mT ) +
� T

0
A∗T (mt, ṁt) +AT

(
mt,−DHT (mt)

)
dt ≤ HT (m0). (4.13)

The discrete counterpart of (4.8) is the discrete Fisher information IT (m) given by

IT (m) := 2AT
(
m,−DHT (m)

)
, m ∈ P(T ).

4.3 Statement of the results
In this section we present our main result, the evolutionary Γ-convergence of the gradient flow
structures in the discrete-to-continuum limit for Fokker-Planck equations on a bounded convex
domain Ω ⊂ Rd.

Let T be an admissible mesh on Ω. To compare measures on different spaces we introduce the
canonical projection and embedding operators PT and QT defined by

PT :M(Ω)→M(T )
(

PT µ
)
(K) = µ(K) for K ∈ T ,

QT :M(T )→M(Ω) QTm =
∑
K∈T

m(K)UK for m ∈ P(T ). (4.14)

Here, UK denotes the uniform probability measure on K ⊂ Ω, andM(X ) denotes the set of
finite measures on the space X . In particular, QT is a right-inverse of PT and both mappings
are mass and positivity preserving. By construction we have πT := PTm.

It is also useful to introduce an operator for the piecewise constant embedding of functions:

QT : RT → L∞(Ω),
(
QT f

)
(x) = f(K) for x ∈ K, K ∈ T .

Let us now consider a sequence of admissible, ζ-regular meshes TN with mesh size [TN ]→ 0
as N →∞. To avoid towers of subscripts, we simply write AN := ATN , PN := PTN , etc.

4.3.1 Evolutionary Γ-convergence of discrete Fokker-Planck
equations

In this subsection we fix a reference probability m ∈ P(Ω) with density σ(x) = dm
dx = 1

ZV
e−V (x)

as in (4.3). For neighbouring cells K,L ∈ TN we fix SKL > 0 such that

min
{
σ(xK), σ(xL)

}
≤ SKL ≤ max

{
σ(xK), σ(xL)

}
(4.15)

as in Section 4.2.

We start by collecting some conditions of the densities that will be imposed in the sequel.
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4.3. Statement of the results

Definition 4.3.1 (Assumptions on approximating sequences). Let (TN)N be a vanishing
sequence of ζ-regular meshes for some ζ > 0. For a sequence of measures mN ∈ P(TN) with
densities rN = dmN

dπN , we consider the following conditions:

(i) The density lower bound holds if, for some k > 0,

inf
K∈TN

rN(K) ≥ k > 0 ∀N ∈ N. (lb)

(ii) The density upper bound holds if, for some k̄ <∞,

sup
K∈TN

rN(K) ≤ k̄ < +∞ ∀N ∈ N. (ub)

(iii) The neighbour continuity bound holds if

lim
N→∞

sup
K,L∈TN
K∼L

|rN(K)− rN(L)| = 0. (nc)

(iv) The pointwise condition holds if there exists a measure µ ∈ P(Ω) with density ρ = dµ
dm

such that µN := QNmN ⇀ µ and, for a.e. x0 ∈ Ω:

lim
ε→0

lim inf
N→∞

sup
x∈Qε(x0)

ρN(x) ≤ ρ(x0) ≤ lim
ε→0

lim sup
N→∞

inf
x∈Qε(x0)

ρN(x). (pc)

Here, Qε(x0) denotes the open cube of side-length ε > 0 centered at x0, and ρN(x) :=
rN(K) for x ∈ K.

Remark 4.3.2. These conditions do not depend on the reference measure m, except for the
value of the constants k and k. Clearly, the pointwise condition holds if ρ belongs to C(Ω)
and ρn converges uniformly to ρ. Moreover, this condition implies subsequential pointwise
convergence of ρN to ρ.

We now present the crucial Γ-liminf inequalities for the functionals in the EDI (4.13).

Theorem 4.3.3 (Lower bounds for functionals). Let (TN )N be a vanishing sequence of ζ-regular
meshes for some ζ > 0. The following assertions hold for any µ ∈ P(Ω) and mN ∈ P(TN)
such that QNmN ⇀ µ as N →∞:

(i) The relative entropy functionals satisfy the liminf inequality

lim inf
N→∞

HN(mN) ≥ H(µ). (4.16)

(ii) Assume (nc). The Fisher information functionals satisfy the liminf inequality

lim inf
N→∞

IN(mN) ≥ I(µ). (4.17)

(iii) Assume (lb), (ub), and (pc). For any η ∈ L2(Ω) and any eN ∈ RTN such that QNeN ⇀ η
in L2(Ω) we have

lim inf
N→∞

A∗N(mN , eN) ≥ A∗(µ, η). (4.18)

The same bound holds without assuming (lb) if (eN )N satisfies the additional assumption
lim supN→∞A∗N(πN , eN) < +∞.
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4. Evolutionary Γ-convergence of gradient flow structures for Fokker–Planck

Remark 4.3.4. We emphasize that the lower bound (lb) is not required to obtain (4.16) and
(4.17).
Remark 4.3.5. The bound (4.18) can be obtained without assuming (ub) and (pc) if the
mesh satisfies the so-called asymptotic isotropy condition (4.27); cf. Definition 4.3.11 and
Proposition 4.3.12 below.
Remark 4.3.6. If µ ∈ P(Ω) is absolutely continuous with respect to the Lebesgue measure
and mN = PNµ, (4.18) can be proved under the assumptions that η ∈M(Ω) and eN ∈ RTN
satisfies QNeN ⇀ η in D′(Ω). This is a consequence of an explicit construction of a recovery
sequence for the action AN (mN , ·) (as in the isotropic case in Proposition 4.3.12); cf. Remark
4.6.7.

Using Theorem 4.3.3 we obtain our main result, the evolutionary Γ-convergence of the discrete
gradient flow structures. The following result shows that one can pass to the limit in each of
the terms of the discrete gradient flow formulation (4.13) and recover the Wasserstein gradient
flow structure as a consequence.

Theorem 4.3.7 (Evolutionary Γ-convergence). Let T > 0 and consider a vanishing sequence
of ζ-admissible meshes (TN)N . Fix an initial measure µ0 ∈ P(Ω) such that H(µ0) < +∞,
together with measures mN

0 ∈ P(TN) for N ≥ 1, that are well-prepared in the sense that

QNm
N
0 ⇀ µ0 and lim

N→∞
HN(mN

0 ) = H(µ0).

For each N ≥ 1, let (mN
t )t∈[0,T ] be the solution to the discrete Fokker-Planck equation (4.10)

with initial datum mN
0 , which satisfies the EDI

HN(mN
t ) +

� T

0
A∗N(mN

t , ṁ
N
t ) +AN

(
mN
t ,−DHN(mN

t )
)

dt ≤ HN(mN
0 ).

Then:

(i) The sequence of curves (µN)N defined by µNt := QNm
N
t is compact in the space

C
(
[0, T ]; (P(Ω),W)

)
. Thus, up to a subsequence, we have

sup
t∈[0,T ]

W
(
µNt , µt

)
→ 0 as N →∞. (4.19)

(ii) The following estimates hold:

Entropy: lim inf
N→∞

HN(mN
t ) ≥ H(µt) ∀t ∈ [0, T ], (4.20a)

Fisher I.: lim inf
N→∞

� T

0
AN

(
mN
t ,−DHN(mN

t )
)

dt ≥
� T

0
A
(
µt,−DH(µt)

)
dt,

(4.20b)

Speed: lim inf
N→∞

� T

0
A∗N(mN

t , ṁ
N
t ) dt ≥

� T

0
A∗(µt, µ̇t) dt. (4.20c)

(iii) The curve (µt) solves the EDI (4.9), and hence, the Fokker-Planck equation (4.1).
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Remark 4.3.8. The well-preparedness assumption holds in the special case where the discrete
measures are defined by mN

0 := PNµ0 as in (4.14). Indeed, in that case we have HN(mN
0 ) =

H(QNPNµ0), so that the convergence of the relative entropy functionals follows from Jensen’s
inequality.

The proofs of Theorem 4.3.3 and Theorem 4.3.7 appear in Section 4.4. They rely on a Mosco
convergence result for discrete energy functionals of independent interest, which we will now
describe.

4.3.2 Mosco convergence of Dirichlet energy functionals
Fix an absolutely continuous probability measure µ ∈ P(Ω), and assume that its density υ
with respect to the Lebesgue measure on Ω satisfies the two-sided bounds

0 < c ≤ υ(x) ≤ c <∞ for all x ∈ Ω.

We consider the continuous Dirichlet energy Fµ : L2(Ω)→ R+ ∪ {+∞} given by

Fµ(ϕ) := A(µ, ϕ) =


1
2

�
Ω
|∇ϕ|2 dµ if ϕ ∈ H1(Ω),

+∞ otherwise
(4.21)

where A is defined in (4.7).

Similarly, for a ζ-regular mesh T and a probability measure m ∈ P(T ), we consider the discrete
Dirichlet energy FT : RT → R+ defined by

FT (f) = 1
4
∑

K,L∈T

(
f(K)− f(L)

)2
UKL

H d−1(ΓKL)
|xK − xL|

(4.22)

where min
{
m(K)
|K| ,

m(L)
|L|

}
≤ UKL ≤ max

{
m(K)
|K| ,

m(L)
|L|

}
. In the special case where UKL is

defined in terms of the logarithmic mean of rK and rL, namely, UKL = rK−rL
log rK−log rLSKL with

rK = m(K)
πT (K) , this functional is related to the functional AT by

FT (f) := AT (m, f). (4.23)

To compare the discrete and the continuous functionals we consider the embedded funtionals
F̃T : L2(Ω)→ R+ ∪ {+∞} defined by

F̃T (ϕ) :=

FT
(
PT ϕ

)
if ϕ ∈ PCT ,

+∞ otherwise,
(4.24)

where PCT denotes the space of all functions in L2(Ω) that are constant a.e. on each cell
K ∈ T , and (

PT ϕ
)
(K) := ϕ(xK) for ϕ : Ω→ R. (4.25)

We then obtain the following convergence result. For the definition of Mosco convergence we
refer to Definition 4.5.1 below.
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Theorem 4.3.9 (Mosco convergence). Let (TN )N be a vanishing sequence of ζ-regular meshes,
and suppose that µ and (mN )N satisfy (lb), (ub), and (pc). Then we have Mosco convergence
F̃TN

M−→ Fµ with respect to the L2(Ω)-topology.

The proof of this result follows the strategy developed in [AC04], where similar Γ-convergence
results have been obtained for more general energy functionals on a particular mesh (the
cartesian grid). In that paper, the authors do not explicitly characterise the limiting functional,
except in special situations, such as the periodic setting. For our application to evolutionary
Γ-convergence, a characterisation of the limiting functional is crucial.
Remark 4.3.10. Mosco convergence of Dirichlet energy functionals is equivalent to strong
convergence of the associated semigroups [Mos94]; see also [KS03] for a generalisation to
Dirichlet forms defined on different spaces.

4.3.3 Related work
We close this section with some comments on related work.

Convergence of the discrete Fokker-Planck equations

It is well known that the discrete heat flow converges to the continuous heat flow for any
sequence of admissible meshes with vanishing diameter. The authors in [EGH00], [BHO18]
exploit classical Sobolev a priori estimates and pass to the limit in the weak formulation of the
equation, in dimension 2 and 3 (see [BHO18, Lemma 8]). A unified framework for discretisation
of partial differential equations in higher dimension can be found in [DEG+18]. Convergence
results for finite-volume discretisations of Fokker-Planck equations based on different Stolarsky
means have recently been obtained in [HKS20].

Entropy gradient flows in discrete settings

Entropy gradient flow structures for discrete dynamics have been intensively studied in discrete
settings following the papers [CHLZ12, Maa11, Mie11]. Many subsequent works deal with
connections to curvature bounds and functional inequalities [EM12, Mie13, EM14, EMT15,
FM16, EMW19]. Entropy gradient flow structures have also been exploited to analyse the
discrete-to-continuum limit from several perspectives, see, e.g., [CG17, CGLM19, CMRS19,
BBC20].

Evolutionary Γ-convergence for Fokker-Planck in 1D

Evolutionary Γ-convergence of the discrete gradient flow structures for Fokker-Planck equations
has been proved in the one-dimensional setting under additional geometric conditions using
methods that do not extend straightforwardly to higher dimensions [DL15].

In particular, the authors work with meshes that satisfy the center of mass condition

–
�

ΓKL
x dH d−1 = xK + xL

2 , for all K ∼ L ∈ T . (4.26)

This condition implies the Gromov-Hausdorff convergence of the associated transport metrics
[GKM20]. Here, we work with more general meshes for which Gromov-Hausdorff convergence
of the associated transport metrics does not always hold.
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Moreover, in one dimension, it is possible to construct explicit solutions to the continuity
equation from discrete vector fields using linear interpolation techniques. As such methods are
not available in higher dimensions, we take a more variational approach in this paper.

Scaling limits for discrete optimal transport in any dimension.

The crucial liminf inequality (4.18) can be proved under weaker assumptions on the approxi-
mating sequence of measures if the meshes satisfy a suitable isotropy condition, which we will
now recall.

Definition 4.3.11 (Asymptotic isotropy). A vanishing sequence of meshes (TN)N is said to
satisfy the asymptotic isotropy condition if, for every N ∈ N,

1
2
∑
L∈TN

wKL (xK − xL)⊗ (xK − xL) ≤ πN(K)
(
Id + ηTN (K)

)
∀K ∈ TN , (4.27)

where sup
K∈TN

‖ηT (K)‖ → 0 as N →∞.

Under this condition, the following following version of (4.18) has been proved in [GKM20,
Proposition 6.6]. In that paper the reference measure is the Lebesgue measure. Here we
formulate a slight generalisation with the reference measure m.

Proposition 4.3.12 (Action bounds). Let (TN )N be a vanishing sequence of meshes satisfying
the asymptotic isotropy condition (4.27). Let µ ∈ P(Ω) and η ∈ M0(Ω), and suppose that
mN ∈ P(TN) and eN ∈M0(TN) satisfy QNmN ⇀ µ and QNeN ⇀ η as N →∞. Then we
have the lower bound

lim inf
N→∞

A∗N(mN , eN) ≥ A∗(µ, η). (4.28)

It has also been shown in [GKM20] that Gromov–Hausdorff convergence of the associated
transport distances holds under the asymptotic isotropy condition; see also [GKMP20] for a
study of the limiting metric in the one-dimensional periodic setting. In the current paper we
do not assume that the discrete meshes satisfy an isotropy condition.

Notation
Throughout the paper we use the notation a . b (or b & a) if a ≤ Cb with C <∞ depending
only on Ω, ζ, and m. We write a h b if a . b and a & b.

4.4 Proof of the main result: the Wasserstein
evolutionary Γ-convergence

In this section we prove our main result, the evolutionary Γ-convergence of the discrete gradient
flow structures (Theorem 4.3.7). The section is divided into three parts: the first subsection
concerns the proof of Theorem 4.3.3, which relies on Theorem 4.3.9. The second subsection
contains a proof of compactness for the continuously embedded discrete solutions. In the third
and final part we complete the proof of Theorem 4.3.7.
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4.4.1 Asymptotic lower bounds for the functionals
Let µ and mN be as in the statement of Theorem 4.3.3. Write µN := QNmN and let ρN be
the density of µN with respect to m.

Proof of Theorem 4.3.3. The proof consists of three parts.

(i) Lower bound for the entropy. Note that HN(mN) = Ent(µN |QNπN) and H(µ) =
Ent(µ|m), where Ent(·|·) denotes the relative entropy. Since µN ⇀ µ and QNπN ⇀ m,
the result follows immediately from the joint weak lower semicontinuity of Ent(·|·), see, e.g.,
[AGS08, Lemma 9.4.3].

(ii) Lower bound for the Fisher information. Assume that (nc) holds. We first prove the lower
bound (4.17) under the additional assumption (lb). This assumption will be removed at the
end of the proof. The key identity for the Fisher information is

ÃN
(
mN ,−DHN(mN)

)
= 4EN

(√
rN
)
, (4.29)

where EN(f) := AN(πN , f) is the discrete Dirichlet energy with reference measure πN , and
ÃN is defined by replacing the logarithmic mean θlog in the definition of AN by θ̃(a, b) :=
θlog(
√
a,
√
b)2. Since min{a, b} ≤ θ̃(a, b), θlog(a, b) ≤ max{a, b}, we have

|θlog(a, b)− θ̃(a, b)| ≤ |a− b| ≤ |a− b|
min{a, b} θ̃(a, b).

The assumptions (nc) and (lb) yield

εN := sup
K,L∈TN
K∼L

|rN(K)− rN(L)| → 0 and inf
K∈TN

rN(K) ≥ k, (4.30)

Using these estimates and the identity (log a− log b)2θ̃(a, b) = 4
(√

a−
√
b
)2

we obtain
∣∣∣12IN(mN)− 4EN(

√
rN)

∣∣∣ =
∣∣∣(AN − ÃN)(mN ,−DHN(mN)

)∣∣∣
= 1

4
∑

K,L∈TN
wKL

(
log rN(K)− log rN(L)

)2

×
(
θlog

(
rN(K), rN(L)

)
− θ̃log

(
rN(K), rN(L)

))
≤ 4εN

k
EN
(√

rN
)
.

(4.31)

Let us now assume that supN IN(mN) <∞ along a subsequence; if this were not the case,
the result holds trivially. The previous bound implies that also supN EN

(√
rN
)
<∞, hence(√

ρN
)
N

has a subsequence that converges strongly in L2(Ω,m) by Proposition 4.6.5 below.
Let g ∈ L2(Ω,m) be its limit. Since ‖ρN − g2‖L1 ≤ ‖√ρN − g‖L2‖√ρN + g‖L2 , we infer that
ρN → g2 in L1(Ω,m). As µN = ρNm ⇀ µ in P(Ω) by assumption, we infer that µ = ρm
with ρ := g2. Now we apply (4.31) and the Mosco convergence from Theorem 4.3.9 to obtain

lim inf
N→∞

IN(mN) ≥ lim inf
N→∞

8EN
(√

rN
)
≥ 8A

(
m,
√
ρ
)

= I(µ),
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which concludes the proof.

Let us now show how to remove the assumption (lb). The argument is based on the convexity
of m 7→ IN(m), which is a consequence of the joint convexity of the map (a, b) 7→ (a −
b)(log a− log b) on (0,∞)× (0,∞).

Pick δ ∈ (0, 1) and set mδ
N := (1 − δ)mN + δπN . Note that mδ

N satisfies (lb) with k = δ.
Moreover, QNm

δ
N ⇀ µδ := (1− δ)µ+ δm. Applying the first part of the result we obtain

I(µδ) ≤ lim inf
N→∞

IN(mδ
N) ≤ (1− δ) lim inf

N→∞
IN(mN)

for every δ ∈ (0, 1], where the last inequality uses the convexity of IN and the fact that
IN (πN ) = 0. Since µδ ⇀ µ, the result follows from the lower semicontinuity of I with respect
to the weak convergence in P(Ω); see [GST09, Lemma 2.2].

(iii) Lower bound for A∗N . Assume first that (lb), (ub), and (pc) hold. Fix η ∈ L2(Ω,m) and
let eN ∈ L2(TN , πN ) be such that QNeN ⇀ η in L2(Ω,m). Theorem 4.3.9 (in particular, the
existence of a recovery sequence) implies that for every ϕ ∈ Cc(Ω) there exist fN ∈ L2(TN , πN )
such that QNfN → ϕ in L2(Ω,m) and

lim sup
N→∞

AN(mN , fN) ≤ A(µ, ϕ).

Since QNeN ⇀ η in L2(Ω,m), it follows that 〈eN , fN〉L2(TN ,πN ) → 〈η, ϕ〉L2(Ω,m) and

〈η, ϕ〉L2(Ω,m) − A(µ, ϕ) ≤ lim inf
N→∞

〈eN , fN〉L2(TN ,πN ) −AN(mN , fN)

≤ lim inf
N→∞

A∗N(mN , eN).

Taking the supremum over ϕ, we infer that A∗(µ, η) ≤ lim infN→∞A∗N(mN , eN), as desired.

Assume now that (ub), (pc) hold, and that E := lim supN→∞A∗N(πN , eN) < +∞, instead
of (lb). The key observation is that the map mN 7→ A∗N(mN , eN) is convex: indeed, the
concavity of θlog implies the concavity of mN 7→ A(mN , fN), and thus the convexity of its
Legendre dual as a supremum of convex maps. To take advantage of this fact, we fix δ ∈ (0, 1)
and define mδ

N := (1 − δ)mN + δπN . Note that QNm
δ
N ⇀ µδ := (1 − δ)µ + δm and mδ

N

satisfies (lb) with k = δ. We may thus apply the first part of the result and the convexity to
obtain

A∗(µδ, η) ≤ lim inf
N→∞

A∗N(mδ
N , eN)

≤ lim inf
N→∞

(1− δ)A∗N(mN , eN) + δA∗N(πN , eN)

≤ (1− δ)
(

lim inf
N→∞

A∗N(mN , eN)
)

+ δE.

Using the weak lower semicontinuity of A∗(·, η), we obtain the desired inequality (4.18) by
passing to the limit δ → 0.

4.4.2 Compactness and space-time regularity
In this section we prove the compactness of the family of embedded discrete gradient flow
curves (t 7→ µNt )N in the space C

(
[0, T ]; (P(Ω),W)

)
. We follow the strategy of [LMPR17,
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Theorem 3.1], which is based on a metric Ascoli-Arzelá theorem. The corresponding one-
dimensional result has been obtained in [DL15] using explicit interpolation formulas that are
not available in the multi-dimensional setting.
Our proof is based on the following coarse energy bound from [GKM20, Lemma 3.4]. Here
and below, (Ht)t≥0 denotes the Neumann heat semigroup on Ω. Moreover,M0(T ) denotes
the space of signed measure on T with zero total mass.

Lemma 4.4.1 (Coarse energy bound). Fix ζ ∈ (0, 1]. There exists a constant C <∞ such
that for any ζ-regular mesh T , for any m ∈ P(T ) and any σ ∈M0(T ), we have

A∗
(
H[T ]QTm,H[T ]QT σ

)
≤ CA∗T (m,σ). (4.32)

Let us stress that this result holds without any isotropy assumption on the mesh.

Lemma 4.4.2 (W-Equi-continuity). Let {TN}N be a vanishing sequence of ζ-regular meshes.
For each N ∈ N, let (mN

t )t∈[0,T ] be a continuous curve in P(TN), and suppose that the
following uniform energy bound holds:

A := sup
N

� T

0
A∗N

(
mN
t , ṁ

N
t

)
dt < +∞. (4.33)

Then the curves µ̃N : [0, T ]→
(
P(Ω),W

)
defined by µ̃Nt := H[TN ]QNm

N
t are equi-1

2 -Hölder
continuous, i.e., for 0 ≤ s < t ≤ T we have

W
(
µ̃Nt , µ̃

N
s

)
.
√
A(t− s). (4.34)

Proof. For 0 ≤ s ≤ t ≤ T we invoke the Benamou-Brenier formula (4.4) and Lemma 4.4.1 to
obtain

W2
(
µ̃Nt , µ̃

N
s

)
≤ (t− s)

� t

s

A∗
(
µ̃Nh , ∂hµ̃

N
h

)
dh

. (t− s) sup
N

� T

0
A∗N

(
mN
h , ∂hm

N
h

)
dh ≤ A(t− s),

which concludes the proof.

A corollary of Lemma 4.4.2 is the following compactness and regularity result.

Proposition 4.4.3 (Compactness and regularity). For t ∈ [0, T ] and N ≥ 1, let µNt :=
QNm

N
t ∈ P(Ω) be defined as in Theorem 4.3.7, and let ρNt be the density of µNt with respect

to m. There exists a W-continuous curve t 7→ µt ∈ P(Ω) satisfying, up to a subsequence,

sup
t∈[0,T ]

W
(
µNt , µt

)
→ 0 as N → +∞.

Proof. We apply Lemma 4.4.2 to the family of discrete gradient flow solutions (t 7→ mN
t )N .

In this case, the required estimate (4.33) follows directly from the discrete EDI (4.13) and
the well-preparedness of the initial conditions (mN

0 )N . Thus, Lemma 4.4.2 implies the W-
equi-continuity of the curves (µ̃N)N defined by µ̃Nt := HεNQNm

N
t , where εN := [TN ]. The

metric Arzelá-Ascoli Theorem [AGS08, Proposition 3.3.1] yields the existence of a limiting
curve t 7→ µt satisfying suptW(µ̃Nt , µt) → 0 as N → ∞ (note that the compactness of µNt
for a fixed time t follows from the compactness of Ω). Using the well-known heat flow bound
W(µ̃Nt , µNt ) ≤ C

√
εN (see, e.g., [GKM20, Lemma 2.2(iii)] for a proof), we obtain the desired

result.
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4.4.3 Proof of the Wasserstein evolutionary Γ-convergence
In the proof of the main theorem we use the following regularity result for the discrete
Fokker-Planck equation.

Proposition 4.4.4 (Regularity of the discrete flows). Let T be a ζ-regular mesh, let (mt)t
⊂ P(T ) be a solution to the discrete Fokker-Planck equation, and set rt := dmt

dπ .

(i) For any t > 0 there exist C = C(Ω,m, ζ, t) <∞ and λ = λ(Ω,m, ζ) > 0 such that the
following Hölder estimate holds:

|rt(K)− rt(L)| ≤ C|xK − xL|λ sup
K′∈T

|rt/2(K ′)| ∀K,L ∈ T . (4.35)

(ii) For any t > 0 the ultracontractivity estimate

‖rt‖L∞(πT ) ≤ C
(
1 ∨ t− d2

)
‖r0‖L1(πT ) (4.36)

holds with C = C(Ω,m, ζ) <∞.

We stress that the constants depend only on the aforementioned parameters. The proof of this
result is based on standard arguments using volume doubling and a weak Poincaré inequality.
We refer to Appendix A.2 for a sketch of the proof.

We will also use the following auxiliary result from [Ste08, Corollary 4.4].

Proposition 4.4.5 (Evolutionary Γ-liminf inequality). Let X be a separable Hilbert space and
fix T > 0. Let gN , g∞ : (0, T )×X → [0,+∞] be such that, for a.e. t ∈ (0, T ),

(i) gN(t, ·), g∞(t, ·) are convex and lower semicontinuous;

(ii) g∞(t, ϕ) ≤ inf
{

lim inf
N→∞

gN(t, ϕN) : ϕN ⇀ ϕ in X
}
for all ϕ ∈ X .

Then, for any ϕN , ϕ ∈ L2(0, T ;X ) with ϕN ⇀ ϕ in L2(0, T ;X), we have
� T

0
g∞
(
t, ϕ(t)

)
dt ≤ lim inf

N→∞

� T

0
gN
(
t, ϕN(t)

)
dt. (4.37)

Proof of Theorem 4.3.7. (i): The compactness of (µN ) in C
(
[0, T ]; (P(Ω),W)

)
follows from

Proposition 4.4.3.

(ii): We prove the inequalities in (4.20). The inequalities (4.20a) and (4.20b) follow straight-
forwardly from the bounds of Theorem 4.3.3. More work is required to prove (4.20c), as we
only have time-averaged bounds on A∗N(mN

t , ṁ
N
t ) along the discrete flows. Here we proceed

using Proposition 4.4.5.

Evolutionary lower bound for the relative entropy (4.20a). In view of the weak convergence
QNm

N
t ⇀ µt, this bound follows from the liminf inequality for the entropies (4.16) obtained in

Theorem 4.3.3.
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Evolutionary lower bound for the Fisher information (4.20b). It follows from the Hölder
regularity result in Proposition 4.4.4 that the sequence of discrete measures (mN

t )N satisfies
(nc) for any t ∈ (0, T ]. Consequently, lim infN→∞ IN(mN

t ) ≥ I(µt) by the liminf inequality
for the relative Fisher information (4.17) obtained in Theorem 4.3.3. Therefore, the desired
inequality (4.20b) follows from Fatou’s Lemma.

Evolutionary lower bound for the metric derivative (4.20c). To ensure that our densities are
bounded away from 0, we set

mN,α
t := (1− α)mN

t + απN and µαt := (1− α)µt + αm

for α ∈ (0, 1). Fix 0 < δ < (1 ∧ T ) and define gN , g∞ : (δ, T )× L2(Ω,m)→ [0,+∞] by

gαN(t, ϕ) :=

A
∗
N

(
mN,α
t , (PNϕ)πN

)
if ϕ ∈ PCN

+∞ otherwise
, gα∞(t, ϕ) := A∗(µαt , ϕm).

We will check that the conditions (i) and (ii) of Proposition 4.4.5 are satisfied.

Step 1. Verification of conditions (i) and (ii).

Clearly, the maps gαN (t, ·) are convex and lower semicontinuous in L2(Ω,m) for every t ∈ (δ, T ),
which shows that condition (i) holds.

To verify condition (ii), we pick η ∈ L2(Ω) and eN ∈ RTN such that QNeN ⇀ η in L2(Ω). We
have to show that lim infN→∞A∗N(mN,α

t , eN) ≥ A∗(µαt , η). To show this, we will check the
conditions (ub), (lb), and (pc) of Theorem 4.3.3(iii).

Step 2. Verification of (ub), (lb), and (pc).

By construction, (mN,α
t )N clearly satisfies (lb). Moreover, the hypercontractivity estimate

from Proposition 4.4.4 implies that (mN,α
t )N satisfies (ub). Therefore, it remains to show that

(mN,α
t )N satisfies (pc). Clearly, it suffices to prove that this property holds for (mN

t ).

To show this, we fix x0 ∈ Ω and ε > 0. Let ρNt be the density of µNt with respect to m. Using
the Hölder regularity and the hypercontractivity result from Proposition 4.4.4, we infer that

|ρNt (x)− ρNt (y)| ≤ Ct

(
ε
√
d+ 2[TN ]

)λ
=: EN

t (ε)

for any x, y ∈ Qε(x0), for a suitable t-dependent constant Ct <∞ and λ ∈ (0, 1]. It follows
that (

sup
Qε(x0)

ρNt

)
− EN

t (ε) ≤ –
�

Qε(x0)
ρNt dm ≤

(
inf

Qε(x0)
ρNt

)
+ EN

t (ε). (4.38)

Taking into account that rNt is a probability density, it follows from the Hölder bound (4.35) that
the famility (ρNt )N≥1 is uniformly bounded in L∞(Ω,m). Hence, the Banach-Alaoglu Theorem
yields the existence of a subsequential weak∗-limit ρt ∈ L∞(Ω,m). Since W(µNt , µt)→ 0, we
infer that µt = ρtm and

�
Qε(x0) ρ

N
t dm→ µt(Qε(x0)). Therefore, (4.38) yields

(
lim sup
N→∞

sup
Qε(x0)

ρNt

)
− Ct

(
ε
√
d
)λ
≤ µt(Qε(x0))

m(Qε(x0)) ≤
(

lim inf
N→∞

inf
Qε(x0)

ρNt

)
+ Ct

(
ε
√
d
)λ
.
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Passing to the limit ε→ 0 we obtain

lim
ε→0

lim inf
N→∞

sup
x∈Qε(x0)

ρNt (x) ≤ ρt(x0) ≤ lim
ε→0

lim sup
N→∞

inf
x∈Qε(x0)

ρNt (x),

which is the desired result (pc).

Therefore, we can apply Theorem 4.3.3(iii) to obtain the desired inequality

lim inf
N→∞

A∗N(mN,α
t , eN) ≥ A∗(µαt , η),

which implies that condition (ii) of Proposition 4.4.5 is satisfied.

Step 3. Weak convergence of the time derivatives.

In order to apply Proposition 4.4.5 we will now show that the sequence of time derivatives ṁN

is weakly convergent in L2
(
(δ, T );L2(Ω,m)

)
.

Indeed, by self-adjointness of the discrete generator LN in L2(TN , πN) we have

‖ṙNt ‖L2(TN ,πN ) = ‖LNrNt ‖L2(TN ,πN ) ≤ (t− δ/2)−1‖rNδ/2‖L2(TN ,πN )

for any t > δ/2; see, e.g., [Bre10, Theorem 7.7]. Moreover, from (4.36) we infer that

‖rNt ‖L∞(TN ,πN ) . 1 ∨ t− d2

for t > 0. As δ < 1, it follows from these bounds that
� T

δ

‖ρNt ‖2
L2(Ω,m) dt . Tδ−d and

� T

δ

‖ρ̇Nt ‖2
L2(Ω,m) dt . Tδ−(d+1).

The Banach-Alaoglu theorem implies that any subsequence of (ρN)N has a subsequence
converging weakly in H1

(
(δ, T );L2(Ω,m)

)
. Since W(µNt , µt)→ 0, we infer that ρN ⇀ ρ in

H1
(
(δ, T );L2(Ω,m)

)
, and ρt = dµt

dm , as desired.

Applying Proposition 4.4.5 with ϕN(t) := ρ̇Nt and ϕ(t) := ρ̇t, we obtain
� T

δ

A∗(µαt , µ̇t) dt ≤ lim inf
N→∞

� T

δ

A∗N
(
mN,α
t , ṁN

t

)
dt.

Step 4. Removal of the regularisation.

Using the weak convergence µαt ⇀ µt as α→ 0 and the weak lower-semicontinuity of A∗(·, µ̇t),
an application of Fatou’s lemma yields

� T

δ

A∗(µt, µ̇t) dt ≤ lim inf
α→0

lim inf
N→∞

� T

δ

A∗N
(
mN,α
t , ṁN

t

)
dt.

By convexity, we obtain

A∗N
(
mN,α
t , ṁN

t

)
≤ (1− α)A∗N

(
mN
t , ṁ

N
t

)
+ αA∗N

(
πN , ṁ

N
t

)
.
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We claim that A := supN supt≥δA∗N
(
πN , ṁ

N
t

)
<∞. Indeed, in view of the self-adjointness

of the discrete generator LN and the ultracontractivity bound (4.36), we infer that

A∗N(πN , ṁN
t ) = A(πN , rNt ) = EN(rNt ) ≤ t−1‖rNt ‖2

L2(TN ,πN ) ≤ Ct−1
(
1 ∨ t−d

)
,

which yields the claim. Consequently, we obtain
� T

δ

A∗(µt, µ̇t) dt ≤ lim inf
N→∞

� T

δ

A∗N
(
mN
t , ṁ

N
t

)
dt.

The final result follows by passing to the limit δ → 0.

(iii): This follows immediately by combining the inequalities from (ii).

4.5 Mosco convergence of discrete energies: proof
strategy

In this section we give a sketch of the proof of the Mosco convergence of the discrete energy
functionals (Theorem 4.3.9). This result is a key tool in the proof of evolutionary Γ-convergence;
cf. Section 4.4. Let us first recall the relevant definitions.

Definition 4.5.1 (Γ- and Mosco convergence). Let F ,FN : X → R ∪ {+∞} be functionals
defined on a complete metric space X . The sequence (FN )N is said to be Γ-convergent to F
if the following conditions hold:

(i) For every sequence (xN)N ⊆ X such that xN → x ∈ X we have the liminf inequality

lim inf
N→∞

FN(xN) ≥ F(x). (4.39)

(ii) For every x̄ ∈ X there exists a recovery sequence (x̄N)N ⊆ X , i.e., xN → x and

lim sup
N→∞

FN(xN) ≤ F(x). (4.40)

If X is a complete topological vector space, we say that (FN )N is Mosco convergent to F if the
same conditions hold, with the modification that weakly convergent sequences are considered
in the liminf inequality.

We use the notation FN Γ−→ F and FN M−→ F to denote Γ- and Mosco convergence.

Let us now fix the setup, which remains in force throughout Sections 4.5, 4.6, and 4.7. Consider
a family of ζ-regular meshes (TN)N with [TN ]→ 0 as N →∞. We then consider a measure
µ ∈ P(Ω), and let υ ∈ L1(Ω) be its density with respect to the Lebesgue measure. At
the discrete level we consider measures mN ∈ P(TN). We define the corresponding energy
functionals FN , F̃N , and Fµ as in Section 4.3. The goal is to prove the Mosco convergence in
L2(Ω) of F̃N to Fµ as N →∞ under the assumptions (lb), (ub), and (pc).

Our strategy is based on a compactness and representation procedure, following ideas from
[AC04]. A key ingredient in the proof is a representation result from [BFLM02, Theorem 2], for
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which we need to perform a localisation procedure. Let O(Ω) be the collection of all open subsets
of Ω. For A ∈ O(Ω) we then introduce the functionals FT : L2(T , πT )×O(Ω)→ [0,+∞) by

FT (f, A) := 1
4

∑
K,L∈T |A

(
f(K)− f(L)

)2
UKL
|ΓKL|
dKL

,

where, for any subset A ⊆ Ω,

T |A :=
{
K ∈ T : K ∩ A 6= ∅

}
(4.41)

and UKL is as in Section 4.3. The corresponding embedded functional F̃T : L2(Ω)×O(Ω)→
[0,+∞] is given by

F̃T (ϕ,A) :=

FT (PT ϕ,A) if ϕ ∈ PCT
+∞ otherwise,

where PT is the projection defined in (4.25).

The proof of Theorem 4.3.9 consists of the following steps:

(Step 1) We show first, as in [AC04, Proposition 3.4], that any subsequential Γ-limit point
F(·, A) of the sequence

(
F̃N(·, A)

)
N

is only finite on H1(Ω). This result is a
prerequisite for performing Step 3. We also show that Γ-convergence implies Mosco
convergence in this situation.

(Step 2) For any subsequential Γ-limit point F(·, A), we prove an inner regularity result. Using
this result, we can apply a compactness result [BD98, Theorem 10.3] to infer that
there exists a subsequence, such that, for any A ∈ O(Ω), the functionals

(
F̃N (·, A)

)
N

Γ-converge to a limiting functional F(·, A).

(Step 3) We prove the applicability of a representation theorem [BFLM02, Theorem 2], which
allows us to deduce the following expression

F(ϕ) =
�

Ω
F (x, ϕ,∇ϕ) dx. (4.42)

(Step 4) In view of the previous steps, it remains to show that F (x, u, ξ) = υ(x)|ξ|2.

Steps 1 and 2 will be carried out in Section 4.6, while Steps 3 and 4 will be performed in
Section 4.7.

4.6 Mosco convergence of the localised functionals
In this section we perform Steps 1 and 2 of the proof strategy described above. As before, we
consider a vanishing sequence of ζ-regular meshes (TN )N and a sequence of discrete measures
mN ∈ P(TN). We will prove the following results.

Theorem 4.6.1 (Regularity of Γ-limits). Assume (lb). For A ∈ O(Ω), let F(·, A) be a
subsequential Γ-limit of the sequence

(
F̃N (·, A)

)
N
in the L2(Ω)-topology. Then F(ϕ,A) = +∞

for any ϕ /∈ H1(Ω). Moreover, the subsequence is also convergent in the Mosco sense.
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The proof of this result is contained in Section 4.6.1 and relies on an L2-Hölder continuity
result (Proposition 4.6.5).

Theorem 4.6.2 (Localised Mosco compactness). Assume (lb) and (ub). There exists a
subsequence of (F̃N)N such that, for any A ∈ O(Ω), the sequence

(
F̃N(·, A)

)
N

is Mosco
convergent in L2(Ω)-topology.

The proof of this result is contained in Section 4.6.2 and relies on an inner regularity result
(Proposition 4.6.8). The latter result will be proved using a Sobolev upper bound (Proposition
4.6.6).

4.6.1 Regularity of finite energy sequences
In this subsection we prove that any subsequential Γ-limit F of the sequence

(
F̃N(·, A)

)
N

is
only finite on Sobolev maps, which allows us to work with Theorem 4.7.3. A corresponding
result was proved on the cartesian grid in [AC04, Proposition 3.4], using affine interpolations
of vector fields that are not available in the present context.

For h ∈ Rd we write K h∼ L if K ∩ (L+ h) 6= ∅.

Lemma 4.6.3 (Existence of good paths). Let T be a ζ-regular mesh. Then there exists a
family of paths {γKL}K,L∈T , where

γKL = {γKL(i) : i = 0, . . . , nKL}, K = γKL(0) ∼ γKL(1) ∼ . . . ∼ γKL(nKL) = L,

such that the following properties hold:

1. For all K,L ∈ T we have

nKL .
|xK − xL|

[T ] and
nKL∑
i=0
|xγKL(i) − xγKL(i+1)| . |xK − xL|; (4.43)

2. For any h ∈ Rd and M,N ∈ T with M ∼ N we have

#
{

(K,L) ∈ T 2 : K
h∼ L, {M,N} ⊂ γKL

}
. 1 ∨ |h|[T ] . (4.44)

The implied constants depend only on Ω and ζ.

Proof. Part (1) has been proved in [GKM20, Lemma 2.12], so we focus on (2).

Fix h ∈ Rd and M,N ∈ T with M ∼ N . Without loss of generality we may assume that
xM = 0 and h is parallel to the d-th unit vector in Rd. Let S be the set whose cardinality we
would like to bound, and let S1 be the collection of all K ∈ T such that (K,L) ∈ S for some
L ∈ T .

We claim that ⋃
K∈S1

K ⊂ Cyl(r, `) (4.45)
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for some r . [T ] and ` . |h|+ [T ]. Here, Cyl(r, `) denotes the cylinder of radius r > 0 and
height 2` > 0, i.e.,

Cyl(r, `) :=
{
v ∈ Rd : v∗ ∈ Bd−1

r , vd ∈ [−`, `]
}
.

where Bd−1
r denotes the closed ball of radius r around the origin in Rd−1.

Indeed, by the construction in [GKM20], M ∪N is contained in the cylinder of radius 2[T ],
whose central axis is obtained by extending the line segment between xK and xL by a distance
[T ] in both directions, for all cells K,L ∈ T . The claim follows using the fact that K h∼ L.

Next we use a simple volume comparison. Using ζ-regularity, it follows that

L d
( ⋃
K∈S1

K
)

=
∑
K∈S1

L d(K) & [T ]d(#S1), (4.46)

where #S1 denotes the cardinality of S1. Combining (4.45) and (4.46) we infer that #S1 .
1 ∨ |h|[T ] .

To conclude the proof, it remains to show that #S . #S1. To see this, note that for every
K ∈ S1, there exists a universally bounded number of cells L ∈ T such that (K,L) ∈ S.
This is due to the fact that if L,L′ ∈ T are such that (K,L), (K,L′) ∈ S, we deduce that
dL,L′ . [T ] by the triangle inequality. The desired result follows from this observation by
ζ-regularity.

The following lemma is the crucial estimate needed to deduce L2-strong compactness of
sequences with bounded energy. A similar result has been obtained in dimension d = 2, 3 in
[EGH00, Lemma 3.3] with bounds in terms of discrete Sobolev norms.

Lemma 4.6.4 (L2-Hölder continuity). Assume (lb). Fix A ∈ O(Ω) and set Aδ := {x ∈
A : dist(x, ∂Ω) > δ} for δ > 0. Let T be a ζ-regular mesh, let f ∈ L2(T |A) and define
ϕ := QT f ∈ L2(A). For any h ∈ Rd we have the L2-bound

‖τhϕ− ϕ‖2
L2(A|h|) .

|h|
k

(
|h| ∨ [T ]

)
FT (f, A), (4.47)

where τhϕ(·) := ϕ(· − h), and k > 0 is the lower bound in (lb).

Proof. For any h ∈ Rd we have

‖τhϕ− ϕ‖2
L2(A|h|) =

�
A|h|

(
ϕ(x− h)− ϕ(x)

)2
dx ≤

∑
K,L∈T |A

|CKL|
(
f(L)− f(K)

)2
, (4.48)

where CKL = {x ∈ K : x − h ∈ L}. For K,L ∈ T |A we use Lemma 4.6.3 and the
Cauchy-Schwarz inequality to write

(
fN(K)− fN(L)

)2
≤ nKL

nKL∑
i=1

(
fN(Ki−1)− fN(Ki)

)2
, (4.49)

where K = K0 ∼ K1 ∼ . . . ∼ KnKL = L, and nKL . dKL
[T ] . Observe that dKL . [T ] ∨ |h|

whenever CKL 6= ∅.
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4. Evolutionary Γ-convergence of gradient flow structures for Fokker–Planck

To estimate the measure of CKL, we pick a hyperplane H that separates K and L (which
exists by the Hahn-Banach theorem, in view of the convexity of the cells). By construction,
CKL is contained in the strip between H and H + h. Moreover, we have CKL ⊆ K, which
means that CKL is contained in a ball of radius . [T ]. Combining these two facts, we infer
that |CKL| . [T ]d−1|h|, hence |CKL| . [T ]d−1

(
|h| ∧ [T ]

)
by ζ-regularity.

Putting these estimates together, we obtain

|CKL|
(
f(K)− f(L)

)2
. [T ]d−1|h|

nKL∑
i=1

(
f(Ki−1)− f(Ki)

)2
. (4.50)

Let αKL denote the left-hand side in (4.44). Using (4.48) and (4.50) we find that

‖τhϕ− ϕ‖2
L2(A|h|) . [T ]d−1|h|

∑
K,L∈T |A
L∼K

αKL
(
f(L)− f(K)

)2
.

On the other hand, in view of the ζ-regularity and the assumption (lb), we have

FT (f, A) & k[T ]d−2 ∑
K,L∈T |A
L∼K

(
f(K)− f(L)

)2
.

The desired result follows, since αKL ≤ 1 ∨ |h|[T ] by Lemma 4.6.3.

The compactness result now follows easily.

Proposition 4.6.5 (Compactness). Fix A ∈ O(Ω) and assume that the lower bound (lb)
holds. Let (TN)N be a vanishing sequence of ζ-regular meshes. Let fN ∈ L2(TN |A) be such
that

α := sup
N∈N
FN(fN , A) < +∞,

and define ϕN := QNfN ∈ L2(A). Then the sequence (ϕN)N is relatively compact in L2(A).
Moreover, any subsequential limit ϕ belongs to H1(A) and satisfies

‖∇ϕ‖L2(A) .
√
α

k
.

Proof. The L2-compactness follows from (4.47) in view of the Kolmogorov-Riesz-Frechét
theorem [Bre10, Theorem 4.26]. Let ϕ be any subsequential limit point of ϕN as [TN ]→ 0.
Another application of (4.47) yields, for any h ∈ Rd and δ > 0,

‖τhϕ− ϕ‖2
L2(Aδ) = lim

N→∞
‖τhϕN − ϕN‖2

L2(Aδ) .
α

k
|h|2,

which implies that ϕ ∈ H1(A) by the characterisation of H1(A) as the space of functions
which are Lipschitz continuous in L2-norm (see, e.g., [Bre10, Proposition 9.3]).

Proof of Theorem 4.6.1. Proposition 4.6.5 shows that ϕ ∈ H1(Ω) whenever F(ϕ) < ∞. It
also follows from Proposition 4.6.5 that every L2-weakly convergent sequence ϕN = QNfN
with bounded energy supN FN (fN , A) < +∞ converges strongly in L2. Therefore, Mosco and
Γ-convergence are equivalent in this situation.
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4.6. Mosco convergence of the localised functionals

4.6.2 Sobolev bound and inner regularity
This part focuses on a Sobolev upper bound for subsequential Γ-limit functionals, which will
be useful in Proposition 4.6.8 and in Theorem 4.7.3 below.

Proposition 4.6.6 (Sobolev upper bound). Assume (ub) and let A ∈ O(Ω). For any
subsequential Γ-limit F(·, A) of the sequence

(
F̃N (·, A)

)
N

in the L2(Ω)-topology, we have the
Sobolev upper bound

F(ϕ,A) . k̄

�
A

|∇ϕ|2 dx (4.51)

for any ϕ ∈ H1(Ω).

Here and in the proof, the implied constants depend only on Ω and the regularity parameter ζ.

Proof. Let us first prove (4.51) for ϕ ∈ C∞c (Rd). For N ∈ N, define fN : TN → R by K ∈ TN ,
define

fN(K) := ϕ(xK) for K ∈ TN .

Write νKL := xK−xL
dKL

. By smoothness of ϕ and σ, we have

εN := sup
K,L∈TN

∣∣∣∣∣
(
fN(K)− fN(L)

dKL

)2

−
(
∇ϕ(xK) · νKL

)2
∣∣∣∣∣→ 0.

Using this estimate, assumption (ub), and the ζ-regularity, we obtain

F̃N(QNfN , A) = 1
4

∑
K,L∈TN |A

(
fN(K)− fN(L)

dKL

)2

UKLdKL|ΓKL|

. k
∑

K∈TN |A

((
∇ϕ(xK) · νKL

)2
+ εN

)( ∑
L:L∼K

dKL|ΓKL
)

. k
∑

K∈TN |A

(
|∇ϕ(xK)|2 + εN

)
|K|.

The smoothness of the function |∇ϕ|2 and the identity ∑K∈TN |K| = |Ω| now yield

lim sup
N→∞

F̃N(QNfN , A) . k̄

�
A

|∇ϕ|2 dx.

Since QNfN converges to ϕ in L2(A), the Γ-convergence of F̃N(·, A) to F(·, A) yields the
desired bound (4.51).

It remains to extend the result to H1(Ω) by a density argument. Indeed, for any ϕ ∈ H1(Ω)
there exists a sequence (ϕi)i ⊆ C∞c (Rd) such that ϕi → ϕ in H1(Ω). As F(·, A) is lower
semicontinuous in L2(Ω), we can apply (4.51) to ϕi to obtain

F(ϕ,A) ≤ lim inf
i→∞

F(ϕi, A) . k̄ lim inf
i→∞

�
A

|∇ϕi|2 dx = k̄

�
A

|∇ϕ|2 dx,

which shows (4.51) for ϕ ∈ H1(Ω).
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Remark 4.6.7. In the case where mN = PN(ρ dx) for a continuous density ρ, it is possible to
prove the sharp upper bound F ≤ Fµ by a similar argument with a bit more effort. However,
we are not aware of a simple argument for the corresponding liminf inequality. Therefore, we
pass through the compactness and representation scheme, which yields the sharp upper bound
as a byproduct.

We now focus on the inner regularity of subsequential Γ-limit functionals. We will prove
something slightly stronger than the classical inner regularity, namely, an inner approximation
result with sets of Lebesgue measure 0. This sharpening will be useful in the proof of the
locality in Proposition 4.7.5 below.

For any A,B ⊂ Ω, we write A b B as a shorthand for A being relatively compact in B.

Proposition 4.6.8 (Inner regularity). Assume (ub). For A ∈ O(Ω), let F(·, A) be a sub-
sequential Γ-limit of the sequence

(
F̃N(·, A)

)
N

in the L2(Ω)-topology. Then the function
A 7→ F(ϕ,A) is inner regular on O(Ω), i.e.,

sup
A′bA

L d(∂A′)=0

F(ϕ,A′) = sup
A′bA

F(ϕ,A′) = F(ϕ,A). (4.52)

for any ϕ ∈ H1(Ω) and A ∈ O(Ω).

Proof. Fix ϕ ∈ H1(Ω) and A ∈ O(Ω). It immediately follows from the definitions that (4.52)
holds with “≤” (twice) instead of “=”. It thus suffices to prove that

F(ϕ,A) ≤ sup
A′bA

L d(∂A′)=0

F(ϕ,A′).

We adapt the proof for the cartesian grid as given in [AC04, Proposition 3.9].

Fix δ > 0 and consider a non-empty set A′′ ∈ O(Ω) such that A′′ b A and�
A\A′′

|∇ϕ|2 dx < δ.

Let εN := QNeN be a recovery sequence for F(ϕ,A \ A′′), i.e.,

εN → ϕ in L2(Ω) and lim sup
N→∞

FN(eN , A \ A′′) ≤ F(ϕ,A \ A′′) . k̄δ, (4.53)

where the last bound is a consequence of Proposition 4.6.6.

Take A′ ∈ O(Ω) such that A′′ b A′ b A and L d(∂A′) = 0. Note that this can always
be done, since one can pick a compact set K satisfying A′′ ⊂ K b A, and then choose A′
as the union of any finite open cover of K by balls whose closures are contained in A. Let
ϕN := QNfN be a recovery sequence for F(ϕ,A′), so that

ϕN → ϕ in L2(Ω) and lim sup
N→∞

FN(fN , A′) ≤ F(ϕ,A′). (4.54)

Fix M ∈ N and suppose that [TN ] < 1
5(M+1) . Define A′′ ⊂ A1 ⊂ A2 ⊂ . . . ⊂ A5(M+1) ⊂ A′

by

Aj :=
{
x ∈ A′ : d(x,A′′) < j

5(M + 1)d
(
(A′)c, A′′

)}
.
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Moreover, for i ∈ {1, . . . ,M} we consider a cutoff function ρi ∈ C∞(Rd) satisfying

ρi|A5i+2 = 1, ρi|Ω\A5i+3 = 0, 0 ≤ ρi ≤ 1, |∇ρi| .M. (4.55)

Set riN(K) := ρi(xK) for K ∈ TN , and define

f iN := riNfN + (1− riN)eN , so that ϕiN := QNf
i
N → ϕ

as N →∞, uniformly for i ∈ {1, . . . ,M}. As [TN ] < 1
5(M+1) , we have by (4.55),

f iN ≡ fN on TN |A5i+1 , f iN ≡ eN on TN |(A\A5i+4). (4.56)

Using these identities and the inclusions A5i+1 ⊂ A′ and A′′ ⊂ A5i+4 we obtain

FN(f iN , A) ≤ FN(f iN , A5i+1) + FN(f iN , A5(i+1) \ A5i) + FN(f iN , A \ A5i+4)
≤ FN(fN , A′) + FN(f iN , A5(i+1) \ A5i) + FN(eN , A \ A′′).

(4.57)

To estimate the middle term, let ∇g(K,L) := g(L)− g(K) denote the discrete derivative and
observe that

∇f iN(K,L) = riN(L)∇fN(K,L) +
(
1− riN(L)

)
∇eN(K,L)

+
(
fN(K)− eN(K)

)
∇riN(K,L)

for any K,L ∈ TN . Consequently,

|∇f iN(K,L)|2 . |∇fN(K,L)|2 + |∇eN(K,L)|2 +M2d2
KL|fN(K)− eN(K)|2.

Using this bound and the ζ-regularity of the mesh, we obtain

M∑
i=1
FN(f iN , A5(i+1) \ A5i)

.
M∑
i=1

(
FN(fN , A5(i+1) \ A5i) + FN(eN , A5(i+1) \ A5i) + k̄M2‖ϕN − εN‖2

L2(Ω)

)

≤ 2
(
FN(fN , A′ \ A′′) + FN(eN , A′ \ A′′)

)
+ k̄M3‖ϕN − εN‖2

L2(Ω).

Taking into account that that ϕN , εN → ϕ in L2, we can pass to the limsup as N →∞, using
(4.53), (4.54), and Proposition 4.6.6, to obtain

lim sup
N→∞

M∑
i=1
FN(f iN , A5(i+1) \ A5i) . lim sup

N→∞
FN(fN , A′) + lim sup

N→∞
FN(eN , A \ A′′)

. F(ϕ,A′) + F(ϕ,A \ A′′)

. k

�
A

|∇ϕ|2 dx.

Using this bound and (4.53), (4.54) once more, it follows from (4.57) that

lim sup
N→∞

(
1
M

M∑
i=1
FN(f iN , A)

)
≤ F(ϕ,A′) + Ck

(
1
M

�
A

|∇ϕ|2 dx+ δ

)
.
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where C <∞ depends only on Ω, ζ.

Clearly, for each N , there exists iN ∈ {1, . . . ,M} such that

FN(f iNN , A) ≤ 1
M

M∑
i=1
FN(f iN , A),

Since sup1≤i≤M ‖ϕiN −ϕ‖L2(Ω) → 0 as N →∞, we have ϕiNN → ϕ in L2(Ω). Therefore, using
the Γ-convergence we obtain

F(ϕ,A) ≤ lim inf
N→∞

FN(f iNN , A) ≤ F(ϕ,A′) + Ck

(
1
M

�
A

|∇ϕ|2 dx+ δ

)
.

As δ > 0 and M <∞ are arbitrary, this is the desired result.

Proof of Theorem 4.6.2. By Proposition 4.6.8 and [BD98, Theorem 10.3], there exists a
subsequence such that, for any A ∈ O(Ω), the functionals

(
F̃N(·, A)

)
N

are Γ-converging in
L2(Ω)-topology to a limit functional F(·, A). The fact that Γ-convergence implies Mosco
convergence has already been observed in Theorem 4.6.1.

4.7 Representation and characterisation of the limit
We fix the same setup as in Section 4.6. We thus consider a vanishing sequence of ζ-regular
meshes (TN)N and a sequence of discrete measures mN ∈ P(TN).

We show the following representation formula for the Γ-limits from Section 4.6:

Theorem 4.7.1 (Representation of the Γ-limit). Assume (lb) and (ub), and suppose that, for
every A ∈ O(Ω), the functionals

(
F̃N(·, A)

)
N

are L2(Ω)-Mosco convergent to a functional
F(·, A). Then the functional F can be represented as

F(ϕ,A) =


�
A

F (x, ϕ,∇ϕ) dx for ϕ ∈ H1(Ω),

+∞ for ϕ ∈ L2(Ω) \H1(Ω),
(4.58)

for some measurable function F : Ω× R× Rd → [0,+∞).

Combined with the following result, this will complete the proof of Theorem 4.3.9.

Theorem 4.7.2 (Characterisation of F ). Assume (lb), (ub), and (pc). Then the function
F : Ω× Rd → [0,+∞) defined in Theorem 4.7.1 is given by

F (x, u, ξ) = |ξ|2υ(x) ∀x ∈ Ω, u ∈ R, ξ ∈ Rd.

In particular, the sequence
(
F̃N(·, A)

)
N

is L2(Ω)-Mosco convergent to Fµ(·, A).

To prove Theorem 4.7.1, we use a representation result for functionals on Sobolev spaces
[BFLM02]. In our application, we have E(·, A) := F(·, A), where F(·, A) is a subsequential
Γ-limit point of

(
F̃N(·, A)

)
N
.
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Theorem 4.7.3. Let E : H1(Ω)×O(Ω)→ [0,+∞] be a functional satisfying the following
conditions:

(i) locality: E is local, i.e., for all A ∈ O(Ω) we have E(ϕ,A) = E(ψ,A) if ϕ = ψ a.e. on
A.

(ii) measure property: For every ϕ ∈ H1(Ω) the set map E(ϕ, ·) is the restriction of a Borel
measure to O(Ω).

(iii) Sobolev bound: There exists a constant c > 0 and a ∈ L1(Ω) such that
1
c

�
A

|∇ϕ|2 dx ≤ E(ϕ,A) ≤ c

�
A

(
a(x) + |∇ϕ|2

)
dx

for all ϕ ∈ H1(Ω) and A ∈ O(Ω).

(iv) lower semicontinuity: E(·, A) is weakly sequentially lower semicontinuous in H1(Ω).

Then E can be represented in integral form

E(ϕ,A) =
�
A

f(x, ϕ,∇ϕ) dx,

where the measurable function f : Ω×R×Rd → [0,+∞) satisfies the self-consistent formula

f(x, u, ξ) := lim sup
ε→0+

M
(
u+ ξ(· − x), Qε(x)

)
εd

, (4.59)

where Qε(x) is the open cube of side-length ε > 0 centred at x, and

M(ψ,A) := inf
{
E(ϕ,A) : ϕ ∈ H1(Ω), ϕ− ψ ∈ H1

0 (A)
}

(4.60)

for any ψ ∈ H1(Ω) and any open cube A ⊆ Ω.

Remark 4.7.4 (Equivalence of definitions). The paper [BFLM02] contains the statement of
Theorem 4.7.3 with M(ψ,A) replaced by

M̄(ψ,A) := inf
{
E(ϕ,A) : ϕ ∈ H1(Ω), ϕ = ψ in a neighbourhood of A

}
.

We claim that M = M̄ . As any competitor ϕ for M is a competitor for M̄ , it is clear
that M ≥ M̄ . To show the opposite inequality, we fix ε > 0 and take ϕ ∈ H1(A) such
that E(ϕ,A) ≤ M̄(ψ,A) + ε. It follows that ϕ − ψ ∈ H1

0 (A), and there exists a sequence
(ηn)n ⊆ C∞c (A) such that ηn → ϕ − ψ in H1(Ω) as n → ∞. Set ϕn := ψ + ηn, so that
ϕn → ϕ in H1(Ω). Note that ϕn is a competitor for M(ψ,A), as it coincides with ψ on
A\ spt(ηn), henceM(ψ,A) ≤ E(ϕn, A) for all n ∈ N. Using continuity of E(·, A) with respect
to the strong H1(Ω) convergence (as follows from (iii)), we may pass to the limit to obtain

M(ψ,A) ≤ lim
n→∞

E(ϕn, A) = E(ϕ,A) ≤ M̄(ψ,A) + ε.

As ε > 0 is arbitrary, the claim follows.

In the remainder of this section we will verify that the functional F from Theorem 4.6.2 satisfies
the conditions of Theorem 4.7.3. In particular, we will prove the locality (Section 4.7.1) and
the subadditivity (Section 4.7.2). The proof of Theorem 4.7.1 will be completed at the end of
Section 4.7.2. The proof of Theorem 4.7.2 is contained in Section 4.7.3.
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4.7.1 Locality
A consequence of the inner regularity result from Proposition 4.6.8 is a simple proof of the
locality of F. An analogous result appears in [AC04, Proposition 3.9] on the cartesian grid.
The proof in our setting is much simpler due to the short range of interactions.

Proposition 4.7.5 (Locality). Assume that (ub) holds. Suppose that
(
F̃N (·, A)

)
N

is L2(Ω)-
Mosco convergent to some functional F(·, A) for every A ∈ O(Ω). Then F is local, i.e., for
any A ∈ O(Ω) and ϕ, ψ ∈ L2(Ω) such that ϕ = ψ a.e. on A, we have F(ϕ,A) = F(ψ,A).

Proof. Let A ∈ O(Ω) and take ϕ, ψ ∈ L2(Ω) such that ϕ = ψ a.e. on A. In view of the inner
regularity result from Proposition 4.6.8 we may assume that L d(∂A) = 0. By symmetry, it
suffices to prove that F(ϕ,A) ≥ F(ψ,A).

Define CN := ⋃{K : K ∈ TN |A} and C := ⋃
N CN , so that C ⊇ A. We claim that

C \ A ⊆ BN , where BN :=
{
x ∈ Ω : d(x, ∂A) < 2[TN ]

}
. (4.61)

Indeed, for every x ∈ C \ A there exists N ≥ 1 and K ∈ TN such that x ∈ K \ A and
K ∩ A 6= ∅. Therefore, d(x, ∂A) = d(x,A) ≤ diam(K) ≤ [TN ], which implies (4.61).

Let (ϕN)N be a recovery sequence for F(ϕ,A), i.e., ϕN → ϕ in L2(Ω) and

lim
N→∞

F̃N(ϕN , A) = F(ϕ,A). (4.62)

Fix ψ̂N ∈ PCN such that ψ̂N → ψ in L2(Ω) as N →∞, and define ψN : Ω→ R by

ψN(x) :=

ϕN(x) if x ∈ C,
ψ̂N(x) if x ∈ Ω \ C.

We claim that ψN → ψ in L2(Ω) as N →∞. Indeed, since ϕ = ψ a.e. on A, we have

‖ψN − ψ‖2
L2(Ω) = ‖ψ̂N − ψ‖2

L2(Ω\C) + ‖ϕN − ψ‖2
L2(C\A) + ‖ϕN − ϕ‖2

L2(A). (4.63)

The first and the last term on the right-hand side vanish as N → ∞, since ϕN → ϕ and
ψ̂N → ψ in L2(Ω). On the other hand, (4.61) yields

lim sup
N→∞

‖ϕN − ψ‖L2(C\A) ≤ lim sup
N→∞

(
‖ϕ‖L2(BN ) + ‖ψ‖L2(BN )

)
= ‖ϕ‖L2(∂A) + ‖ψ‖L2(∂A) = 0,

since L d(∂A) = 0. Therefore, using (4.63) we infer that ψN → ψ in L2(Ω) as N → ∞.
Using this fact, the Γ-convergence of F̃N in L2, the fact that ϕN = ψN a.e. on C, and (4.62),
we obtain

F(ψ,A) ≤ lim sup
N→∞

F̃N(ψN , A) = lim sup
N→∞

F̃N(ϕN , A) = F(ϕ,A),

which concludes the proof.
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4.7.2 Subadditivity
We now prove subadditivity of the functional A 7→ F(ϕ,A) for any ϕ ∈ H1(Ω). This is the
first step towards the verification of (ii) in Theorem 4.7.3. The proof is inspired by [AC04,
Proposition 3.7] and follows similar ideas as in the proof of Proposition 4.6.8.

Proposition 4.7.6 (Subaddivity). Assume (ub). Suppose that
(
F̃N(·, A)

)
N

is L2(Ω)-Mosco
convergent to some functional F(·, A) for every A ∈ O(Ω). Then the functional F(ϕ, ·) is
subadditive for any ϕ ∈ H1(Ω), in the sense that

F(ϕ,A ∪ B) ≤ F(ϕ,A) + F(ϕ,B) for all A,B ∈ O(Ω). (4.64)

Proof. Fix A,B ∈ O(Ω). For all A′ b A, B′ b B, and ϕ ∈ H1(Ω) we will prove that

F(ϕ,A′ ∪ B′) ≤ F(ϕ,A) + F(ϕ,B).

In view of the the inner regularity (Proposition 4.6.8), this implies (4.64).

Pick A′ b A and B′ b B and let (ψN )N , (ϕN )N be recovery sequences for F(ϕ,A) and F(ϕ,B)
respectively, which we can assume to be finite. Fix M ∈ N and suppose that [TN ] < 1

5(M+1) .
We define the sets

Aj :=
{
x ∈ A : d(x,A′) < j

5(M + 1)d(A′, Ac)
}
⊂ A

for j ∈ {1, . . . , 5(M+1)}. Moreover, for i ∈ {1, ...,M} let ρi be a cutoff function ρi ∈ C∞(Rd)
satisfying

ρi|A5i+2 = 1, ρi|Ω\A5i+3 = 0, 0 ≤ ρi ≤ 1, |∇ρi| .M.

We then consider the L2(Ω)-convergent sequences

ϕiN := QNPN

(
ρiψN + (1− ρi)ϕN

)
−−−→
N→∞

ϕ, ∀i ∈ {1, . . . ,M}.

By definition, we have ϕiN ≡ ψN in A5i+1 and ϕiN ≡ ϕN in Ω \A5i+4. Arguing as in the proof
of Proposition 4.6.8, one deduces the bound

F̃N(ϕiN , A′ ∪ B′) ≤ F̃N(ψN , A) + F̃N
(
ϕiN , (A5(i+1) \ A5i) ∩ B′

)
+ F̃N(ϕN , B) (4.65)

for i ∈ {1, . . . ,M}, as well as the bound

1
M

M∑
i=1

F̃N
(
ϕiN , (A5(i+1) \ A5i) ∩ B′

)
.

E

M
+ k̄M2‖ψN − ϕN‖2

L2(Ω),

where we used that (A5(i+1) \A5i)∩B′ ⊂ A∩B and that the energy of the recovery sequences
ψN and ϕN is bounded from above, thus

sup
N∈N

F̃N(ψN , A) ∨ sup
N∈N

F̃N(ϕN , B) ≤ E = E(A,B) < +∞.

We then plug the error estimates above into (4.65) and deduce

1
M

M∑
i=1

F̃N(ϕiN , A′ ∪ B′)− F̃N(ψN , A)− F̃N(ϕN , B) . E

M
+ k̄M2‖ψN − ϕN‖2

L2(Ω).
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4. Evolutionary Γ-convergence of gradient flow structures for Fokker–Planck

Using the fact that ψN , ϕN → ϕ are recovery sequences, we may pass to the limit N →∞ in
the previous bound and obtain, for fixed M ∈ N,

lim sup
N→∞

1
M

M∑
i=1

F̃N(ϕiN , A′ ∪ B′)− F(ϕ,A)− F(ϕ,B) . E

M
. (4.66)

Arguing again as in the proof of Proposition 4.6.8, we note that, for fixed M ∈ N, there exists
a sequence ϕiNN satisfying ϕiNN → ϕ in L2(Ω) as N →∞ and

F̃N(ϕiNN , A′ ∪ B′) ≤
1
M

M∑
i=1

F̃N(ϕiN , A′ ∪ B′).

Together with (4.66), this yields

F(ϕ,A′ ∪ B′) ≤ lim sup
N→∞

F̃N(ϕiNN , A′ ∪ B′) ≤ F(ϕ,A) + F(ϕ,B) + C
E

M

for every M ∈ N, for some C = C(d, ζ) and E = E(A,B) ∈ R+. Taking the limit M →∞,
we infer that

F(ϕ,A′ ∪B′) ≤ F(ϕ,A) + F(ϕ,B)

and the proof is complete.

The following additivity property turns out to be much easier to prove than the corresponding
result on the grid in [AC04], due to inner regularity in combination with the very short range
of interaction (nearest neighbours on a scale of order [TN ]).

Proposition 4.7.7 (Additivity on disjoint sets). Assume (ub). For any ϕ ∈ H1(Ω) the function
F(ϕ, ·) is additive on disjoint sets, i.e.,

F(ϕ,A ∪ B) = F(ϕ,A) + F(ϕ,B) (4.67)

for all A,B ∈ O(Ω) such that A ∩ B = ∅.

Proof. In view of the subadditivity result from Proposition 4.7.6, it remains to show superad-
ditivity on disjoint sets. Fix A,B ∈ O(Ω) with A ∩ B = ∅. By inner regularity (Proposition
4.6.8) we may assume that d(A,B) > 0. Consequently, for N sufficiently large we have

F̃N(ϕ,A ∪B) = F̃N(ϕ,A) + F̃N(ϕ,B) ∀ϕ ∈ H1(Ω).

Fix ϕ ∈ H1(Ω) and let (ϕN)N be a recovery sequence for F(ϕ,A ∪ B). Using the previous
identity we obtain

F(ϕ,A) + F(ϕ,B) ≤ lim inf
N→∞

F̃N(ϕN , A) + lim inf
N→∞

F̃N(ϕN , B)

≤ lim inf
N→∞

(
F̃N(ϕN , A) + F̃N(ϕN , B)

)
= lim inf

N→∞
F̃N(ϕN , A ∪ B)

= F(ϕ,A ∪ B),

which is the desired superadditivity inequality.
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4.7. Representation and characterisation of the limit

We are now in a position to collect the pieces for the proof of Theorem 4.7.1.

Proof of Theorem 4.7.1. In view of Theorem 4.6.1, we know that F = +∞ outside of H1(Ω).
To obtain the desired result on H1(Ω) we check that F(·, A) satisfies the conditions of Theorem
4.7.3.

The locality (i) has been shown in Proposition 4.7.5.

To prove (ii), we apply the De Giorgi-Letta criterion, cf. [DGL77], [BD98]. For any ϕ ∈ H1(Ω),
it follows from Propositions 4.6.8, 4.7.6, and 4.7.7 that F(ϕ, ·) is the restriction of a Borel
measure to O(Ω).

The Sobolev upper bound (iii) has been proved in Proposition 4.6.6, whereas the corresponding
lower bound follows from Proposition 4.6.5.

Finally, to prove (iv) we note that lower semicontinuity with respect to strong L2(Ω)-convergence
follows from the fact any Γ-limit is lower semicontinuous; see [Bra02, Proposition 1.28]. Since
H1(Ω) is compactly embedded in L2(Ω), the result follows.

4.7.3 The characterisation of the Γ-limit
To prove Theorem 4.3.9 it remains to characterise the Γ-limit F obtained in Theorem 4.7.1. It
thus remains to compute the function F appearing in Theorem 4.7.1. From (4.59) it follows
that for x ∈ Ω, u ∈ R and ξ ∈ Rd,

F (x, u, ξ) = lim sup
ε→0+

M
(
u+ ξ(· − x);Qε(x)

)
εd

, (4.68)

where Qε(x) denotes the open cube of side-length ε centred at x and

M(ϕ,A) := inf
ψ

{
F(ψ,A) : ψ ∈ H1(Ω) s.t. ψ − ϕ ∈ H1

0 (A)
}

for any Lipschitz function ϕ : Ω→ R and any open set A ⊆ Ω with Lipschitz boundary. As we
will compute M by discrete approximation, we consider its discrete counterpartMT defined by

MT (f, A) := inf
g
{FT (g, A) : g ∈ RT s.t. f = g on T |Ac}

for f : T → R, where T |A for A ⊂ Ω is defined in (4.41).
Remark 4.7.8 (Strong continuity of F(·, A) in H1(Ω)). The quadratic nature of the discrete
problems allows us to infer more information about the limit density. In fact, it follows that
F (x, u, ξ) = 〈a(x)ξ, ξ〉 for some bounded matrix-valued function a; see [AC04, Remark 3.2].
Consequently, for every A ∈ O(Ω), the Γ-limit F(·, A) is continuous for the strong topology of
H1(Ω). This fact will be used in the proof of Lemma 4.7.9 below.

The following result is crucial in the proof of Theorem 4.7.2.

Lemma 4.7.9. Assume (ub), and suppose that F̃N (·, B) Γ−→ F(·, B) in L2(Ω) as N →∞ for
any B ∈ O(Ω). Then, for any A ∈ O(Ω) with Lipschitz boundary and any Lipschitz function
ϕ : Ω→ R, we have

MN(PNϕ,A)→M(ϕ,A). (4.69)
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4. Evolutionary Γ-convergence of gradient flow structures for Fokker–Planck

Proof. First we embed the discrete functionals in the continuous setting. For any Lipschitz
function ϕ : Ω→ R and any open set A ⊆ Ω we set

PCN(ϕ,A) := {ψ ∈ PCN : ψ(xK) = ϕ(xK) ∀K ∈ TN |Ac}. (4.70)

We consider the embedded discrete energies F̃ϕN : L2(Ω)→ [0,+∞] defined by

F̃ϕN(ψ,A) :=

FN(PNψ,A) if ψ ∈ PCN(ϕ,A),
+∞ otherwise,

and their continuous counterpart Fϕ : L2(Ω)→ [0,+∞] defined by

Fϕ(ψ,A) :=

F(ψ,A) if ψ − ϕ ∈ H1
0 (A),

+∞ otherwise.

We claim that

F̃ϕN(·, A) Γ−→ Fϕ(·, A), ∀A ⊆ Ω with Lipschitz boundary, ϕ ∈ Lip(Rd),

which implies, together with Proposition 4.6.5 and by a basic result from the theory of Γ-
convergence [Bra02, Theorem 1.21], the desired convergence of the minima in (4.69). To
prove the claim, we argue as in [AC04, Theorem 3.10].

To prove the liminf inequality, we consider a sequence ψN ⇀ ψ in L2(Ω) satisfying supN F̃ϕN (ψN , A) <
+∞. In particular, this implies that ψN ∈ PCN(ϕ,A) and F̃ϕN(ψN , A) = F̃N(ψN , A). Since
F̃N(·, A) Γ−→ F(·, A), it remains to prove that ψ − ϕ ∈ H1

0 (A). In view of the boundary
condition and the fact that ϕ ∈ Lip(Rd), we have

F̃N(ψN ,Ω) ≤ F̃N(ψN , A) + F̃N(ϕ,Ω) . F̃N(ψN , A) + k Lip(ϕ)2.

It follows from this bound and Proposition 4.6.5 that ψN → ψ strongly in L2(Ω) and ψ ∈ H1(Ω).
Moreover, by construction we have ψN → ϕ in L2(Ω \ A). Since A has Lipschitz boundary,
we conclude that ψ − ϕ ∈ H1

0 (A).

Let us now prove the limsup inequality. Pick ψ ∈ L2(Ω) such that Fϕ(ψ,A) < +∞. In
particular, ψ−ϕ ∈ H1

0 (A). Without loss of generality, we may assume that supp(ψ−ϕ) b A,
as the general case follows from this by a density argument using the continuity of F in the
strong H1(Ω)-topology; see Remark 4.7.8. Consider a recovery sequence ψN → ψ in L2(Ω)
such that F̃N(ψN , A)→ F(ψ,A) = Fϕ(ψ,A) as N →∞. Now we argue as in the proof of
Proposition 4.6.8. For any δ > 0 there exists a cutoff function ζδ with the following properties:

(i) supp(ψ − ϕ) b supp ζδ b A;

(ii) the functions ψδN := QN ◦ PN
(
ζδψN + (1− ζδ)ϕ

)
satisfy

lim sup
N→∞

F̃ϕN(ψδN , A) = lim sup
N→∞

F̃N(ψδN , A)

≤ lim sup
N→∞

F̃N(ψN , A) + δ = Fϕ(ψ,A) + δ.

Passing to the limit δ → 0 using a diagonal subsequence ψδ(N)
N → ψ in L2(Ω), the result

follows.
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4.7. Representation and characterisation of the limit

Proof of Theorem 4.7.2. We split the proof into two parts.

Step 1. We first suppose that µ is the normalised Lebesgue measure and mN (K) = πN (K) =
|K|
|Ω| , and we fix ε > 0. For fixed b ∈ R, z ∈ Ω, and ξ ∈ Rd we will compute

MN

(
fN , Qε(z)

)
, where fN(K) := ϕξb,z(xK) and ϕξb,z(·) := u+ ξ(· − z)

As a shorthand we write Qε := Qε(z). Recall that

MN(f,Qε) = inf
g

{
FN(g,Qε) : g ∈ RTN and g(K) = f(K) for K ∈ TN |Qcε

}
.

In other words, we minimise the discrete Dirichlet energy localised on Qε with Dirichlet boundary
conditions given by the discretised affine function f . As follows by computing the first variation
of the action, the unique minimiser is given by the solution h : TN → R of the corresponding
discrete Laplace equation LNh(K) = 0 for K ∈ TN \ TN |Qcε ,

h(K) = fN(K) for K ∈ TN |Qcε .
(4.71)

We claim that the function fN solves (4.71). Indeed, the boundary conditions hold trivially.
Moreover, writing τKL := xK−xL

|xK−xL|
we obtain for any K ∈ TN \ TN |Qcε ,

πN(K)LNfN(K) =
∑
L∼K

|ΓKL|
dKL

(
fN(L)− fN(K)

)
= −

∑
L∼K
|ΓKL|〈ξ, τKL〉

=
�

∂K

〈ξ, νext〉 dH d−1 = 0,

where νext denotes the outward normal unit normal and in the last step we used Stokes’ theorem.
This computation shows the optimality of f and hence

MN(fN , Qε) = FN(fN , Qε).

For the asymptotic computation of FN(fN , Qε) we use the average isotropy property of any
regular mesh (see [GKM20, Lemma 5.4]) to obtain

∣∣∣FN(fN , Qε)− εd|ξ|2
∣∣∣ =

∣∣∣∣∣
(

1
4

∑
K,L∈TN
K,L∩Qε 6=∅

dKL|ΓKL|〈ξ, τKL〉2
)
− |ξ|2|Qε|

∣∣∣∣∣
≤
∣∣∣B(∂Qε, 5[TN ]

)∣∣∣→ 0 as N →∞,

where B(C, r) := {x ∈ Ω : d(x,C) < r}. Note that we get |B(∂Qε, 5[TN ])| instead of
|B(∂Qε, 4[TN ])| as in [GKM20, Lemma 5.4] because we take into account all the cells whose
closure intersects the cube Qε and not only the ones contained in it. Together with Lemma
4.7.9, we obtain, for all ξ ∈ Rd and ε > 0,

M(ϕξb,z, Qε) = lim
N→∞

MN(f,Qε) = lim
N→∞

FN(f,Qε) = εd|ξ|2, (4.72)

hence

F (x, u, ξ) = lim sup
ε→0+

M(ϕξb,z, Qε)
εd

= |ξ|2,
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4. Evolutionary Γ-convergence of gradient flow structures for Fokker–Planck

which concludes the proof in the special case σ, ρ ≡ 1, mN = πN .

Step 2. Let us now consider the general case where mN and µ satisfy (lb), (ub), and (pc). We
write F̄N ,M̄N for the analogues of FN ,MN in the special case where µ is the normalised
Lebesgue measure and mN = πN , which we considered in Step 1.

Fix b ∈ R, z ∈ Ω, and ξ ∈ Rd, and let Qε, ϕξb,z, and f be as above. Furthermore, let υN be
the density of QNmN with respect to the Lebesgue measure. For all g : TN → R we have by
construction, (

inf
Q2ε

υN

)
F̄N(g,Qε) ≤ FN(g,Qε) ≤

(
sup
Q2ε

υN

)
F̄N(g,Qε),

hence, in particular,(
inf
Q2ε

υN

)
M̄N(f,Qε) ≤MN(f,Qε) ≤

(
sup
Q2ε

υN

)
M̄N(f,Qε).

As a consequence of the first part of the proof and (4.72), taking the limit as N →∞ and
applying (4.69), we deduce(

lim sup
N→∞

inf
Q2ε

ρN

)
|ξ|2εd ≤M(ϕξb,z, Qε) ≤

(
lim inf
N→∞

sup
Q2ε

ρN

)
|ξ|2εd.

Taking the limsup as ε→ 0, we deduce from (4.68) and the condition (pc),

F (x, u, ξ) = lim sup
ε→0

M(ϕξb,z, Qε)
εd

= |ξ|2υ(x) for a.e. z ∈ Ω,

which concludes the proof.

154



CHAPTER 5
A non-commutative entropic optimal

transport approach to quantum
composite systems at positive

temperature

In the last chapter, we present a duality result and the convergence of a Sinkhorn algorithm for
multimarginal, non-commutative optimal transport problems in finite dimension. This is the
content of the work [FGP21] in collaboration with Dario Feliciangeli and Augusto Gerolin.

More in detail, we study a multimarginal, non-commutative analogue of the classical Schrödinger
problem, seen as a entropic regularisation of an optimal transport problem between density
matrices on finite dimensional Hilbert spaces. From a physical perspective, this describes
a composite quantum system at positive temperature conditional to the knowledge of the
states of all its subsystems. As a particular case, we discuss applications to the one-body
reduced density matrix functional theory (1RDMFT), both in the bosonic and in the fermionic
setting. Moreover, we introduce a non-commutative analogue of the (multimarginal) Sinkhorn
algorithm and proves its convergence to the optimal states. Our results are based on a
novel, non-commutative notion of (H, ε)-transform, which takes inspiration from the recent
contribution of Di Marino and Gerolin [DMG20a] in the classical setting.

5.1 Introduction
In this work we are interested in studying the ground state energy of a finite dimensional
composite quantum system at positive temperature. In particular, we focus on the problem of
minimizing the energy of the composite system conditionally to the knowledge of the states of
all its subsystems.

The first motivation for this study is physical: it is useful to understand how one could infer the
state of a composite system when one only has experimental access to the measurement of the
states of its subsystems. The second motivation is mathematical: indeed this problem can be
cast as a non-commutative optimal transport problem, therefore showcasing how several ideas
and concepts introduced in the commutative setting carry through to the non-commutative
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5. Quantum composite systems at positive temperature

framework. Finally, a third motivation comes from the fact that one-body reduced density
matrix functional theory, which is of interest on its own, can be framed as a special case of our
setting.

Let us consider a composite system with N subsystems, each with state space given by the
complex Hilbert space hj of dimension dj < ∞, for j = 1, . . . , N , and denote the state
space of the composite system h := h1 ⊗ h2 ⊗ · · · ⊗ hN (with dimension d = d1 · d2 · . . . dN).
Further denote by H the Hamiltonian to which the whole system is subject and suppose that
H = H0 + Hint, where H0 is the non-interacting part of the Hamiltonian, i.e. H0 = ⊕N

j=1 Hj :=
H1⊗11 · · · ⊗ 11 + 11⊗H2⊗11 · · · ⊗ 11 + · · ·+ 11⊗ · · · ⊗ 11⊗HN with Hj acting on hj , and Hint
is its interacting part. Finally, suppose to have knowledge of the states γ = (γ1, . . . , γN) of
the N subsystems, where each γj is a density matrix over hj.

Then the energy of the composite system at temperature ε > 0 is given by

inf
Γ 7→γ
{Tr(H Γ) + εS(Γ)} =

N∑
j=1

Tr(Hj γj) + Fε(γ)

:=
N∑
j=1

Tr(Hj γj) + inf
Γ7→γ
{Tr(Hint Γ) + εS(Γ)} , (5.1)

where the shorthand notation Γ 7→ γ denotes the set of density matrices over h with j-th
marginal equal to γj, and S(Γ) := Tr (Γ log(Γ)) is the opposite of the Von Neumann entropy
of Γ (note that we prefer to adopt the mathematical sign convention).

Our approach for the study of Fε(γ) borrows ideas from optimal transport and convex analysis,
and takes the following observation as a starting point: the minimization appearing in Fε

can be cast as a non-commutative entropic optimal transport problem. Indeed, one looks for
an optimal non-commutative coupling Γ, with fixed non-commutative marginals (i.e. partial
traces) γ, which minimizes the sum of a transport cost (given by Tr(Hint Γ)) and an entropic
term. In light of this interpretation, setting the quantum problem at positive temperature ε
corresponds to consider an entropic optimal transport problem with parameter ε.

Guided by this viewpoint, we first show that Fε has a dual formulation (see Theorem 5.2.1
(i)), i.e. that the constrained minimization appearing in its definition is in duality with an
unconstrained maximization problem (defined in (5.7)). We can then consider any vector
(U ε

1 , . . . , U
ε
N ) of self-adjoint matrices which is a maximizer in the dual functional of Fε, whose

existence and uniqueness up to trivial transformations we prove in Theorem 5.2.1(ii). We
refer to such U ε

i -s as Kantorovich potentials and show in Theorem 5.2.1(iii) that the unique
minimizer Γε realizing Fε(γ) can be written in terms of them as

Γε = exp
(⊕N

i=1 U
ε
i − Hint

ε

)
, (5.2)

in the case of all the γj-s having trivial kernels (in the general case a very similar formula holds).
In this setting, Fε is continuous and its functional derivative can be computed in terms of the
Kantorovich potentials as

dFε

dγi
(γ) = U ε

i , for all i = 1, . . . , N, (5.3)

as we show in Proposition 5.2.2.
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Furthermore, we introduce the Non-Commutative Sinkhorn algorithm to compute the optimizer
realizing Fε(γ). This algorithm exploits the shape of the minimizer obtained in (5.2), in order
to construct a sequence Γ(k) of density matrices converging to Γε of the form

Γ(k) = exp
⊕N

i=1 U
(k)
i − Hint

ε

 , (5.4)

where the vector (U (k)
1 , . . . , U

(k)
N ) is iteratively updated by progressively imposing that Γ(k) has

at least one correct marginal. We prove the convergence and the robustness of this algorithm
in Section 5.5.

It is important to note that studying Fε(γ), i.e. the constrained minimization at fixed
marginals, can also help solving the unconstrained minimization of the Hamiltonian H at
positive temperature ε. Indeed, denoting by P(h) the set of density matrices over h, then

Eε(H) := inf
Γ∈P(h)

{Tr(H Γ) + εS(Γ)} = inf
γ


N∑
j=1

Tr(Hj γj) + Fε(γ)

 . (5.5)

Combining (5.3) and (5.5) allows to write down the Euler–Lagrange equation of (5.5) recovering
its optimizer, i.e. the Gibbs state constructed with H at temperature ε.

Our work is not the first to try to extend the theory of optimal transport to the non-commutative
setting. One of the first attempts was carried out by E. Carlen and J. Maas [CM14], followed
by many others (e.g. [BV20, CGP18, CGP20, CGGT19, CGT18, DPT19, DPTGA18, GP15,
MM17, MV20, PCVS19]). There is an important distinction to be made here. Commutative
optimal transport can be cast equivalently as a static coupling problem or as a dynamical
optimization problem. On the other hand, in the non-commutative setting it is not clear what is
the relation (if any) between the two interpretations. This singles out a big difference between
works that consider the dynamical formulation of commutative optimal transport as a starting
point (e.g. [BV20, CM14, CGGT19, CGT18, MM17, MV20, PCVS19]) and the ones which
instead focus on its static formulation (e.g. [Cut13, GS10, L1́4, Sch31, Zam86]).

This paper adopts an even different approach. We consider as a starting point the Entropic
regularization of optimal transport (which is to be considered as an extension of static
optimal transport, see e.g. the survey [L1́4] and references therein) and introduce its non-
commutative counterpart. We carry out this program by extending the method developed
in [DMG20a, DMG20b, GKR20]. See also Section 5.5 for a detailed explanation of the
multimarginal Sinkhorn algorithm in the commutative setting, as studied in [DMG20a].

In the work [CGP18], the authors study the case of ε = 0 temperature and prove a duality
result for the non-commutative problem in the very same spirit of the Kantorovich duality for
the classical Monge problem. The recent work [Wir18] studies the entropic quantum optimal
transport problem as well, adopting, in constrast to our static approach, a dynamical formulation.
Therein, the author proves a dynamical duality result at positive and zero temperature. To the
best of our knowledge, the present work is the first complete analysis of the quantum entropic
transport problem in the static framework.

As for the Sinkhorn Algorithm, another concept which we borrow from the commutative
setting and extend to the quantum one, its convergence in the commutative setting was first
established in the N = 2 marginal case [FL89, Sin64] for discrete measures and in [Rus95]
for continuous measures (see also [CGP16]). In the multi-marginal setting, convergence
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guarantees were obtained for the discrete case in [CPSV18, KR17] and for continuous measures
in [DMG20a, DMG20b]. Other variants of the Sinkhorn algorithm for (unbalanced) tensor-
valued measures or matrix optimal mass transport have been studied in [PCVS19, RCLO18]
and do not apply to our setting. In the context of Computational Optimal Transport, the
entropic regularization and the Sinkhorn algorithm was introduced in [Cut13, GS10].

Enforcing symmetry constraints: One-body Reduced Density Matrix
Functional Theory
We conclude this introduction by briefly discussing the case in which symmetry conditions are
enforced on the problem, either bosonic or fermionic, which we can also treat (see Section
5.2.3). In this case, (5.1) makes sense only for hj = h0 for all j = 1, . . . , N and γ = (γ, . . . , γ)
(i.e. the underlying Hilbert spaces and the marginals must all be the same) and its study can
be framed in the context of One-body Reduced Density Matrix Functional Theory (1RDMFT),
introduced in 1975 by Gilbert [Gil75] as an extension of the Hohenberg-Kohn (Levy-Lieb)
formulation of Density Functional Theory (DFT) [HK64, Lev76, Lie02]. In the last decades,
DFT and 1RDMFT have been standard methods for numerical electronic structure calculations
and are to be considered a major breakthrough in fields ranging from materials science to
chemistry and biochemistry.
In both these theories one tries to approximate a complicated N-particle quantum system by
studying one-particle objects, namely one-body densities in the case of DFT and one-body
reduced density matrices in the case of 1RDMFT, by using a two-steps minimization analogous
to the one introduced in (5.5).

It is interesting to see that the well-known Pauli principle (see e.g. [LS10, Theorem 3.2]) ,
which provides necessary and sufficient conditions for γ to be the one-body reduced density
matrix of an N -body antisymmetric density matrix, finds a variational interpretation in our
discussion. Indeed, in the antisymmetric case we show (see Proposition 5.2.8) that γ satisfies
the Pauli principle (resp. satisfies the Pauli principle strictly) if and only if the supremum of
the dual functional of Fε is finite (resp. is attained), as it is to be expected.

Other extensions of DFT have been considered, including Mermin’s Thermal Density Functional
Theory [Mer65], Spin DFT [vBH72], and Current DFT [VR87]. Physical and computational
aspects of 1RDMFT have been investigated in [AL05, BCG15, BEG12, BG12, BB02, Men15,
Mül84, Per05, PG15, RP08, Sch19, vL07]. A framework for 1RDMFT for Bosons at zero
temperature was recently introduced in [BRWMS20] (see also [GR19] and references therein for
a recent review). In particular, the first exchange-correlation energy in density-matrix functional
theory was introduced by Müller [Mül84], leading to mathematical results [FLSS07, FNVDB18].

Organisation of the paper
The paper is divided as follows: in Section 5.2 we introduce the framework, the main definitions,
and present our main results Theorem 5.2.1, Theorem 5.2.3, and Theorem 5.2.9. In Section
5.3 we introduce and develop the technical tools needed to prove our main results, in particular
we define the notion of non-commutative (H, ε)-transform (see Section 5.3.1) and prove a
stability and differentiability result for the primal problem in Proposition 5.2.2. In Section 5.4,
Section 5.5, and Section 5.6 we build upon Section 5.3 and prove our main results, respectively,
Theorem 5.2.1, Theorem 5.2.3, and Theorem 5.2.9.
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5.2 Contributions and statements of the main results
The main contributions of this work consist in

• Theorem 5.2.1, which represents a duality result for the functional Fε (whose definition
is recalled below in equation (5.6)). Theorem 5.2.1 also includes the characterization of
the optimizers of Fε (and of its dual functional).

• The introduction of a non-commutative Sinkhorn algorithm, which can be used to
compute the aforementioned optimizers. We also prove convergence and robustness of
this algorithm in Theorem 5.2.3.

• The introduction of a non-commutative notion of (H, ε)-transform and the proof of
suitable a priori estimates in Section 5.3, which turn out to be crucial in the proof
of Theorem 5.2.1 and the convergence of the Sinkhorn algorithm (Theorem 5.2.3).
Consequently, we are also able to show stability and differentiability of Fε(·) in Proposition
5.2.2.

• The generalization of Theorem 5.2.1 to the case of bosonic or fermionic systems, stated
in Theorem 5.2.9. This also allows to give an interesting variational characterization of
the Pauli exclusion principle (see Proposition 5.2.8).

We now proceed to introduce our setting and state our main contributions.

5.2.1 Duality and minimization of Fε

We recall that in this case we simply work with a general composite system, with no symmetry
constraints enforced. For d ∈ N, we shall denote byMd =Md(C) the set of all d×d complex
matrices, by Sd the hermitian elements ofMd, and by Sd≥ (respectively Sd>) the set of all the
positive semidefinite (resp. positive definite) elements of Sd. With a slight abuse of notation,
we denote by Tr the trace operator onMd for any dimension d. Furthemore, for any Hilbert
space h, we denote by P(h) the set of density matrices over h, namely the positive self-adjoint
operators with trace one. For simplicity, we shall also use the notation Pd = P(Cd). For every
N ∈ N we adopt the notation [N ] := {1, ..., N}.

Our main object of study is the minimisation problem for N ∈ N, i ∈ [N ], γi ∈ Pdi , H ∈ Sd

Fε(γ) = inf
{

Tr(H Γ) + εTr(Γ log Γ) : Γ ∈ Pd and Γ 7→ γ
}
, (5.6)

where di ∈ N, d := ∏N
i=1 di, γ := (γi)i∈[N ], and Γ 7→ γ means that the i-th marginal (5.23)

of Γ is equal to γi. This coincides with the Definition of Fε given in (5.1).

The natural space to work with is given by O := ⊗N
i=1

(
ker γi

)⊥
where for simplicity we set

d̂i := (di − dim ker γi) and d̂ := ∏N
i=1 d̂i. We also denote by HO the restriction of H to the

subspace O. The corresponding dual problem is defined as

Dε(γ) = sup


N∑
i=1

Tr(Uiγi)− εTr
(

exp
[⊕N

i=1 Ui − HO
ε

])
: Ui ∈ S d̂i

+ ε , (5.7)

where ⊕ denotes the Kronecker sum (5.24).
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Our first result is a duality result and serves also as a characterization of the minimizers in
(5.6). Note that, throughout the whole paper, when no confusion can arise, we shall use the
slightly imprecise notation α11 = α for α ∈ C.

Theorem 5.2.1 (Duality). Let ε > 0, N ∈ N, and H ∈ Sd. For fixed γ = (γi ∈ Pdi)i∈[N ],
consider the primal and dual problems Fε(γ), Dε(γ) as in (5.6), (5.7) respectively. We then
have that

(i) the primal and dual problems coincide, i.e. Fε(γ) = Dε(γ).

(ii) Dε(γ) admits a maximizer {U ε
i ∈ S d̂i}Ni=1, which is unique up to trival translation.

Precisely, if {Ũ ε
i ∈ S d̂i}Ni=1 is another maximizer, then Ũ ε

i − U ε
i = αi ∈ R with∑

i αi = 0.

(iii) There exists a unique Γε ∈ Pd with Γε 7→ γ which minimizes the functional Fε(γ).
Moreover, Γε and {U ε

i } are related via the formula

Γε = exp
(⊕N

i=1 U
ε
i − HO
ε

)
on O (5.8)

and Γε = 0 on O⊥.

The proof of the existence of maximizers for the dual problem follows the direct method of
Calculus of Variations. In analogy with [DMG20a, DMG20b], where the notion of commutative
(c, ε)-trasform is introduced, we define the non-commutative (H, ε)-transform (see Section
5.3.1). We use this tool to obtain a priori estimates on U and infer compactness of the
maximizing sequences of Kantorovich potentials. Although this approach is not strictly
necessary in our finite dimensional setting to prove (i), we believe these estimates to have
independent interests and, in particular, they are fundamental to prove the convergence of the
so-called non-commutative Sinkhorn algorithm, the second contribution of this work.

As a byproduct of the a priori estimates obtained in Section 5.3.1, it is possible to prove a
stability result (with respect to the marginals) for the Kantorovich potentials and compute the
Frechét derivative of Fε(·). This is the content of the following proposition, which is proved in
Section 5.4. For simplicity, we here assume that the marginals have trivial kernel. With a bit
more effort, and arguing as in Theorem 5.2.1 (see also Remark 5.3.9), one can obtain a similar
result in the general setting as well.

Proposition 5.2.2 (Stability and differentiability of Fε). Fix ε > 0 and assume ker(γi) = {0}.

(i) Stability: if γn = (γni )n∈N, γni ⊂ Pdi is a sequence of density matrices converging to
γ = (γi)n∈N as n→∞, then any sequence of Kantorovich potentials U ε,n converges, up
to subsequences and renormalisation, to a Kantorovich potential U ε for Fε(γ). Therefore,
the functional Fε(·) is continuous.

(ii) Frechét differential: Fε(·) is Fréchet differentiable and for every i ∈ [N ] it holds(
dFε

dγi

)
γ
(σ) = Tr

(
U ε
i σ
)
, ∀σ ∈ Sdi , Tr(σ) = 0 , (5.9)

where U ε is a Kantorovich potential for Fε(γ).
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As derived in [Gil75] and explained, for instance, in [Per05], the relevance of the functional
derivative in the 1RDMFT case is to find an eigenvalue equation to find an efficient optimization
for the one-particle eigenvalue equations.

5.2.2 Non-commutative Sinkhorn algorithm
The second contribution of this work is to introduce and prove the convergence of a non-
commutative Sinkhorn algorithm (see Section 5.5), aimed at computing numerically the optimal
density matrix Γε and the corresponding Kantorovich potentials {U ε

i }i.

For this purpose, we define non-commutative (H, ε)-transform operators, which extend the
notion of (c, ε)−transforms as introduced in [DMG20a] (see also Section 5.5 for a detailed
explanation). Note that the (H, ε)-transform also depends on γ, but we omit this dependence
as γ is a fixed parameter of the problem.

For i ∈ [N ] and ε > 0, we consider the operators T εi :
�N

j=1 S d̂j →
�N

j=1 S d̂j of the form

U := (U1, . . . , UN),
(
T εi (U )

)
j

=

Uj if j 6= i,

Tεi (U1, . . . , Ui−1, Ui+1, . . . UN) if j = i

where each Tεi is defined implicitly via

Pi

exp


⊕N

j=1

(
T εi (U )

)
j
− HO

ε


 = γi (5.10)

and Pi denotes the i-th marginal operator, obtained by tracing out all but the i-th coordinate,
see (5.23). In Section 5.5, we show that the maps T εi are well-defined, i.e. the equation (5.10)
admits a unique solution T εi (U ).

Note that, by construction, the matrix exp
(⊕N

i=1

(
(T εi (U ))j − HO

)
/ε
)
∈ Pd̂ and it has the

i-th marginal equal to γi. The non-commutative Sinkhorn algorithm is then defined by iterating
this procedure for every i ∈ [N ]. We define the one-step Sinkhorn map as

τ :
N¡

j=1
S d̂j →

N¡

j=1
S d̂j ,

τ(U ) := (T εN ◦ · · · ◦ T ε1 )(U ).

The Sinkhorn algorithm is obtained by iteration of the map τ and this is sufficient to guarantee
that the limit point of the resulting sequence is an optimizer for the dual problem (5.7), as
stated in the following Theorem.

Theorem 5.2.3 (Convergence of the non-commutative Sinkhorn algorithm). Fix ε > 0.
The definition (5.10) of the operators T εi is well-posed. Additionally, for any initial matrix
U (0) = (U1, . . . , UN) ∈

�N
j=1 S d̂j , there exist αk ∈ RN with ∑N

i=1α
k
i = 0 such that

U (k) := τ k(U (0)) +αk → U ε as k → +∞, (5.11)

where U ε = (U ε
1 , . . . , U

ε
N) is optimal for the dual problem and τ k := τ ◦ · · · ◦ τ︸ ︷︷ ︸

k-times

.
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Consequently, if one defines for k ∈ N

Γ(k) := exp
(⊕N

i=1(U (k))i − HO
ε

)
on O, (5.12)

and 0 on O⊥, then Γ(k) → Γε as k → +∞ where Γε, U ε satisfy (5.8). In particular, Γε is
optimal for Fε(γ).

Remark 5.2.4 (Renormalisation). In the previous theorem, a renormalisation procedure is needed
in order to obtain compactness for the dual potentials U k. Nonetheless, due to the fact that∑N
i=1(αk)i = 0 and by the properties of the operator ⊕, we observe that for k ∈ N, the

equality

Γ(k) = exp
(⊕N

i=1 τ
k(U )i − HO
ε

)
on O

is also satisfied. In fact, this shows that no renormalisation procedure is needed at the level of
the primal problem, i.e. for the density matrices Γ(k).

Remark 5.2.5. (Umegaki relative entropies) Similar results can be obtained if instead of the Von
Neumann entropy one uses the quantum Umegaki relative entropy with respect to a reference
density matrix with trivial kernel. Specifically, suppose that mi ∈ Sdi with kermi = {0}. Then
one can consider the minimisation problem

Fεm(γ) = inf
{

Tr(H Γ) + εS(Γ|m) : Γ ∈ Pd and Γ 7→ γ
}
,

where we setm := ⊗N
i=1 mi and S(Γ|m) := Tr(Γ(log Γ− logm) denotes the relative entropy

of Γ with respect to m. The functional Fε defined in (5.6) corresponds to the case m equals
the identity matrix. The corresponding dual functional Dε as defined in (5.7) is replaced by

Dε
m(γ) = sup


N∑
i=1

Tr(Uiγi)− εTr
(

exp
[⊕N

i=1 Ui − Hε
m

ε

])
: Ui ∈ Sdi

+ ε,

for a modified matrix Hε
m := H−ε logm (restricted to O in the case of non-trival kernels).

It is easy to see that our approach can also be used in this case. In particular, performing
a change of variables in the dual potentials of the form Ũ = U + ε logm and using that
S(Γ|Id) = S(Γ|m) + ∑N

i=1 [S(γi)− S(γi|mi)], one readily derives the validity of the same
results obtained in Theorem 5.2.1 and Theorem 5.2.3, with the substitution of H with Hε

m.

5.2.3 The symmetric case: one-body reduced density matrix
functional theory

We are able to obtain the duality results stated above also in the symmetric cases (either
bosonic or fermionic). For given d,N ∈ N, we set d = dN . We consider the bosonic (resp.
fermionic) projection operator Π+ (resp. Π−)

Π+ :
N⊗
i=1

Cd →
N⊙
i=1

Cd , Π− :
N⊗
i=1

Cd →
N∧
i=1

Cd , (5.13)
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where � (resp. ∧) denotes the symmetric (resp. antisymmetric) tensor product. Note that the
cardinality of ∧Ni=1 Cd is

(
d
N

)
, therefore ∧Ni=1 Cd 6= {0} if and only if N ≤ d. We denote by

Pd
+ := P

(
N⊙
i=1

Cd

)
, Pd

− := P

(
N∧
i=1

Cd

)
, (5.14)

the set of bosonic and fermionic density matrices. We fix H ∈ Sd such that

Si ◦H ◦ Si = H , ∀i = 1, . . . , N , (5.15)

where the Si are the permutation operators in Definition 5.3.3. It is well-known that there
exists Γ ∈ Pd

− such that Γ 7→ γ (where Γ 7→ γ means that Γ has all marginals equal to γ) if
and only if γ satisfies the Pauli exclusion principle, i.e. if and only if γ ∈ Pd and γ ≤ 1/N
(see for example [LS10, Theorem 3.2]).

Definition 5.2.6 (Bosonic and fermionic primal problems). For any γ ∈ Pd, we define the
bosonic primal problem as

Fε+(γ) := inf
{

Tr(H Γ) + εTr(Γ log Γ) : Γ ∈ Pd
+ and Γ 7→ γ

}
. (5.16)

For any γ ∈ Pd such that γ ≤ 1/N , we define the fermionic primal problem as

Fε−(γ) := inf
{

Tr(H Γ) + εTr(Γ log Γ) : Γ ∈ Pd
− and Γ 7→ γ

}
. (5.17)

An analysis of the extremal points and the existence of the minimizer in (5.16) and (5.17)
have been carried out in [Col63] for the zero temperature case, and in [GR19] in the positive
temperature case. As in the non-symmetric case, we consider the associated bosonic and
fermionic dual problems. For any given operator A ∈ Sd, we denote by A± the corresponding
projection onto the symmetric space, obtained as A± := Π± ◦ A ◦ Π± .

Definition 5.2.7 (Bosonic and fermionic dual problems). For any γ ∈ Pd, we define the
bosonic dual functional D+,ε

γ and the fermionic dual functional D−,εγ as

D±,εγ : Sd → R , D±,εγ (U) := Tr(Uγ)− εTr
(

exp
[

1
ε

(
1
N

N⊕
i=1

U −H
)
±

])
+ ε . (5.18)

The corresponding dual problems are given by

Dε
±(γ) := sup

{
D±,εγ (U) : U ∈ Sd

}
. (5.19)

We note that a priori D−ε (γ) can be defined for any γ ∈ Pd, whereas Fε−(γ) is only well defined
for γ ∈ Pd such that γ ≤ 1/N . This constraint on the primal problem naturally translates to
an admissibility condition in order to have D−ε (γ) <∞. To ensure the existence of a maximizer
for D−,εγ we further need to impose γ < 1/N . The following proposition gives an interesting
and variational point of view of the Pauli principle, and it is proved in Section 5.6.1.

Proposition 5.2.8 (Pauli’s principle and duality). We have the following equivalences:

1. D−ε (γ) <∞ if and only if γ ∈ Pd and γ ≤ 1
N
,
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2. There exists a maximiser U0 ∈ Sd of D−,εγ if and only if γ ∈ Pd and 0 < γ < 1
N
.

Finally we state the duality result in the fermionic and bosonic setting.

Theorem 5.2.9 (Fermionic and bosonic duality). Let H ∈ Sd satisfying (5.15).

(i) For any given γ ∈ Pd, such that γ ≤ 1
N
, the fermionic primal and dual problems coincide,

thus Fε−(γ) = D−ε (γ). Moreover, if 0 < γ < 1
N

then D−,εγ admits a unique maximizer
U ε
− such that

Γε− = exp
(

1
ε

[
1
N

N⊕
i=1

U ε
− − H

]
−

)
(5.20)

is the unique optimal fermionic solution to the primal problem Fε−(γ).

(ii) For any given γ ∈ Pd, the bosonic primal and dual problems coincide, thus Fε+(γ) =
D+
ε (γ). Moreover, if γ > 0, D+,ε

γ admits a unique maximizer U ε
+ such that

Γε+ = exp
(

1
ε

[
1
N

N⊕
i=1

U ε
+ − H

]
+

)
(5.21)

is the unique optimal bosonic solution to the primal problem Fε+(γ).

5.3 Preliminaries and a priori estimates
We start this section by recalling the setting and the notation. For d ∈ N, we denote by
Md =Md(C) the set of all d× d complex matrices, by Sd the hermitian elements ofMd,
and by Sd≥ (respectively Sd>) the set of all the positive semidefinite (positive definite) elements
of Sd. With a slight abuse of notation, we denote by Tr the trace operator onMd for any
dimension d. Furthemore, we denote by Pd the set of d × d density matrices, namely the
matrices in Sd≥ with trace one. For the sake of notation, for every N ∈ N we denote by
[N ] := {1, ..., N}.

For a given N ∈ N and (di)Ni=1 ⊂ N, we consider for any i ∈ [N ] the injective maps

Qi :Mdi →Md =
N⊗
j=1
Mdj , d :=

N∏
j=1

dj,

∀A ∈Mdi , Qi(A) :=
N⊗
j=1

Aj, Aj =

A if j = i,

11 if j 6= i.

(5.22)

We shall use the same notation also for subsets of Cd. I.e., we also denote by Qi the map
Qi : Cdi → Cd defined as

∀K ⊂ Cdi , Qi(K) :=
N⊗
j=1

Kj ⊂ Cd, Kj =

K if j = i,

Cdj if j 6= i.

The marginal operators are the adjoints of the Qi, namely Pi :Md →Mdi , where for every
Γ ∈Md, Pi(Γ) ∈Mdi is defined by duality as

Tr(Pi(Γ)A) = Tr
(

Γ Qi(A)
)
, ∀A ∈Mdi . (5.23)
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Remark 5.3.1. Observe that Tr(Pi(A)) = Tr(A) for every i = 1, . . . , N and A ∈ Md.
Furthermore, if A = ⊗N

i=1 Ai with Tr(Ai) = 1, then Pi(A) = Ai.

For a given family of density matrices γi ∈ Pdi , we use the notation γ := (γi)i∈[N ] and we
write Γ 7→ γ = (γ1, . . . , γN) whenever Γ ∈ Pd and Pi(Γ) = γi for every i = [N ]. With the
next definitions, we introduce the Kronecker sum and Permutation operators.

Definition 5.3.2 (Kronecker sum). For Ai ∈Mdi , we call their Kronecker sum the matrix

N⊕
i=1

Ai :=
N∑
i=1

Qi(Ai) ∈Md (5.24)

where Qi is defined in (5.22).

Definition 5.3.3 (Permutation operators). For any i ∈ [N ], we introduce the permutation
operator Si :Md ≈ ⊗N

j=1Mdj →Md as the map definitioned by

Si
(

N⊗
j=1

Aj

)
= A1 ⊗ · · · ⊗ Ai−1 ⊗ Ai+1 ⊗ · · · ⊗ AN ⊗ Ai,

for any Ai ∈Mdi and extended to the wholeMd by linearity.

Remark 5.3.4. The permutation operators preserve the spectral properties of any operator.
Precisely, σ(Si(A)) = σ(A) for every i ∈ [N ], A ∈ Sd, where σ(A) denotes the spectrum of A.
In particular, for every continuous function f : R→ R, we have that Tr(f(Si(A))) = Tr(f(A)),
for every A ∈ Sd.

5.3.1 Non-commutative (H, ε)-transforms
For this section, we specify to the simply case of a two-fold tensor product and introduce
the notion of non-commutative (H, ε)-transform, which is a central object in our discussion.
We shall see in Section 5.3.2 how it is then easy to extend this notion to a general N -fold
tensor product. We fix d, d′ ∈ N, 0 < α ∈ Pd′ , H ∈ Sdd′ and ε > 0 and define the map
Tε
α,H : Sd × Sd′ → R as

Tε
α,H(U, V ) := Tr(V α)− εTr

(
exp

[
U ⊕ V − H

ε

])
. (5.25)

The (H, ε)-transform of any U ∈ Sd is obtained as the maximiser of the map Tε
α,H(U, ·).

Definition 5.3.5 ((H, ε)-transform). We call the unique maximizer of Tε
α,H(U, ·) the (H, ε)-

transform of U ∈ Sd. We use the notation

Tεα,H : Sd → Sd′ , Tεα,H(U) = arg max{Tε
α,H(U, V ) : V ∈ Sd′}. (5.26)

The following lemma shows that the definition of (H, ε)-transform is indeed well-posed.

Lemma 5.3.6. Let U ∈ Sd. Then there exists a unique maximizer V̄ ∈ Sd′ of Tε
α,H(U, ·).
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Proof. Fix U ∈ Sd. For every V ∈ Sd′ , we write V = V+ − V− where V+,V− ∈ Sd
′ denote

respectively the positive and the negative part of V (with respect to its spectrum). We begin
by observing that

Tr
(

exp
[
U ⊕ V − H

ε

])
≥ Tr

(
exp

[
U ⊕ V − ‖H ‖∞

ε

])

= Tr
(

exp
(
V

ε

))
Tr
(

exp
(
U

ε

))
exp

[
−‖H ‖∞

ε

]
=: κTr

(
exp

(
V

ε

))
≥ κeε

−1‖V+‖∞ ,

(5.27)

where in the second step we used that exp(U⊕V ) = exp(U)⊗exp(V ) and κ = κ(U, ε,H) is a
finite constant depending on U , ε, and H. On the other hand, it clearly holds Tr(V α) ≤ ‖V+‖∞
which combined with (5.27) yields for every V ∈ Sd′

Tε
α,H(U, V ) ≤ ‖V+‖∞ − κeε

−1‖V+‖∞ . (5.28)

Moreover, it is immediate to obtain that

Tε
α,H(U, V ) ≤ Tr(V α) = Tr(V+α)− Tr(V−α) ≤ ‖V+‖∞ − σmin(α)‖V−‖∞, (5.29)

where σmin(α) is the spectral gap of α, which is strictly positive by assumption. Let Vn be
a maximizing sequence for Tε

α,H(U, ·), then the bounds (5.28) and (5.29) imply that (Vn)+,
(Vn)− (and hence Vn) are uniformly bounded. Therefore, we can obtain a subsequence (which
we do not relabel) such that Vn → V̄ ∈ Sd′ . The optimality of V̄ follows from the fact that
Tε
α,H(U, ·) is continuous and strictly concave (see for example [Car10]), which also implies

uniqueness.

In the following lemma we use the fact that the (H, ε)-transform is obtained through a
maximization to show that it can be characterized as the solution of the associated Euler–
Lagrange equation. This property is crucial for the proof of our main results.

Lemma 5.3.7 (Optimality conditions for the (H, ε)-transforms). Given d, d′ ∈ N, 0 < α ∈ Pd′ ,
H ∈ Sdd′ , ε > 0, the operator Tεα,H can be characterized implicitly by the fact that, for any
U ∈ Sd, Tεα,H(U) is the unique solution of

α = P2

(
exp

[
U ⊕ Tεα,H(U)− H

ε

])
. (5.30)

Proof. Let us pick any Λ ∈ Sd and define Vs := Tεα,H(U) + sΛ. By construction, due to the
optimality of Tεα,H(U), the map

s 7→ g(s) := Tr(Vsα)− εTr
(

exp
[
U ⊕ Vs − H

ε

])

must have vanishing derivative at s = 0. This can be computed [Car10, Section 2.2] as

g′(0) = Tr(Λα)− εTr
(

(I ⊗ Λ) exp
[
U ⊕ Tεα,H(U)− H

ε

])
. (5.31)
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Using the definition of partial trace and the previous formula, we infer

Tr
(

Λ
(
α− P2

(
exp

[
U ⊕ Tεα,H(U)− H

ε

] )))
= 0 (5.32)

for every Λ ∈ Sd. Note that α, U, Vs,H being self-adjoint, it follows that the operator

α− P2

(
exp

[
U ⊕ Tεα,H(U)− H

ε

])

is self-adjoint as well. Together with (5.32), this shows (5.30). On the other hand, since
(5.32) is the Euler Lagrange equation associated to the maximization of the strictly concave
functional Tε

α,H(U, ·), any solution of (5.32) is necessarily a maximizer and hence coincides
with Tεα,H(U), by uniqueness (see Lemma 5.3.6).

The next step is to obtain some regularity estimates on Tεα,H(U). To do so, we extract
information from the optimality conditions proved in Lemma 5.3.7.

Proposition 5.3.8 (Regularity of the (H, ε)-transform). Given d, d′ ∈ N, 0 < α ∈ Pd′ ,
H ∈ Sdd′ , ε > 0, we define for all A ∈ Sd (or A ∈ Sd′)

λε(A) := ε log
(

Tr
[

exp
(
A

ε

) ])
. (5.33)

Then for every U ∈ Sd it holds∣∣∣∣Tεα,H(U)− ε logα + λε(U)11
∣∣∣∣ ≤ ‖H‖∞11, (5.34)∣∣∣∣λε(U) + λε

(
Tεα,H(U)

)∣∣∣∣ ≤ ‖H‖∞, (5.35)∣∣∣∣Tεα,H(U)− ε logα− λε(Tεα,H(U))11
∣∣∣∣ ≤ 2‖H‖∞11. (5.36)

where the inequalities are understood as two-sided quadratic forms bounds.

Proof. Note that (5.36) is an immediate consequence of (5.34) and (5.35) and we shall
therefore only prove the latter two. Let us start with the proof of (5.34). We know from
Lemma 5.3.7 that for every U ∈ Sd, Tεα,H(U) satisfies equation (5.30). By the properties of
the partial trace (Remark 5.3.1) and H ≤ ‖H‖∞11, it follows that

α ≤ e
‖H‖∞
ε P2

(
exp

[
U ⊕ Tεα,H(U)

ε

])

= e
‖H‖∞
ε P2

(
exp

(
U

ε

)
⊗ exp

(
Tεα,H(U)

ε

))

= e
‖H‖∞
ε Tr

(
exp

(
U

ε

))
exp

(
Tεα,H(U)

ε

)
,

(5.37)

where in the first equality we used that exp(A⊕B) = expA⊗ expB. Similarly, using instead
the lower bound H ≥ −‖H‖∞11, from (5.30) we can also obtain

α ≥ e
−‖H‖∞

ε Tr
(

exp
(
U

ε

))
exp

(
Tεα,H(U)

ε

)
. (5.38)
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We can put together the two bounds in (5.37), (5.38) to obtain

αe
−‖H‖∞

ε ≤ Tr
(

exp
(
U

ε

))
exp

(
Tεα,H(U)

ε

)
≤ αe

‖H‖∞
ε . (5.39)

Taking the log in the latter inequalities we conclude the proof of (5.34). If we instead take the
trace of both sides in (5.39), we obtain

e
−‖H‖∞

ε ≤ Tr
(

exp
(
U

ε

))
Tr
(

exp
(
Tεα,H(U)

ε

))
≤ e

‖H‖∞
ε ,

and then applying the log, we conclude the proof (5.35).

5.3.2 Vectorial (H, ε)-transforms
In this section, we consider a vectorial version of the (H, ε)-transforms introduced in the
previous section. This turns out to be a key object in the proof of Theorem 5.2.1 and Theorem
5.2.3, necessary to deal with the multi-marginal setting.
Let us first introduce the general framework, which remains in force throughout the section.
Let N ∈ N and [N ] be a index set of N elements. For all i ∈ [N ], let di ∈ N and γi ∈ Pdi be
density matrices. Set γ := (γi)i∈[N ], d = ∏N

j=1 di. Finally, consider a Hamiltonian H ∈ Sd.
Remark 5.3.9. (Kernels) Without loss of generality, we can assume ker γi = {0}, for every i ∈
[N ]. In the general case, it suffices to consider the restriction to the set O := ⊗N

i=1

(
ker γi

)⊥
and consider the matrix HO = ΠO H ΠO, where ΠO is the projector onto O.

We therefore assume that ker γi = {0} for all i ∈ [N ]. In this section we extend the notion
of (H, ε)-transform as introduced in previous section 5.3.1 to the multi-marginal setting, and
we apply it to our specific setting. We are interested in the maximization (5.7) of the dual
functional, that we introduce below.

Definition 5.3.10 (Dual Functional). For any U = (U1, . . . , UN) ∈
�N

j=1 Sdj , we define

Dε
γ(U ) =

N∑
i=1

Tr(Uiγi)− εTr
(

exp
[⊕N

i=1 Ui − H
ε

])
+ ε.

Remark 5.3.11. Note that Dε
γ is invariant by translation for any vector a = (a1, . . . , aN ) ∈ RN

such that ∑N
k=1 ak = 0, i.e.

Dε
γ(U + a) = Dε

γ(U ).

As a consequence of this property, we see in Section 5.5 that the set of maximizers is invariant
by such transformations (Lemma 5.4.4).

With the following definition, we introduce the vectorial (H, ε)-transforms.

Definition 5.3.12 (Vectorial (H, ε)-transform). For any i ∈ [N ], we define the i-th vectorial
(H, ε)-transform Tεi as the map

Tεi :
N¡

j=1, j 6=i
Sdj → Sdi ,

Tεi (Ûi) = argmax
V ∈Sdi

{
Tr(V γi)− εTr

(
exp

[1
ε

(U1 ⊕ · · · ⊕ Ui−1 ⊕ V ⊕ Ui+1 ⊕ · · · ⊕ UN − H)
])}

,
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where for U ∈
�N

j=1 Sdj , we set Ûi to be the product of all the Uj but the i-th one, namely

Ûi :=
(
U1, . . . , Uj−1, Uj+1, . . . , UN

)
∈

N¡

j=1, j 6=i
Sdj . (5.40)

Remark 5.3.13. Observe that we can identify the i-th vectorial (H, ε)-transforms with a
particular case of the operators Tε,H,α as introduced in Section 5.3.1. Indeed, as a consequence
of Remark 5.3.4 it is straightforward to see that for i ∈ [N ]

Tεi (Ûi) = Tεγi,Si(H)

 N⊕
j=1, j 6=i

Ui

 , Tεγi,Si(H) :
N⊗

j=1, j 6=i
Sdj ≈ S d̃i → Sdi , (5.41)

where we set d̃i := ∏
j 6=i dj and the Si are the permutation operators in Definition 5.3.3.

This shows that the definition is well posed (i.e. that the argmax appearing in the definition
exists and is unique). Moreover it allows us to extend the validity of the properties of the
(H, ε)-transform shown in Section 5.3.1 to the operators Tεi , as we shall see in Lemma 5.3.18
and Proposition 5.3.19 below. Note that the dependence on the specific entry i is reflected in
both the use of γi and in the fact that the transform is performed w.r.t. Si(H).

5.3.3 One-step and Sinkhorn operators
We use the vectorial (H, ε)-transforms to define what we call one-step operators and Sinkhorn
operators. The first ones map a vector of N potentials into a vector of N potentials, exchanging
its i-th entry with the i-th vectorial (H, ε)-transform applied to the other N − 1. The second
is simply obtained by composing all the different N one-step operators.

Definition 5.3.14 (One-step operators). For i ∈ [N ], we introduce the one-step operators
T εi , which are defined by

T εi :
N¡

j=1
Sdj →

N¡

j=1
Sdj

U := (U1, . . . , UN) 7−→ (U1, . . . , Ui−1,T
ε
i (Ûi), Ui+1, . . . , UN) =: T εi (U ).

The Sinkhorn operator is simply the composition of the N one-step operators T εi , i ∈ [N ].

Definition 5.3.15 (Sinkhorn Operator). We introduce the Sinkhorn operator τ , defined by

τ :
N¡

j=1
Sdj →

N¡

j=1
Sdj ,

τ(U ) := (T εN ◦ · · · ◦ T ε1 )(U ).

Remark 5.3.16. Note that, by definition of τ , it follows immediately that, for any U ∈
�N

j=1 Sdj

Dε
γ(τ(U )) ≥ Dε

γ(U ),

i.e. applying τ to any vector increases its energy. Moreover, any maximizer of Dε
γ is a fixed

point of τ (as a consequence of the uniqueness proved in Lemma 5.3.6). The converse is also
true and implies that the set of maximizers of Dε

γ coincides with the set of fixed points of τ ,
see Remark 5.4.3.
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Remark 5.3.17. Note that for any vector a ∈ RN such that ∑N
k=1 ak = 0, one has

T εi (U + a) = T εi (U ) + a,

i.e. T εi commutes with translations by vectors whose coordinates sum up to zero (notice
that this fact is particularly interesting in light of Remark 5.3.11). This is a straightforward
consequence of the fact that

Tεi
(
(Û + a)i

)
= Tεi (Ûi) + ai,

which can be readily verified from the definitions. Trivially, this also implies

τ(U + a) = τ(U ) + a.

We now take advantage of the observations in Remark 5.3.13 to deduce properties for the
vectorial (H, ε)-transforms, the one-step operators, and the Sinkhorn operator. First of all,
as a corollary of Lemma 5.3.7, we characterize the vectorial (H, ε)-transforms as solutions of
implicit equations.

Lemma 5.3.18 (Optimality conditions for vectorial (H, ε)-transforms). Let i ∈ [N ], ε > 0,
γi ∈ Pdi , H ∈ Sd, with ker γi = {0}. For any U ∈

�N
j=1 Sdj , the one step-operator T εi (U)

(or equivalently the i-th vectorial (H, ε)-transform Tεi (Ûi)) is implicitly characterized as the
unique solution of the equation

γi = Pi

exp
1
ε

 N⊕
j=1

(T εi (U ))j − H
 . (5.42)

Proof. As a consequence of (5.41), we can apply Lemma 5.3.7 and deduce

γi = PN

exp
1
ε

 N⊕
j=1, j 6=i

Ui

⊕ Tεi (Ûi)− Si(H)


= Pi

exp
1
ε

 N⊕
j=1

(T εi (U ))j − H
 ,

where Si is the i-th permutation operator, as defined in 5.3.3, and in the last equality we used
Remark 5.3.4 and that  N⊕

j=1, j 6=i
Ui

⊕ Tεi (Ûi) = Si

 N⊕
j=1

(T εi (U ))j


for every i ∈ [N ] and U ∈

�N
j=1 Sdj .

The next proposition collects the regularity properties of the (H, ε)-transforms. Once again,
they are direct consequence of the properties proved in the two marginals case, in particular in
Proposition 5.3.8.
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Proposition 5.3.19 (Regularity of the (H, ε)-transforms). Let i ∈ [N ], ε > 0, γi ∈ Pdi ,
H ∈ Sd, with ker γi = {0}. Then for every U ∈

�N
j=1 Sdj , for every i ∈ [N ] it holds∣∣∣∣∣∣Tεi (Ûi)− ε log γi +

N∑
j=1,j 6=i

λε(Uj)11

∣∣∣∣∣∣ ≤ ‖H‖∞11 , (5.43)
∣∣∣∣∣∣

N∑
j=1,j 6=i

λε(Uj) + λε
(
Tεi (Ûi)

)∣∣∣∣∣∣ ≤ ‖H‖∞ , (5.44)
∣∣∣Tεi (Ûi)− ε log γi − λε

(
Tεi (Ûi)

)
11
∣∣∣ ≤ (2‖H‖∞)11, (5.45)

where λε is defined in (5.33).

Proof. The proof is a direct application of Proposition 5.3.8 and the considerations in Remark
5.3.13. Precisely, the estimate (5.43) follows from (5.34), (5.44) follows from (5.35) and
(5.45) follows from (5.36), together with the fact that

λε

 N⊕
j=1, j 6=i

Uj

 =
N∑

j=1,j 6=i
λε (Uj) , ∀U ∈

N¡

j=1
Sdj .

In light of Remark 5.3.16, it is reasonable to check whether sequences of the form τ k(U0) are
maximizing for Dε

γ and compact. On the other hand, a priori it is not clear how to obtain
compactness for such sequences and Remark 5.3.11 shows that there could even exist sequences
‘converging’ to the set of maximizers which are not compact. It is therefore natural to introduce
a suitable renormalization operator, aimed at retrieving compactness. Note that any such
operator should increase or leave invariant the value of Dε

γ and therefore, by Remark 5.3.11,
any translation by vectors whose coordinates sum up to zero is a good candidate.

Definition 5.3.20 (Renormalisation). Let λε be defined as in (5.33). We define the renormal-
isation map Ren :

�N
i=1 Sdi →

�N
i=1 Sdi as the function

Ren(U )i =


Ui − λε(Ui), if i ∈ {1, . . . , N − 1}

UN +
N−1∑
j=1

λε(Uj), if i = N.

Note the choice of the N -component of the renormalisation operator is chosen in such a way
that the translation is associated to a vector whose coordinates sum up to zero.

In the following proposition we show that Ren
(
τ
(�N

i=1 Sdi
))

is bounded and therefore
compact. This shows that the map Ren is indeed a reasonable renormalization operator for
our purposes.

Proposition 5.3.21 (Renormalisation of (H, ε)-transforms and uniform bounds). Let i ∈ [N ],
ε > 0, γi ∈ Pdi , H ∈ Sd, with ker γi = {0}. Then, for any U ∈ Sd, one has that
Dε
γ(Ren τ(U )) ≥ Dε

γ(U ), and the following bounds hold true:∣∣∣(Ren τ(U ))i − ε log γi
∣∣∣ ≤ 2‖H‖∞11, ∀i ∈ [N ]. (5.46)
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Proof. First of all, Remark 5.3.11 and Remark 5.3.16 trivially yield Dε
γ(Ren τ(U )) ≥ Dε

γ(U ).
To show (5.46), note that for any i ∈ [N ], (τ(U))i is obtained applying Tεi to some element
of
�N

j=1, j 6=i Sdj . Therefore, applying (5.45) from Proposition 5.3.19, we obtain

‖(Ren τ(U ))i − ε log γi‖∞ = ‖(τ(U ))i − ε log γi − λε((τ(U ))i)‖∞ ≤ 2‖H ‖∞

for every i ∈ [N − 1]. Moreover, (τ(U))N = TNε (τ̂(U )N) and hence, applying (5.43) from
Proposition 5.3.19, we arrive at

‖(Ren τ(U ))N − ε log γN‖∞ =

∥∥∥∥∥∥(τ(U ))N − ε log γN +
N−1∑
j=1

λε((τ(U ))j)

∥∥∥∥∥∥
∞

≤ ‖H ‖∞,

which completes the proof.

5.4 Non-commutative multi-marginal optimal transport
In this section we prove Theorem 5.2.1, our first main result stated in Section 5.2, exploiting the
tools developed in Section 5.3. Again, we fix the setup, which remains in force throughout the
whole Section 5.4 and Section 5.5. Let N ∈ N, and for i ∈ [N ] we consider density matrices
γi ∈ Pdi . Set γ := (γi)i∈[N ], d = ∏N

j=1 di, and assume that ker γi = {0} (see Remark 5.3.9).
We also fix H ∈ Sd. In this section, we prove the Theorem 5.2.1.

We begin by introducing the primal functional, which appears in the minimisation (5.6).

Definition 5.4.1 (Primal Functional). For Γ ∈ Pd, the primal functional is defined by

Fε(Γ) = Tr(H Γ) + εS(Γ) = Tr(H Γ) + εTr(Γ log Γ). (5.47)

We also recall the definitions of the primal and the dual problem

Fε(γ) = inf
{

Fε(Γ) : Γ ∈ Pd and Γ 7→ (γ1, . . . , γN)
}
, (5.48)

Dε(γ) = sup

Dε
γ(U ) : U ∈

N¡

i=1
Sdi

 , (5.49)

where the dual functional Dε
γ is given in Definition 5.3.10.

5.4.1 Primal and dual functionals: lower bound and structure of
the optimizers

We begin with the proof of the lower bound for the primal functional (5.47), in terms of the
dual functional (5.3.10).

Proposition 5.4.2 (Lower bound). Fix N ∈ N and ε > 0. For all i ∈ [N ], let γi ∈ Pdi be
density matrices, H ∈ Sd. Then, for all U ∈

�N
i=1 Sdi and every Γ ∈ Pd, Γ 7→ γ we have

that

Fε(Γ) ≥ Dε
γ(U ) .
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Proof. For any U ∈
�N

i=1 Sdi and any admissible Γ ∈ Pd, Γ 7→ γ, we can write

Fε(Γ) = Fε(Γ) +
N∑
j=1

Tr(Ujγj)− Tr
 N⊕

j=1
Uj

Γ


=
N∑
j=1

Tr(Ujγj) + εS(Γ)− Tr
Γ

 N⊕
j=1

Uj − H
 .

Let us denote the Hilbert-Schmidt scalar product (onMd) by 〈·, ·〉HS. It follows that

Fε(Γ) =
N∑
j=1

Tr(Ujγj) + ε
[
S(Γ)− 〈Γ, Y 〉HS

]
≥

N∑
j=1

Tr(Ujγj)− εS∗(Y ), (5.50)

where Y = ε−1
(⊕N

j=1 Uj − H
)
∈ Sd and, for any Y ∈ Sd

S∗(Y ) := sup
Γ∈Sd

≥

{〈Y,Γ〉HS − S(Γ)}

denotes the Legendre transform of S on the subspace Sd≥. This can be explicitly computed as

S∗(Y ) = Tr [exp(Y − 1)] , ∀Y ∈ Sd. (5.51)

For the sake of completeness, let us explain how to prove (5.51). First of all we show that for
any Y ∈ Sd the supremum appearing in the definition of S∗(Y ) is attained at some Γ̄ ∈ Sd>.
Indeed, for any Γ ≥ 0 define σ+ to be the maximum of its spectrum, then it holds

〈Y,Γ〉HS − S(Γ) ≤ d2‖Y ‖∞σ+ − σ+ log σ+ −min
R+
{x log x}(d2 − 1) σ+→∞−−−−→ −∞.

This implies that the super-levels of 〈y,Γ〉HS − f(Γ) are bounded and hence pre-compact
and allows us to conclude the existence of a maximizer Γ̄. Moreover, it is straightforward to
show that Γ̄ > 0, otherwise one would have a contradiction by perturbing Γ̄ with Πker Γ̄ (the
projector onto ker Γ̄).

Let us derive the optimality conditions for Γ̄. Define Γs := Γ̄ + sΓ′ with Γ′ ∈ Sd (note that
for any Γ′ ∈ Sd for s sufficiently small Γs is positive since Γ̄ > 0), then the Euler-Lagrange
equation for the maximization problem reads

0 = d

ds

∣∣∣∣
s=0

(〈Y,Γs〉HS − S(Γs)) = 〈Y,Γ′〉HS − Tr
[
Γ′(log Γ̄ + 1)

]
.

This yields Γ̄ = exp(Y − 1). Substituting in the expression for S∗, we arrive at (5.51).

Plugging this into (5.50) with Y = Y and recalling the definition of Y , we obtain

Fε(Γ) ≥
N∑
j=1

Tr(Ujγj)− εTr
(

exp
(⊕N

j=1 Uj − H−ε
ε

))
.

Changing the variable U1 to Ũ1 := U1 + ε, we conclude the proof.
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Remark 5.4.3 (The non-commutative Schrödinger problem). Suppose that U ∈
�N

i=1 Sdi
is a fixed point for τ , namely τ(U) = U . This can be equivalently recast as Tεi (Ûi) = Ui,
∀i ∈ [N ]. Then Lemma 5.3.18, (5.42) imply that the density matrix defined by

Γ := exp
(⊕N

i=1 Ui − H
ε

)
(5.52)

has the correct marginals Γ 7→ (γ1, . . . , γN) and thus it is admissible for the primal problem.
In particular, it has trace 1 and we have

Dε
γ(U1, . . . , UN) = Dε

γ(U ) =
N∑
i=1

Tr(Uiγi) = Tr
((

N⊕
i=1

Ui

)
Γ
)
.

On the other hand, directly from formula (5.52), we compute

Γ H +εΓ log Γ = Γ H +Γ
(

N⊕
i=1

Ui − H
)

= Γ
(

N⊕
i=1

Ui

)

and thus

Fε(Γ) = Tr
((

N⊕
i=1

Ui

)
Γ
)

= Dε
γ(U1, . . . , UN). (5.53)

In light of Proposition 5.4.2, this shows that if we are able to find a fixed point of τ , then this
must be optimal for the dual problem (note that any maximizer is also a fixed point for τ as
discussed in Remark 5.3.16) and the corresponding Γ as obtained in (5.52) must be optimal
for the primal problem.

Another consequence of the above observations is that the set of maximizers for the dual
problem is invariant under translations.

Lemma 5.4.4 (Structure of the maximizers). Let U and V be two maximizers of Dε
γ , then

there exists α ∈ RN such that ∑N
i=1αi = 0 and U = V +α.

Proof. Thanks to Remark 5.4.3 and using that the primal functional admits an unique minimizer
by strict convexity, we find

exp
(⊕N

i=1(U )i − H
ε

)
= exp

(⊕N
i=1(V )i − H

ε

)
=⇒

N⊕
i=1

(U )i =
N⊕
i=1

(V )i . (5.54)

Applying the partial traces to the latter equality, we obtain

(U )i = (V )i +
N∑

j=1,j 6=i
Tr(V )j − Tr(U )j =: (V )i +αi.

Using (5.54) once again, one sees that

N∑
i=1
αi = (N − 1)

(
Tr
(

N⊕
i=1

(U )i
)
− Tr

(
N⊕
i=1

(V )i
))

= 0,

which concludes the proof.
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5.4.2 Proof of Theorem 5.2.1
We are finally ready to prove the equivalence between dual and primal problem, and to
characterise the optimisers of the two problems. For the sake of clarity, recall that

Ren(U )i =


Ui − λε(Ui), if i ∈ {1, . . . , N − 1}

UN +
N−1∑
j=1

λε(Ui), if i = N,

as in Definition 5.3.20 and λε is defined in (5.33) as λε(A) := ε log
(

Tr
[

exp
(
A
ε

) ])
, for

every A ∈ Sd, d ∈ N.

Proof of Theorem 5.2.1. (ii). Take a maximizing sequence Un for the dual problem and
consider Ũn := Ren τ(Un), where τ = T εN ◦ · · · ◦ T ε1 is the Sinkhorn operator as introduced
in Definition 5.3.15. Thanks to Proposition 5.3.21, Ũn is again a maximizing sequence that
satisfies ∥∥∥Ũn

∥∥∥
∞
≤ 2‖H ‖∞ + ε sup

i∈[N ]
‖ log γi‖∞ <∞, ∀n ∈ N,

and it is therefore compact. Pick any U ε ∈
�N

i=1 Sdi limit point of Ũn. By continuity of the
dual functional we infer

Dε(γ) = lim
N→∞

Dε
γ(Ũn) = Dε

γ(U ε)

which shows that U ε is a maximizer for Dε(γ). The fact that any other maximizer must
coincide with U ε follows from Lemma 5.4.4.

(i)&(iii) Proposition 5.4.2 proves one of the inequalities. To show the other inequality, we
take any maximizer U ε (which exists by the previous proof of (ii)). By construction of the
Sinkhorn map, U ε must be a fixed point of τ . Thanks to Remark 5.4.3, we conclude that

Γε = exp
(⊕N

i=1U
ε
i − H
ε

)

satisfies Dε
γ(U ε) = Fε(Γε) ≥ Fε(γ). Hence Γε is optimal for Fε and Fε(γ) = Dε(γ).

5.4.3 Stability and the functional derivative of Fε

In this last section, we show stability of the Kantorovich potentials with respect to the
marginals γ and compute the Fréchet differential of Fε(γ) (or simply the differential in our
finite dimensional setting). A similar result was first obtained by Pernal in [Per05] at zero
temperature and in [GR19] in the positive temperature 1RDMFT case, i.e. considering also
the fermionic and bosonic symmetry constraints. In [Per05], the result follows by a direct
computation via chain rule, by taking the partial derivatives with respect to the eigenvalues
and eigenvectors of a density matrix Γ. On the other hand, [GR19] uses tools from convex
analysis and exploits the regularity of Fε.

Our strategy is based on the Kantorovich formulation of (5.6) and follows ideas contained in
[DMG20b].
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5. Quantum composite systems at positive temperature

Proof of Proposition 5.2.2. Consider γn n→∞−−−→ γ and pick any sequence of Kantorovich po-
tentials U ε,n for Fε(γn). By optimality, they must be a fixed point for τ and hence, thanks to
Proposition 5.3.21, Ren(U ε,n) is uniformly bounded. Note that Ren(U ε,n) are also maximizers
for Dε(γn). This implies that any limit point of Ren(U ε,n) must be a maximizer for Dε(γ).
The continuity of Fε(·) directly follows from this stability property.

Let us prove the differentiability. Fix σ ∈ Sdi , with Tr(σ) = 0, and denote by γh the
pertubation of γ with +hσ in the ith entry. Denote by U ε any Kantorovich potential for
Fε(γ). From duality (Theorem 5.2.1) we can estimate

1
h

(
Fε(γh)− Fε(γ)

)
≥ 1
h

(
N∑
i=1

Tr
(
U ε
i γ

h
i −U ε

i γi
))

= Tr(U ε
i σ) (5.55)

for every h ∈ R. Reversely, denote by U ε,h any sequence of Kantorovich potentials for Fε(γh).
Then for every h > 0 we obtain

1
h

(
Fε(γh)− Fε(γ)

)
≤ 1
h

(
N∑
i=1

Tr
(
U ε,h
i γhi −U

ε,h
i γi

))
= Tr(U ε,h

i σ). (5.56)

From the first part of the proof, we know that any limit point of Ren(U ε,h
i ) is a Kantorovich

potential, which up to translation (Lemma 5.4.4) must coincide with U ε
i . Therefore, passing

to the limit in (5.55) and (5.56), we obtain (5.9).

5.5 Non-commutative Sinkhorn algorithm
In this section we introduce and prove convergences guarantees (Theorem 5.2.3) of the
non-commutative version of the Sinkhorn algorithm, allowing us to compute numerically the
minimiser (5.8) of the non-commutative multi-marginal optimal transport problem (5.47).

The idea of the Sinkhorn algorithm is to fix the shape of an ansatz

Γ(k) = exp
⊕N

i=1 U
(k)
i − H
ε

 ,
since it is the actual shape of the minimizer in (5.8), and alternately project the Kan-
torovich potentials U (k)

i via the (H, ε)-transforms (Definition 5.3.12) to approximately reach
the constraints Γ(k) 7→ (γ1, . . . , γN). Recall that for i ∈ [N ], the one-step operators
T εi :
�N

i=1 Sdj →
�N

i=1 Sdj are given by

U := (U1, . . . , UN),
(
T εi (U )

)
j

=

Uj if j 6= i,

Tεi (U1, . . . , Ui−1, Ui+1, . . . UN) if j = i

where Tεi can be implicitly defined (Lemma 5.3.18) solving the equation

Pi

exp


⊕N

j=1

(
T εi (U )

)
j
− H

ε


 = γ. (5.57)

Connection with the multi-marginal Sinkhorn algorithm: let us shortly describe what is the
corresponding picture in the commutative setting [DMG20a, DMG20b]. For every i ∈ [N ], let
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5.5. Non-commutative Sinkhorn algorithm

Xi be Polish Spaces, ρimi ∈ P(Xi) be probability measures with reference measures mi. The
Hamiltonian H corresponds to a bounded cost function c : X1 × · · · ×XN → R.

The Sinkhorn iterates define recursively the sequences (anj )n∈N, j ∈ [N ] by

a0
j(xj) = ρj(xj), j ∈ {2, . . . , N},

anj (xj) = ρj(xj)�
⊗Ni<jani (xi)⊗Ni>j an−1

i (xi)e−c(x1,...,xN )/εd(⊗Ni 6=jmi)
, ∀n ∈ N and j ∈ [N ].

(5.58)
Via the new variables unj = ε ln(anj ), j ∈ [N ], one can rewrite the Sinkhorn sequences (5.58)
as

unj (xj) = −ε log
(�

Πi 6=jXi
exp

(∑
i 6=j u

n
i (xi)− c(x1, . . . , xN)

ε

)
d
(
⊗Ni 6=jmi

))
+ ε log(ρj)

= (ûnj )(N,c,ε)(xj).

Or, more generally, for every j ∈ [N ], unj (xj) corresponds to the solution of the maximisation

argmax
ui∈L∞(Xi)


N∑
i=1

�
Xj

uiρjdmj − ε
�

ΠN
i 6=jXi

exp
(∑

i 6=j u
n
i + u− c
ε

)
d
(
⊗Ni 6=jmi

)+ ε log(ρj)

which corresponds to the commutative counterpart of the i-th vectorial (H, ε)-transform in
Definition 5.3.12.

5.5.1 Definition of the algorithm
The non-commutative Sinkhorn algorithm is then defined iterating the (H, ε)-transforms as in
(5.57) for every i ∈ [N ]. Note that, by construction, the matrix exp

(⊕N
i=1

(
(T εi (U ))j − H

)
/ε
)
∈

Pd and its i-th marginal coincide with γi. We define the one-step Sinkhorn map as

τ :
N¡

j=1
Sdj →

N¡

j=1
Sdj ,

τ(U ) := (T εN ◦ · · · ◦ T ε1 )(U ).

Note that this is the non-commutative counterpart of the iteration defined in (5.58). The
Sinkhorn algorithm is obtained iterating the map τ in the following way.

Step 0. We fix U (0) ∈ ×Ni=1Sdi an initial vector of potentials and define the density matrix

Γ(0) := exp
⊕N

i=1U
(0)
i − H
ε

 ∈ Pd.

Step k. For every k ∈ N, we define the k-th density matrix via the formula

Γ(k) := exp
(⊕N

i=1 τ
k(U (0))i − H
ε

)
∈ Pd , (5.59)

where we write τ k := τ ◦ · · · ◦ τ the composition of τ for k-times.
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5. Quantum composite systems at positive temperature

Our goal is to prove the convergence Γ(k) → Γε where Γε is optimal for Fε(γ). To do so, our
plan is to obtain compactness at the level of the corresponding dual potentials. Nonetheless,
the vectors τ k(U (0)) do not enjoy good a priori estimates and a renormalisation procedure is
needed. For any given sequence (αk)k∈N ⊂ RN such that ∑N

i=1α
k
i = 0, we define

U (k) := τ k(U (0)) +αk, k ∈ N, (5.60)

and observe that, by the properties of ⊕, the correspond density matrix does not change, thus

Γ(k) = exp
⊕N

i=1U
(k)
i − H
ε

 ∈ Pd, ∀k ∈ N. (5.61)

Thanks to the good property of the renormalisation map and the Sinkhorn operator, we claim
we can find a sequence αk such that the corresponding potentials U (k) as defined in (5.60) do
enjoy good a priori estimates and they can be used to prove the convergence of the algorithm,
as we see in the next section.

5.5.2 Convergence guarantees: proof of Theorem 5.2.3
We are ready to prove our main result Theorem 5.2.3, which follows from the next Proposition.

Proposition 5.5.1 (Convergence of non-commutative Sinkhorn algorithm). Fix N ∈ N and
ε > 0. For all i ∈ [N ], let γi ∈ Pdi be density matrices, H ∈ Sd, with ker γi = {0}. For any
initial potential U (0) ∈

�N
i=1 Sd, we consider the sequence Γ(k) ∈ Pd as defined in (5.59).

1. There exist αk ∈ RN with ∑N
i=1 α

k
i = 0 such that

U (k) = τ k(U ) +αk → U ε as k → +∞. (5.62)

2. U ε = (U ε
1 , . . . ,U

ε
N) is optimal for the dual problem Dε(γ), as defined in (5.49).

3. Γ(k) converges as k → ∞ to some Γε ∈ Pd which is optimal for the primal problem
Fε(γ), as defined in (5.48). In particular, it holds

Γε = exp
(⊕N

i=1U
ε
i − H
ε

)
. (5.63)

Proof. For any U (0) ∈
�N

i=1 Sdi , we define the sequence Uk := Ren τ k(U (0)). Note that Uk

is of the form (5.60), for some αk. Thanks to Proposition 5.3.21, we infer that Uk is uniformly
bounded and hence compact. Therefore, there exists a subsequence Ukj → U ε. We first show
that U ε is a maximizer for the dual problem. Indeed, using the properties of Ren and τ , it
holds

Dε
γ(τ(Ukj)) = Dε

γ(τ kj+1(U (0))) ≤ Dε
γ(τ kj+1(U (0))) = Dε

γ(Ukj+1).

Passing to the limit the previous inequality, using the continuity of Dε
γ and τ and recalling that

for any U we have Dε
γ(τ(U )) ≥ Dε

γ(U ), we obtain

Dε
γ(τ(U ε)) = Dε

γ(U ε).
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5.6. One-body reduced density matrix functional theory

By definition, this means that U ε is a fixed point for τ and therefore a maximizer (Remark
5.4.3).

In order to prove (1), we show there exists a choice αk such that Uk +αk → U ε. For k = kj
for some j, we pick αk = 0, for all the others k, we instead pick αk defined by

αk = argminα
{
‖Uk +α−U ε‖∞ :

N∑
i=1
αi = 0

}
.

Note that, by Lemma 5.4.4, this is equivalent to picking αk such that U ε is the closest
maximizer to Uk +αk. We claim this is the right choice. Suppose indeed by contradiction that
there exists a subsequence Uk′j

such that ‖Uk′j
+αk′j −U

ε‖∞ ≥ δ > 0, then by construction
‖Uk′j

+αk′j −U
′‖∞ ≥ δ for any other maximizer U ′. By compactness, this is a contradiction,

since there exists a further subsequence Uk′′j
of Uk′j

converging to a maximizer U ′ (by the
same reasoning carried out above). This proves (1) and by optimality of U ε, (2) as well. The
convergence of Γ(k) follows from the compactness of U (k) and (5.61), whereas the optimality
of the limit point Γε and (5.63) are consequence of the optimality of U ε and Remark 5.4.3.

5.6 One-body reduced density matrix functional theory
In this last section, we prove Proposition 5.2.8 and consequently Theorem 5.2.9.

For given d,N ∈ N, we set d = dN and consider the space of bosonic (resp. fermionic) density
matrices Pd

+ (resp. Pd
−) as introduced in (5.14). Recall as well that for any given operator

A ∈ Sd, we denote by A± the corresponding projection onto the symmetric space, obtained as
A± := Π± ◦ A ◦ Π±, where Π± are defined in (5.13).

The universal functional in the bosonic and in the fermionic case is then given as in Definition
5.2.6, which we recall here for simplicity is given by

Fε±(γ) := inf
{

Tr(H Γ) + εTr(Γ log Γ) : Γ ∈ Pd
± and Γ 7→ γ

}
,

whereas the corresponding dual functional and problem (see Definition 5.2.7) are given by

D±,εγ (U) := Tr(Uγ)− εTr
(

exp
[

1
ε

(
1
N

N⊗
i=1

U − H
)
±

])
+ ε ,

Dε
±(γ) := sup

{
D±,εγ (U) : U ∈ Sd

}
.

We are interested in fully characterizing the existence of the optimizers in the primal and the
dual problems, for both bosonic and fermionic cases. Proceeding in a similar way as in the
proof of Lemma 5.3.7, one can prove that every maximizer U ε

± of the dual functional D±,εγ (·)
must satisfy the corresponding Euler-Lagrange equation given by

γ = P1

(
exp

[
1
ε

(
1
N

N⊕
i=1

U ε
± − H

)
±

])
. (5.64)

5.6.1 Fermionic dual problem and Pauli’s exclusion principle
The aim of this section is to prove Proposition 5.2.8. For simplicity we assume, with no loss of
generality, that ε = 1 and set D−γ := D−,1γ .
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5. Quantum composite systems at positive temperature

For any U ∈ Sd, we fix a basis of normalized eigenvectors of U , denoted by {ψj}j , and consider
the decomposition

U =
d∑
j=1

uj|ψj〉〈ψj|, uj ∈ R (eigenvalues) . (5.65)

We also denote by γj := 〈ψj|γ|ψj〉. In particular, the linear terms read

Tr(Uγ) =
d∑
j=1

γjuj .

For any such basis {ψi}i, we obtain a basis of the fermionic tensor product

ψas
j :=

N∧
i=1

ψji , j = (ji)Ni=1 ∈ Θ− ,

Θ− :=
{

(j1, . . . , jN) : ji ∈ {1, . . . , d}, ji 6= jk, if i 6= k
}
/§N ,

where §N denotes the set of permutations of N elements. With respect to this basis, we can
write

1
N

(
N⊕
i=1

U

)
−

=
∑
j∈Θ−

(
1
N

N∑
i=1

uji

)
|ψas
j 〉〈ψas

j | . (5.66)

Using the monotonicity of the exponential and the trace, we obtain the following result.

Lemma 5.6.1 (Bounds for D−γ (U)). Fix U ∈ Sd with eigenvalues uj and eigenvectors {ψj}j.
For γ ∈ P(d), set γj := 〈ψj|γ|ψj〉. Then one has

d∑
j=1

γjuj − C
∑
j∈Θ−

exp
(

1
N

N∑
i=1

uji

)
≤ D−γ (U)− 1

≤
d∑
j=1

γjuj −
1
C

∑
j∈Θ−

exp
(

1
N

N∑
i=1

uji

)
,

(5.67)

where C = exp
(
‖H ‖∞

)
∈ (0,+∞).

Before moving to the proof of Proposition 5.2.8, we need the following technical lemma.

Lemma 5.6.2 (Linear term estimates). Consider {uj}dj=1 ⊂ R and {γj}dj=1 such that

γj ∈
(
δ,

1
N
− δ

)
,

d∑
j=1

γj = 1 , (5.68)

for some δ ∈
[
0, 1

2N

)
. Suppose that uj ≤ uk if j ≤ k. Then we have

d∑
j=1

γjuj ≤
1
N

N∑
j=1

uj − δ(u1 − ud) . (5.69)
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Proof. Thanks to the fact the uj are ordered, we have the inequality

d∑
j=1

γ̄juj ≤
1
N

N∑
j=1

uj, ∀ 0 ≤ γ̄j ≤
1
N
,

d∑
j=1

γ̄j = 1 .

Then (5.69) follows applying the above inequality to

γ̄1 := γ1 + δ ∈
(

0, 1
N

)
, γ̄j := γj, γ̄d := γd − δ ∈

(
0, 1
N

)
,

for every j ∈ {2, . . . , d− 1}.

We are ready to prove Proposition 5.2.8.

Proof. (γ ≤ 1/N ⇒ supD−γ < ∞). This is consequence of Proposition 5.6.2 with δ = 0.
More precisely, pick U ∈ Sd and consider a decomposition in eigenfunctions as in (5.65).
Assume that {uj}j are non increasing in j (with no loss of generality). We can then apply
Proposition 5.6.2 with δ = 0 and from (5.69) and (5.67) we deduce

D−γ (U)− 1 ≤ 1
N

N∑
i=1

uj −
1
C

∑
j∈Θ−

exp
(

1
N

N∑
i=1

uji

)
≤ 1
N

N∑
i=1

uj −
1
C

exp
(

1
N

N∑
i=1

uj

)
,

where in the last inequality we used the positivity of the exponential. Therefore

sup
U∈Sd

D−γ (U) ≤ sup
x∈R

(x− 1
C
ex) + 1 = logC <∞ .

(supD−γ <∞⇒ γ ≤ 1/N). Suppose by contradiction that the Pauli’s principle is not satisfied.
With no loss of generality, we can assume that

γ =
d∑
i=1

γi|ψi〉〈ψi|, γ1 >
1
N
.

We build the sequence of bounded operators Un ∈ Sd given by

Un :=
d∑
i=1

uni |ψi〉〈ψi|, un1 := n , unj := − n

N − 1 , ∀j ≥ 2 . (5.70)

Observe that by construction, we can estimate the non-linear part of D−γ (U) as

∀j ∈ Θ−, exp
(

1
N

N∑
i=1

uji

)= 1 if ji = 1 for some i ,
≤ 1 otherwise .

It follows that we can bound from below D−γ (Un) as

D−γ (Un) ≥
d∑
j=1

γju
n
j − C

(
d

N

)
. (5.71)
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We claim that the linear contribution goes to +∞ as n→ +∞. To see that, note that
d∑
j=1

γju
n
j = n

(
γ1 −

1
N − 1

d∑
i=2

γ2

)
= n

N − 1

(
Nγ1 − 1

)
, (5.72)

where we used that ∑i γi = 1. From this, using γ1 >
1
N

and (5.71) we deduce D−γ (Un)→ +∞
as n→ +∞, thus a contradiction.

(Equation for the maximizer and uniqueness). If a maximizer exists, then it solves the equation
(5.64). Thanks to the Peierls inequality, we also know that D−γ is strictly concave (because the
exponential is strictly convex), hence the uniqueness of the maximizer.

(Existence of argmaxD−γ ⇒ 0 < γ < 1/N ). We proceed as in the latter proof. By
contradiction, assume that

γ =
d∑
j=1

γj|ψj〉〈ψj|, γ1 = 1
N
, γj ∈

(
0, 1
N

)
, ∀j ≥ 2 .

The case γj = 0 can be directly ruled out from the Euler-Lagrange equation for a maximizer
(5.64). We can then consider the very same sequence Un as defined in (5.70). From (5.71),
(5.72), and the first part of Theorem 5.2.8, on one hand we deduce

−C
(
d

N

)
≤ D−γ (Un) ≤ logC , ∀n ∈ N .

On the other hand, ‖Un‖∞ → +∞ as n→∞, which means that D−γ is not coercive. Thanks
to Peierls inequality, we also know that D−γ is strictly concave, which implies that D−γ can not
attain its maximum.

(0 < γ < 1/N ⇒ existence of argmaxD−γ ). Let U ∈ Sd and consider a decomposition
in eigenfunctions as in (5.65). Assume that {uj}j are non increasing in j (with no loss of
generality) and denote by γj := 〈ψj|γ|ψj〉. By assumption, there exists δ ∈

(
0, 1

N

)
such that

d∑
j=1

γj = 1, γj ∈
(
δ,

1
N
− δ

)
, ∀j ∈ {1, . . . , d} . (5.73)

We can then apply Proposition 5.6.2 and (5.67) to obtain

D−γ (U)− 1 ≤ 1
N

N∑
i=1

uj −
1
C

∑
j∈Θ−

exp
(

1
N

N∑
i=1

uji

)
− δ(u1 − ud) (5.74)

≤ 1
N

N∑
i=1

uj −
1
C

exp
(

1
N

N∑
i=1

uj

)
− δ(u1 − ud), (5.75)

where we used the positivity of the exponential. Set S := supx(x− ex

C
) + 1 <∞, and infer

D−γ (U) ≤ S − δ(umax − umin), ∀U ∈ Sd, U =
d∑
j=1

uj|ψj〉〈ψj| , (5.76)
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where umax and umin denotes respectively the maximum/minimum eigenvalue of U . Let us use
this estimate to prove to existence of a maximizer for D−γ . Consider a maximizing sequence Un

of bounded operators. In particular, we can assume that −I := infnD−γ (Un) ≥ −∞. If the
sequence {Un}n is bounded in Sd, then any limit point is a maximum for D−γ , by concavity and
continuity of D−γ , and the proof is complete. Suppose by contradiction that ‖Un‖∞ → +∞ as
n→ +∞. Note that from (5.76) we deduce

sup
n∈N

(
unmax − unmin

)
≤ S + I

δ
<∞ , (5.77)

therefore we deduce that either unj → −∞ or unj → +∞ for every j ∈ {1, . . . , d}. In the first
case, we would have a contradiction, because

−I ≤ D−γ (Un) ≤
d∑
j=1

γju
n
j + 1→ −∞ as n→ +∞ .

In the second case, we can use (5.74) to find a contradiction, because

−I ≤ D−γ (Un) ≤ 1
N

N∑
i=1

unj −
1
C

exp
(

1
N

N∑
i=1

unj

)
+ 1→ −∞ ,

where we used that lim
x→+∞

(x− C−1ex) = −∞. The proof is complete.

5.6.2 Duality theorem for fermionic and bosonic systems
In this section we prove Theorem 5.2.9. The proof relies on the use of Theorem 5.2.1 and
the existence of maximizers for D−,εγ , proved in Proposition 5.2.8, and D+,ε

γ . The latter can
be proven easily by noting that the spectrum of

(⊕N
j=1 Uj

)
+
contains the spectrum of U and,

applying similar computations to the ones used in the case of D−,εγ , deducing the coercivity of
D+,ε
γ . We also need the following observation.

Remark 5.6.3. If H satisfies (5.15) and γ = (γi)i , γi = γ, then the minimizers of Dε
γ (the dual

functional without symmetry constraints) can be taken to satisfy Ui ≡ U , for some U ∈ Sd.
In particular

Dε(γ) = sup
U∈(Sd)N

Dε
γ(U ) = sup

U∈Sd

{
Tr(Uγ)− εTr

(
exp

[
1
ε

(
1
N

N⊗
i=1

U − H
)])}

+ ε .

This follows from the observation that if U ∈ (Sd)N , then we obtain a symmetric competitor
Ũ

(Ũ )i = 1
N

N∑
j=1

Uj , such that Dε
γ(Ũ ) = Dε

γ(U ) .

Proof of Theorem 5.2.9. Let us assume that γ > 0 in the bosonic case (0 < γ < 1
N

in the
fermionic case). The general duality result (including the case γ in which does not satisfy the
above strict inequalities) can be handled by decomposition of the space, in the same way as in
Remark 5.3.9.

Under these assumptions, thanks to Proposition 5.2.8, we know that a maximizer U ε
± exists

and satisfies (5.64).
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5. Quantum composite systems at positive temperature

We then define the N -particle density matrix

Γ̃ε± := exp
[

1
ε

(
1
N

N⊕
i=1

U ε
± − H

)
±

]
∈ Sd ,

and thanks to Remark 5.4.3, we know that Γ̃ε± is optimal for the problem Fε
(
P1(Γ̃ε±)

)
without

symmetry contraints. Observing that (Γ̃ε±)± = Γε± (defined in (5.20),(5.21)), we deduce that
Γε± must be optimal for the primal problem Fε±(γ) with symmetry constraints. This also proves
the equality between primal and dual problems and concludes the proof.
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APPENDIX A
Harnack inequalities on graphs

In this appendix, we prove Harnack inequalities for diffusion equations on finite-state Markov
chains satisfying a suitable ellipticity condition. This is a generalisation of the classical result
from Delmotte [Del99] and the proof follows similar ideas, based on the Moser’s iteration
technique. We here sketch the main steps of the proof and discuss an application to the
finite-volume framework. This allows us to show Hölder regularity for solutions to the discrete
Fokker–Planck equations, property that plays a key role in the proof of the evolutionary
Γ-convergence result of discrete gradient-flow structures presented in Chapter 4 (that is, we
prove Proposition 4.4.4).

A.1 Harnack inequality for diffusion equations on finite
Markov chains

The importance of parabolic Harnack inequalities for diffusion processes is well-established in
the literature and its origins go back to Carl Gustav Axel von Harnack in the 19th century, in
the context of harmonic functions in Euclidean domains. One particularly significant application
of Harnack inequalities is the Hölder continuity of the correspondent solution – a parabolic
version of the Harnack inequality even implies Hölder regularity of the associated flow. We
refer the reader to [Kas07] for a general introduction to the topic.

Given their fundamental impact, Harnack inequalities have been widely studied. Let us recall
the works of Grigor’yan [Gri09] and Saloff-Coste [SC02] for Laplace–Beltrami operators on
Riemaniann manifolds, where equivalent characterisations for parabolic Harnack inequalities
have been investigated. In particular, they showed that a parabolic Harnack inequality is
equivalent to a Poincaré inequality together with a doubling condition for the volume measure;
thus, highlighting a deep connection between properties of solutions to the heat flow on a
manifold and more geometric and analytic aspects of the space itself. Similar results have been
extended to the case of symmetric diffusions on metric measure spaces by Sturm [Stu96] and
to random walks on graphs by Delmotte [Del99]. All these results concern a classical linear
diffusion regime. Other regimes have been considered in [BBK09].

Albeit the existence of an involved history of works, the particular case of linear diffusions on
locally finite graphs appeared, to our knowledge, slightly incomplete. In particular, the main
reference work in this setting, given by [Del99], deals with parabolic Harnack inequalities for
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diffusions where the reference measure µ and the jump kernel j are related by the condition

µ(x) =
∑
y

j(x, y). (A.1)

The goal of this appendix is to show that the results holds in a slightly more general setting,
extending the result of Delmotte.

We consider a Markov chain on a finite-state space X with rates w(x, y), invariant measure
π(x), and generator

Lf(x) := 1
π(x)

∑
y∈X

w(x, y)
(
f(y)− f(x)

)
, x ∈ X .

We denote by Xt : (Ω,P)→ X the associated time-continuous Markov process and denote by
mt := law(Xt) = (Xt)#P ∈P(X ). The corresponding density solves

rt := dmt

dπ , ṙt(x) = Lrt(x), t > 0, x ∈ X . (A.2)

Assumption (ellipticity): there exists 1 ≤ C <∞ such that for every x ∈ X .

w(x, y) ≥ Cµ(y), ∀x ∼ y . (A.3)

Notation. We introduce the finite measures

J( dx, dy) := ω(x, y)C( dx, dy), µ( dx) = π(x)C( dx) ,

where C denotes the counting measure (respectively) on X × X and X . Denote by B(x,R)
the ball of radius R and center x ∈ X , with respect to the graph distance d = dgra on (X , w),
and let V (x, r) := µ

(
B(x, r)

)
be its volume.

Definition A.1.1 (Volume doubling). We say (X , ω, π) satisfies the volume doubling condition
with constant cD ∈ (0,+∞) if for any x ∈ X and r > 0 we have the doubling property
V (K, 2r) ≤ cDV (K, r).

Definition A.1.2 (Weak Poincaré inequality (PI)). We say (X , w, π) satisfies a weak Poincaré
inequality if there exists a constant cP <∞, such that, for any ball Br = B(K0, r) and any
f : X → R, �

Br

(
f(x)− fBr

)2
dµ(x) ≤ cP r

2
�

B2
cr

(
f(x)− f(y)

)2
dJ(x, y),

where fBr =
�

Br f dµ.

Definition A.1.3 (Harnack inequality). We say that q : R+ ×X → R+ satisfies the Harnack
inequality if there exists constants CH ∈ R+ and 1 < θ1 < θ2 < θ3 < +∞ such that for every
t0 > 0, x0 ∈ X , R > 0 it holds

sup
Q−

q ≤ CH inf
Q+

q

where Q−, Q+ denotes the cylinders given by

Q− := [t0, t0 + θ1R
2]× B(x0, R), Q+ := [t0 + θ2R

2, t0 + θ3R
2]× B(x0, R).
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It is possible to show that if the Harnack inequality holds for CH , θ1, θ2, and θ3, then it also
holds for any other choice 0 < θ′1 < θ′2 < θ′3 <∞ with a constant C ′H depending only on CH ,
θi, and θ′i.

Theorem A.1.4 (Poincaré + Doubling implies Harnack). Suppose that (X,w, π) satisfies the
assumption (A.3), volume doubling, and the weak Poincaré inequality. Then the solutions rt of
the equation (A.2) satisfy the Harnack inequality as in Definition A.1.3 with a constant CH
depending only on C, cD, and cP .

This theorem has been proved by T. Delmotte in [Del99, Theorem 2.1] under the additional
assumption that

µ(x) =
∑
y∈X

w(x, y) , ∀x ∈ X . (A.4)

In this short note we shortly discuss the main strategy and check that the same result holds
true without assuming (A.4).
Remark A.1.5. The volume doubling condition, the assumption (A.3), and the weak Poincaré
inequality imply the strong Poincaré inequality (c = 1), see [Bar17, Corollary A.51].

The main strategy of Delmotte follows the one of Moser for parabolic [Mos64] and elliptic
[Mos61] Harnack inequalities for elliptic operators in Rd. In particular, the proof proceeds as
follows:

1. One proves a Sobolev’s inequality as a consequence of Poincaré, volume doubling, and
the ellipticity assumption, see Theorem A.1.6.

2. Any super/subsolution of equation (A.2) are proved to satisfy Caccioppoli-type estimates,
see Theorem A.1.9.

3. A weighted Poincaré inequality is proved from the weak Poincaré inequality, volume
doubling, and the ellipticity condition, see Theorem A.1.7.

4. Sobolev and Caccioppoli allows us to run the Moser’s iterations for both super/subsolutions
to (A.2), see Theorem A.1.10 and Theorem A.1.12.

5. The weighted Poincaré inequality links the Lp-norms with positive exponent with the
ones with negative exponent, and the proof of Harnack is complete.

Let us explain the details of this plan. We start with Sobolev and weighted Poincaré. From
now on, we work under the assumptions of Theorem A.1.4.

For simplicity, we write ., h whenever the inequalities holds up to multiplication for a positive
constant that depends only on C, cP , and cD.

Theorem A.1.6 (Sobolev’s inequality). There exists θ > 1 depending only on cD such that
for every x0 ∈ X , r > 0, f ∈ RB, B := B(x0, r) we have

( 
B
f 2θ dµ

) 1
θ

.
1

V (B)

(
r2
�

B2

(
f(y)− f(x)

)2
dJ(x, y) +

�
B
f 2 dµ

)
. (Sob)
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Delmotte does not provide the proof of this result, but it can be proved following the same
ideas as in the proof of Saloff-Coste [SC02].

Theorem A.1.7 (Weighted Poincaré inequality). For any given x0 ∈ X , r ∈ N, set

ψ(x) := 1− d(x0, x)
r

∈ (0, 1] on B(x0, r) .

Then for every f ∈ RB, B := B(x0, r) we have�
B
ψ2
(
f − fBψ

)2
dµ . r2

�
B2

(
ψ(x) ∧ ψ(y)

)(
f(y)− f(x)

)2
dJ(x, y) , (WP)

where fBψ is weighted average that minimises the LHS, i.e.

fBψ :=

�
B
ψ2f 2 dµ

�
B
ψ2 dµ

.

The proof of this estimate can be found in [Del99, Proposition 2.2]. The proof of Moser is
even for more general weights, see [Mos64, Lemma 3], and it is consequence of the strong
Poincaré inequality, see Remark A.1.5.

The next step is to prove the Caccioppoli-type estimates for sub-supersolutions to (A.2). We
write ut := u(t, ·).

Definition A.1.8. u is a positive subsolution on Q := I × B(x0, r) if u ≥ 0 and

m(x)∂tut(x) ≤
∑
y∈X

w(x, y)
(
ut(y)− ut(x)

)
, ∀(t, x) ∈ I × B(x0, r − 1) .

r is a positive supersolution on Q := I × B(x0, r) if u ≥ 0 and

m(x)∂tut(x) ≥
∑
y∈B

w(x, y)
(
ut(y)− ut(x)

)
, ∀(t, x) ∈ Q ,

where we set B = B(x0, r).

Notation: for s1, s2 ∈ R, B = B(x, r), Q = I × B, and σ ∈ (0, 1/2), we define:

Bσ := (1− σ)B, Bσ ⊂ B ,
Iσ :=

[
(1− σ2)s1 + σ2s2, s2

]
, I ′σ :=

[
s1, σ

2s2 + (1− σ2)s2,
]
,

I ′′σ :=
[
(1− σ2)s1 + σ2s2, σ

2s2 + (1− σ2)s2
]
, Iσ , I

′
σ I
′′
σ ⊂ I ,

Qσ := Iσ × Bσ , Q′σ := I ′σ × Bσ , Q′′σ := I ′′σ × Bσ , Qσ , Q
′
σ , Q

′′
σ ⊂ Q .

Theorem A.1.9 (Caccioppoli-type estimates). Let u be a positive subsolution on Q. Then
we have

sup
t∈Iσ

�
Bσ
u2
t dµ .

1
σ2r2

�
Q

u2 dµ dt , (C1)

1
2

�
Qσ

(
ut(y)− ut(x)

)2
dµ dt . 1

σ2r2

�
Q

u2 dµ dt . (C2)

If u is a positive supersolution on Q, the same holds but with Q′σ instead of Qσ.
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This is the discrete counterpart of the classical continuous estimate for L = ∆
�
ψ2∂t(u2) dx dt+

�
ψ2|∇u|2 dx dt ≤ 4

�
|∇ψ|2u2 dx dt , ψ ∈ C∞c .

The proof of this estimates can be found in [Del99] inside the proof of Lemma 2.5 and it
follows directly from the definition of sub-supersolution, using suitable test functions. Only the
symmetry of w is needed.

We proceed defining the Lp averages of u ∈ RQ, Q ⊂ R×X as

M(u, p,Q) :=
( 

Q

u2p dµ dt
) 1
p

.

The Moser’s iterations technique consists in estimating the above defined averages using (Sob)
and (C1), (C2) and iterate them. Note that p = +∞ corresponds to the supQ u and p = −∞
to infQ u.

Theorem A.1.10 (Moser’s fundamental estimates). Set k := 2− 1/θ > 1, where θ is the one
of Theorem A.1.6. Set Q := [0, r2]× B, for r > 0.

(a) If v is a positive subsolution on Q and 1
r
≤ σ ≤ 1

2 , then

M(v, k,Qσ) ≤
(
A

σ2

) 1
k

M(v, 1, Q) . (M1)

(b) If v is a positive supersolution on Q and 1
r
≤ σ ≤ 1

2 , then

M(v, k,Q′σ) ≤
(
A

σ2

) 1
k

M(v, 1, Q) . (M2)

In both cases, A is a constant such that A . 1.

The Moser’s fundamental estimates are direct consequence of Theorem A.1.6 and Theorem
A.1.9. The proof, under the additional assumption (A.4), can be found in [Del99, Lemma 2.5].
The Theorem says that along sub-supersolutions one can estimate Lq norms with exponent q
with Lebesgue norms with a smaller exponent. The key observation is that powers of solutions
are sub-supersolutions as well and this allows us to iterate these estimates up to p = +∞ and
p = −∞.

Lemma A.1.11 (Powers of solutions). Let u be a positive solution on Q = I × B.

(a) up is a subsolution on Q for every p ≤ 0 and p ≥ 1.

(b) up is a supersolution on Q for every 0 ≤ p ≤ 1.

The proof is straightforward consequence of convexity/concavity of f(t) = tp, see [Del99,
Lemma 2.6]. Lemma A.1.11 together with iterations of Theorem A.1.10 yields the following
result.
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Theorem A.1.12 (Moser’s iterations). Let Q = [0, r2] × B, u be a positive solution on Q,
and 0 ≤ δ ≤ 1

2 . Then for all p > 0

M(u,−p,Q) .
(
Dδ−γ

) 1
p inf
Qδ
u2 , (M−∞)

sup
Q′′
δ

u2 .
(
Dδ−γ

) 1
pM(u, p,Q) . (M+∞)

for some D, γ . 1.

The proof assuming (A.4) can be found in [Del99, Lemma 2.7]. It follows by iterations of
Theorem A.1.10 to v = uq, which are sub-supersolutions thanks to Lemma A.1.11.

The last step consists in linking negative and positive exponents, in the form

M(u,−p,Q) .M(u, p,Q), for small p > 0 . (A.5)

Delmotte follows the original ideas of Moser, which is to study the function v = − log u. The
reason why this is the right thing to do can be intuitively understood by the fact that

lim
p→0

(�
Q

up dµ dt
) 1
p

= exp
�
Q

log u dµ dt , u ≥ 0 .

The key lemma is [Del99, Lemma 2.8], which Delmotte describes as "BMO-type estimates"
and studies the oscillations of log u, for u solution to (A.2). The proof is quite involved but it
does only rely on volume doubling and Poincaré. [Del99, Lemma 2.8] together with Theorem
A.1.12 yields the Harnack inequality and the proof of Theorem A.1.4 is complete. See [Del99,
Section 2.5, p. 210] for the details.

A.2 Proof of Proposition 4.4.4
We present a proof of Proposition 4.4.4 obtained as an application of the result showed in the
previous section, that is Theorem A.1.4. To this purpose, we prove a volume doubling property
and a weak Poincaré inequality for the discrete Fokker–Planck equation on ζ-regular meshes,
which hold uniformly in the mesh size.

More precisely, for a ζ-regular mesh T we consider the weighted graph (Γ, µ) given by

Γ := T , µKL = µLK := [T ]2−dwKL h 1 .

The associated generator L and the invariant measure m are given by(
Lf
)
(K) := 1

m(K)
∑
L∼K

µKL
(
f(L)− f(K)

)
, m(K) := [T ]−dπT (K) h 1 . (A.6)

Let d := dgra be the graph distance on Γ (defined as the length of a minimal path connecting
cells using the discrete metric). For K ∈ T , let B(K, r) denote the closed ball of radius r ≥ 0
in (Γ, d), and let V (K, r) := m

(
B(K, r)

)
be its volume. Closed balls in euclidean space will

be denoted by B(x, r).

First we show that (Γ, µ,m) satisfies a volume doubling property, with proportionality constants
depending only on Ω, ζ, and m.
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Proposition A.2.1 (Distance comparison and volume doubling). There exists a constant
c1 <∞, depending only on depending only on Ω, ζ, such that the following properties hold:

(i) For any K,L ∈ T we have the distance comparison

1
2 |xK − xL| ≤ d(K,L)[T ] ≤ c1|xK − xL|. (A.7)

(ii) For any K ∈ T and r > 0 we have the volume bounds

1 ∨
(
r − c1

)d
+
. V (K, r) .

(
r + 1

)d
. (A.8)

(iii) For any K ∈ T and r > 0 we have the doubling property V (K, 2r) . V (K, r).

Proof. (i): The upper bound has been proved in [GKM20, Lemma 1.12]. To prove the lower
bound, fix K,L ∈ T . By definition of the graph distance, there exists a path K = K0 ∼ K1 ∼
. . . ∼ Kn−1 ∼ Kn = L of length n ≤ d(K,L) connecting K and L. Consequently,

|xK − xL| ≤
n∑
i=1
|xi − xi−1| ≤ 2n[T ] ≤ 2d(K,L)[T ].

(ii): Fix K ∈ T and suppose that d(K,L) ≤ r. By (i), we have |xK − xL| ≤ 2r[T ], which
implies that L ⊆ B

(
xK , (2r + 1)[T ]

)
. Consequently,

V (K, r) =
∑

L:d(K,L)≤r
m(L) ≤ [T ]−d m

(
B(xK , (2r + 1)[T ])

)
.
(
r + 1

)d
,

which is the desired upper bound.

Since K ∈ B(K, r) and m(K) & 1, the lower bound follows immediately if r ≤ c1. We thus
suppose that r > c1, and observe that any cell L ∈ T with |xK − xL| ≤ [T ]r/c1 satisfies
d(K,L) ≤ r. As the cells L ∈ T with |xK−xL| ≤ [T ]r/c1 cover the ball B(xK ,

(
r/c1−1

)
[T ]),

and each of these cells has euclidean volume . [T ]d, there must be at least & (r − c1)d of
such cells. Since m(L) & 1, we infer that V (K, r) & (r − c1)d.

(iii): This follows immediately from (ii).

Next we show a weak Poincaré inequality with constant depending only on Ω, ζ, and m.

Proposition A.2.2 (Weak Poincaré inequality). There exists a constant c <∞, depending
only on Ω and ζ, such that, for any ball Br = B(K0, r) and any f : Γ→ R,

∑
K∈Br

(
f(K)− fBr

)2
m(K) . r2∑

K,L∈Bcr

(
f(K)− f(L)

)2
µKL,

where fBr =
(
m(Br)

)−1 �
Br f dm.
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Proof. We adapt the argument from [EGH00, Lemma 3.7]; see also [GKM20, Proposition 4.5],
taking into account that the balls Br do not correspond to convex subsets in euclidean space.

Fix K0 ∈ T and r > 0. The desired bound can equivalently be stated as

∑
K,L∈Br

(
f(K)− f(L)

)2
m(K)m(L) . r2m(Br)

∑
K,L∈Bcr

(
f(K)− f(L)

)2
µKL. (A.9)

If r < 1, we have Br = {K0}, hence the left-hand side vanishes and the claim is trivial.

If 1 ≤ r < 2c1 (with c1 being the constant from (A.7)), the estimate (A.9) (with c = 1) follows
immediately by ζ-regularity.

We thus assume from now on that r ≥ 2c1, so that m(Br) h rd by Proposition A.2.1. Define
ψ : Ω→ R by ψ(x) = f(K) for x ∈ K. Let us write B̃r := {x ∈ Ω : x ∈ K for some K ∈
Br}. For K,L ∈ T and x, y ∈ Rd, set χKL(x, y) = 1 if x, y ∈ B̃r, K ∼ L, the interface
ΓKL intersects the line segment from x to y, and (y − x) · (xL − xK) > 0. Otherwise, set
χKL(x, y) = 0.

For x, y ∈ B̃r, the volume comparison bounds in (A.8) imply that the line segment from x to
y is contained in a ball B̃cr for some constant c ≥ 1 depending only on Ω and ζ. Hence, for
a.e. x, y ∈ B̃r,

|ψ(x)− ψ(y)| ≤
∑

K,L∈Bcr
|f(K)− f(L)|χKL(x, y).

For K,L ∈ T and z ∈ Rd, set αKL(z) := z
|z| ·

xL−xK
|xK−xL|

. Using the Cauchy-Schwarz inequality
we obtain

(
ψ(x)− ψ(y)

)2
≤
( ∑
K,L∈Bcr

(
f(L)− f(K)

)2

αKL(y − x)
χKL(x, y)
|xK − xL|

)

×
( ∑
K,L∈Bcr

αKL(y − x)|xK − xL|χKL(x, y)
)
.

For fixed x and y, let L0, L1, . . . , LN be the cells that subsequently intersect the line segment
from x to y. We have

∑
K,L∈Bcr

αKL(y − x)|xK − xL|χKL(x, y) =
N∑
i=1

αLi−1,Li(y − x)|xLi−1 − xLi |

= y − x
|y − x|

·
N∑
i=1

(xLi − xLi−1) = y − x
|y − x|

· (xLN − xL0) . r[T ] .

Using the change of variables z = y − x we estimate, for some c′ <∞,
�
B̃cr

�
B̃cr

χKL(x, y)
αKL(y − x) dx dy ≤

�
B(0,c′r)

1
αKL(z)

�
Rd
χKL(x, x+ z) dx dz

. Hd−1(ΓKL)
�
B(0,c′r)

|z| dz . (r[T ])d+1Hd−1(ΓKL) .
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Using ζ-regularity and the volume bounds (A.8), we combine these estimates to obtain

∑
K,L∈Br

(
f(K)− f(L)

)2
m(K)m(L) = [T ]−2d

�
B̃r

�
B̃r

(
ψ(x)− ψ(y)

)2
dm(x) dm(y)

. rd+2[T ]2−dHd−1(ΓKL)
∑

K,L∈Bcr

(
f(K)− f(L)

)2

|xK − xL|

. r2m(Br)
∑

K,L∈Bcr

(
f(K)− f(L)

)2
µKL ,

as desired.

The regularity of the discrete flows can now be shown using the volume doubling property
(Proposition A.2.1) and the weak Poincaré inequality (Proposition A.2.2).

Proof of Proposition 4.4.4. First we note that (Γ, µ,m) satisfies a uniform ellipticity property,
i.e., µKL & m(K) for every K ∼ L. Combined with Proposition A.2.1 (volume doubling)
and Proposition A.2.2 (Poincaré inequality), this allows us to apply Theorem A.1.4 and prove
a Harnack inequality (with unviersal constant CH . 1) for the solutions to the equation
∂tu = Lu, where L is the generator introduced in (A.6). Finally, the parabolic Harnack
inequality implies Hölder continuity of the associated evolution equation [Del99, Proposition
4.1], which concludes the proof of (4.35).

The ultracontractivity estimates also follows from Proposition A.2.1 and Proposition A.2.2.
More precisely, it is well-known (see e.g. [SC02]) that volume doubling and the Poincaré
inequality implies the Nash inequality

‖f‖2+ 4
d

2 . E(f, f)‖f‖
4
d
1 ,

where E is the Dirichlet form associated to L. The ultracontractivity property for parabolic
evolutions ut associated to L then easily follows from the Nash inequality (see e.g. [CKS87,
Theorem 2.1] for a proof), that is

‖ut‖L∞(m) .
(
1 ∨ t− d2

)
‖u0‖L1(m) .

Performing the time rescaling rt := ut[T ]−2 , we obtain the ultracontractivity estimate (4.36)
for rt and conclude the proof.
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APPENDIX B
Some additional material

In this last part of the work, we include some results concerning metrics on the space of
measures and property of convex functions, which find applications in particular in 3.

B.1 The Kantorovich–Rubinstein metric on signed
measures

We collect some facts on the Kantorovich–Rubinstein metric that are used in this thesis, in
particular Chpater 3. We refer to [Bog07, Section 8.10(viii)] for more details.

Let (X, d) be a metric space. LetM(X) denote the space of finite signed Borel measures
on X. For µ ∈M(X), let µ+, µ− ∈M+(X) be the positive and negative parts, respectively.
Let |µ| = µ+ + µ− be its variation, and ‖µ‖TV := |µ|(X) be its total variation.

Definition B.1.1 (Weak and vague convergence). Let µ, µn ∈M(X) for n = 1, 2, . . ..

(i) We say that µn → µ weakly inM(X) if
�
X
ψ dµn →

�
X
ψ dµ for every ψ ∈ Cb(X).

(ii) We say that µn → µ vaguely inM(X) if
�
X
ψ dµn →

�
X
ψ dµ for every ψ ∈ Cc(X).

If (X, d) is compact, M(X) is a Banach space endowed with the norm ‖µ‖TV. By the
Riesz–Markov theorem, it is the dual space of the Banach space C(X) of all continuous
functions ψ : X → R endowed with the supremum norm ‖ψ‖∞ = supx∈X |ψ(x)|.

For ψ : X → R let Lip(ψ) := supx6=y
|ψ(x)−ψ(y)|

d(x,y) be its Lipschitz constant.

Definition B.1.2. Let (X, d) be a compact metric space. The Kantorovich–Rubinstein norm
onM(X) is defined by

‖µ‖KR(X) := sup
{ �

X

ψ dµ : ψ ∈ C(X), ‖ψ‖∞ ≤ 1, Lip(ψ) ≤ 1
}
. (B.1)

In non-trivial situations (i.e., when X contains an infinite convergent sequence), the norms
‖ · ‖KR and ‖ · ‖TV are not equivalent. Thus, by the open mapping theorem, (M(X), ‖ · ‖KR)
is not a complete space.
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A closely related norm onM(X) that is often considered is

‖µ‖K̃R(X) := |µ(X)|+ sup
{ �

X

ψ dµ : ψ ∈ C(X), ψ(x0) = 0, Lip(ψ) ≤ 1
}
,

for some fixed x0 ∈ X; see [Bog07, Section 8.10(viii)]. The next result shows that these norms
are equivalent.

Proposition B.1.3. Let (X, d) be a compact metric space. For µ ∈M(X) we have
‖µ‖KR(X) ≤ ‖µ‖K̃R(X) ≤ cX‖µ‖KR(X),

where cX <∞ depends only on diam(X).

Proof. We start with the first inequality. Let ψ ∈ C(X) with ‖ψ‖∞ ≤ 1 and Lip(ψ) ≤ 1.
Define φ := ψ − ψ(x0), so that φ(x0) = 0 and Lip(φ) = Lip(ψ) ≤ 1. Then�

ψ dµ =
�
ψ(x0) + φ dµ = ψ(x0)µ(X) +

�
φ dµ ≤ |µ(X)|+

�
φ dµ ≤ ‖µ‖K̃R.

Taking the supremum over ψ yields the desired bound.

Let us now prove the second inequality. Set ∆ := 1 ∨ diam(X). Take ψ ∈ C(X) with
ψ(x0) = 0 and Lip(ψ) ≤ 1. Then |ψ(x)| = |ψ(x)− ψ(x0)| ≤ d(x, x0) ≤ diam(X) ≤ ∆ for
all x ∈ X, so that ‖ ψ∆‖∞ ≤ 1 and Lip( ψ∆) ≤ 1. We obtain�

ψ dµ = ∆
�

ψ

∆ dµ ≤ ∆‖µ‖KR.

Moreover, |µ(X)| ≤ ‖µ‖KR as can be seen by taking ψ = ±1 in (B.1) It follows that

‖µ‖K̃R ≤ (1 + ∆)‖µ‖KR,

as desired.

Proposition B.1.4 (Relation to W1). Let (X, d) be a compact metric space. If µ1, µ2 ∈
M+(X) are nonnegative measures of equal total mass, we have ‖µ1 − µ2‖K̃R = W1(µ1, µ2).

Proof. This follows from the Kantorovich duality for the distance W1.

On the subset of nonnegative measures, the KR-norm induces the weak∗ topology:

Proposition B.1.5 (Relation to weak∗-convergence). Let (X, d) be a compact metric space.
For µn, µ ∈M+(X) we have

µn → µweakly if and only if ‖µn − µ‖KR → 0.

Proof. See [Bog07, Theorem 8.3.2].

Remark B.1.6 (Testing against smooth functions). If X = Td, the space of C1 functions ψ
with Lip(ψ) ≤ 1 is dense in the set of Lipschitz functions with Lip(ψ) ≤ 1; see, e.g., [SW19,
Proposition A.5]. Consequently,

‖µ‖KR(X) = sup
{ �

X

ψ dµ : ψ ∈ C1(Td), ‖ψ‖∞ ≤ 1, ‖∇ψ‖∞ ≤ 1
}
. (B.2)

Remark B.1.7. The identity (B.2) shows that ‖ · ‖KR is the dual norm of the separable Banach
space C1(Q). The dual space of C1(Q) is a strict superset of the finite Borel measures.
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B.2 Norms on curves in the space of measures
We work with curves of bounded variation taking values in the spaceM+(Td).

Definition B.2.1 (Curves of bounded variation). The space BVKR(I;M+(Td)) consists of
all curves of measures µ : I →M+(Td) such that the BV-seminorm

‖µ‖BVKR(I;M+(Td)) := sup
{�
I

�
Td
∂tφt dµt dt : φ ∈ C1

c

(
I; C1(Td)

)
, max

t∈I
‖φ‖C1(Td) ≤ 1

}
(B.3)

is finite.

Remark B.2.2. The space BVKR(I;M+(Td)) is a (non-closed) subset of the space BV(I;X∗),
where X is the separable Banach space C1(Td). We refer to [HPR19, Section 2] for the
equivalence of several definitions of BV

(
I;X∗

)
.

Definition B.2.3. The space W 1,1
KR(I;M+(Td)) consists of all curves (µt)t∈I in the Banach

space-valued Sobolev space W 1,1
(
I; (C1(Td))∗

)
such that µt ∈M+(Td) for a.e. t ∈ I.

B.3 Domain properties of convex functions

Lemma B.3.1 (Domain properties of convex functions). Let f : Rn → R∪ {+∞} be convex,
and let x◦ ∈ D(f)◦. For every λ ∈ (0, 1) and every bounded set K ⊆ D(f), there exists a
compact convex set Kλ ⊆ D(f)◦ such that

(1− λ)K + λx◦ ⊆ Kλ.

Proof. Let K ⊆ D(f) be bounded and λ ∈ (0, 1). Since x◦ ∈ D(f)◦, we can pick r > 0
such that B(x◦, r) ⊆ D(f)◦. Fix y ∈ K̄ and set yλ := (1 − λ)y + λx◦. We claim that
B(yλ, λr) ⊆ D(f)◦.

To prove the claim, it suffices to show that B(yλ, λr) ⊆ D(f), since B(yλ, λr) is open. Take z ∈
B(yλ, λr) and pick a sequence (yn)n ⊂ K such that yn → y. Observe that z = (1−λ)yn+λx̃n
with x̃n ∈ B(x◦, r) if n is large enough (indeed, x̃n − x◦ = 1

λ
(z − yλ) + 1−λ

λ
(y − yn) and

|z − yλ| < λr ). Since yn, x̃n ∈ D(f), the claim follows by convexity of f .

We now define

Cλ :=
⋃
y∈K

B
(
yλ,

λr

3

)
and Kλ := Conv(Cλ).

By construction, Kλ is convex, bounded, and closed, thus compact. Let us show that
Kλ ⊆ D(f)◦.

By convexity of f , it suffices to show that Cλ ⊆ D(f)◦. Pick z ∈ Cλ and {zn}n ⊆ Cλ such that
zn → z. Then there exists yn ∈ K such that zn ∈ B

(
(yn)λ, λr3

)
. Passing to a subsequence,

we may assume that yn → ȳ for some ȳ ∈ K̄ and zn ∈ B
(
ȳλ,

λr
2

)
for n ≥ n̄ ∈ N. Taking

the limit as n→ +∞ we infer that z ∈ B
(
ȳλ,

λr
2

)
. Since B

(
ȳλ, λr

)
⊆ D(f)◦, it follows that

z ∈ D(f)◦.
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